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Abstract 
 

The objective of this study was to construct and select an appropriate forecasting model for 
fresh cassava prices via the use of Box-Jenkins method. 277 data points gathered from the website of 
the Office of Agricultural Economics during January 1997 to January 2020 were used and divided into 2 
sets. The first set, consisting of 264 data points and from the period of January 1997 to December 2018, 
were used to construct the forecasting models. The second set, consisting of 13 data points and from 
the period of January 2019 to January 2020, were used to compare the accuracy of the forecasting 
models; the lowest mean absolute percentage error and root mean square error were used as the 
comparison criteria. The result show that the most accurate model is SARIMA(1, 2, 1)(1, 1, 0)12 with no 
constant; the forecasting model can be written as the equation: 

 
tŶ  t 1 t 2 t 3 t 12 t 13 t 14Exp 2.56148Z 2.12296Z 0.56148Z 0.47256Z 1.21045Z 1.00323Z− − − − − −= − + + − +  

  t 15 t 24 t 25 t 26 t 27 t 10.26533Z 0.52744Z 1.35103Z 1.11973Z 0.29615Z 0.99760e− − − − − −− + − + − −  
 

Keywords:   fresh cassava, Box-Jenkins method, mean absolute percentage error  
                 root mean square error 

 

บทคัดย่อ 
 

วัตถุประสงค์ของการศึกษาครั้งนี้คือ การสร้าง
และคัดเลือกตัวแบบพยากรณ์ที่เหมาะสมกับอนุกรมเวลา
ราคาหัวมันสำปะหลังสดด้วยวิธีบ็อกซ์-เจนกินส์ โดยใช้
ข้อมูลจากเว็บไซต์ของสำนักงานเศรษฐกิจการเกษตร 
ตั ้งแต่เด ือนมกราคม พ.ศ. 2540 ถึงเด ือนมกราคม           
พ.ศ. 2563 จำนวน 277 ค่า ข้อมูลถูกแบ่งออกเป็น 2 ชุด 

ชุดที่ 1 ตั้งแต่เดือนมกราคม พ.ศ. 2540 ถึงเดือนธันวาคม 
พ.ศ. 2561 จำนวน 264 ค่า สำหรับการสร้างตัวแบบ
พยากรณ์ ข้อมูลชุดที่ 2 ตั้งแต่เดือนมกราคม พ.ศ. 2562 
ถึงเดือนมกราคม พ.ศ. 2563 จำนวน 13 ค่า นำมาใช้
สำหรับการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ 
โดยใช้เกณฑ์ร้อยละค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ยและ
เกณฑ์รากของค่าคลาดเคลื่อนกำลังสองเฉลี่ยที่ต่ำที่สุด   
ผลการศึกษาพบว่าตัวแบบพยากรณ์ที ่มีความถูกต้อง      
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มากที่สุด คือ ตัวแบบ SARIMA(1, 2, 1)(1, 1, 0)12 ไม่มีพจน์
ค่าคงตัว และสามารถเขียนเป็นสมการพยากรณ์ได้ดังนี้  

tŶ = Exp{2.56148Zt−1 − 2.12296Zt−2 + 0.56148Zt−3 
    +0.47256Zt−12 − 1.21045Zt−13 + 1.00323Zt−14 
     −0.26533Zt−15 + 0.52744Zt−24 − 1.35103Zt−25  

      +1.11973𝑍𝑡−26 − 0.29615𝑍𝑡−27 − 0.99760𝑒𝑡−1} 

 

คำสำคัญ:   หัวมันสำปะหลังสด วิธีบ็อกซ์-เจนกินส์  
    ร้อยละค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย  
    รากของค่าคลาดเคลื่อนกำลังสองเฉลี่ย 

 
คำนำ 

 
ในปี พ.ศ. 2559 ประเทศไทยสามารถผลิตมัน

สำปะหลังได้ประมาณปีละ 26-27 ล้านตัน แต่มีความ
ต้องการใช้ภายในประเทศเพียงปีละไม่เกิน 10 ล้านตัน 
มันสำปะหลังส่วนเกินจึงสามารถส่งออกและนำรายได้เข้า
ประเทศเป็นจำนวนมาก (Keerativibool, 2016) ต่อมา
สำนักงานเศรษฐกิจการเกษตรได้รายงานผลผลิตมัน
สำปะหลังโรงงานของปี พ.ศ. 2561 ซึ่งเป็นข้อมูล ณ เดือน
มีนาคม พ.ศ. 2561 พบว่าผลผลิตมันสำปะหลังอยู ่ที่ 
27.24 ล ้านตัน ลดลงจากปี พ.ศ. 2560 ท ี ่ม ีจำนวน 
30.495 ล้านตัน หรือลดลง 3.255 ล้านตัน คิดเป็นร้อยละ 
10.67 เนื ่องจากมันสำปะหลังโรงงานในช่วงปี  พ.ศ. 
2559–2560 มีราคาตกต่ำทำให้เกษตรกรผู้ปลูกประสบ
ปัญหาขาดทุน ประกอบกับในปี พ.ศ. 2560 สถานการณ์
ภัยแล้งเริ่มคลี่คลาย ส่งผลให้เกษตรกรลดพื้นที่การปลูก
มันสำปะหลังโรงงานซึ่งเป็นพืชทนแล้ง และหันไปปลูกพืช
ชนิดอื ่นที ่ให้ผลตอบแทนที ่ด ีกว ่า  เช ่น อ้อยโรงงาน 
ข้าวโพดเลี้ยงสัตว์ และไม้ผล เป็นต้น สำหรับราคาหัวมัน
สำปะหลังสดที่เกษตรกรขายได้ช่วงวันที่  2–6 เมษายน  
พ.ศ. 2561 เฉลี่ยกิโลกรัมละ 2.49 บาท สูงขึ้นจากช่วง
เดียวกันของปีที ่ผ่านมาร้อยละ 88 โดยสาเหตุที ่ราคา        
มีแนวโน้มสูงขึ้น เนื่องจากปริมาณผลผลิตมันสำปะหลัง
ลดลงทำให้ผลผลิตไม่เพียงพอกับความต้องการใช้ของ

ผู้ประกอบการ และจากราคามันสำปะหลังที่ปรับตัวสูงขึ้น 
ทำให้เกษตรกรบางส่วนเร่งทำการขุดมันสำปะหลังตั้งแต่
ต้นปีการผลิต คือ เดือนตุลาคมถึงเดือนธันวาคม พ.ศ.  
2560 และทำการเพาะปลูกซ้ำเพื่อรีบเก็บเกี่ยวในช่วงที่
ราคายังคงอยู ่ในเกณฑ์ด ี ซ ึ ่งอาจทำให้ม ีผลผลิตมัน
สำปะหลังโรงงานออกสู่ตลาดในช่วงปลายปีการผลิตอีก
รอบหนึ่งในเดือนสิงหาคมถึงเดือนกันยายน พ.ศ. 2561 
(Agricultural Information Center, 2018)  

อย่างไรก็ตาม เกษตรกรผู้ปลูกหัวมันสำปะหลังสด
อาจมีคำถามว่าแนวโน้มของราคาจะยังคงสูงขึ ้นเช่นนี้
ตลอดไปหรือไม่ การพยากรณ์ทางสถิตินับเป็นเครื่องมือ
หนึ่งที่ช่วยตอบคำถามนี้ได้ ด้วยเหตุผลดังกล่าว ผู้วิจัย       
จึงเริ ่มสืบค้นงานวิจัยที ่เกี ่ยวข้อง  พบการศึกษาของ 
Keerativibool (2016) ได้ศึกษาตัวแบบพยากรณ์ปริมาณ
การส่งออกแป้งมันโดยใช ้ว ิธ ีบ ็อกซ์ -เจนกินส์ (Box-
Jenkins Method) ว ิธ ีการปรับเร ียบด้วยเส ้นโค้งเลข        
ช ี ้ กำล ั งของว ิน เทอร์ แบบค ูณ (Winters’ Multiplicative 
Exponential Smoothing Method) และว ิ ธ ี ก า รแยก
ส่วนประกอบอนุกรมเวลา (Decomposition Method) 
ผลการศึกษาพบว่า วิธีการพยากรณ์ที่เหมาะสมมากที่สุด
คือ วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์
แบบคูณ การศึกษาของ Riansut (2019) ได้ศึกษาการ
พยากรณ์ราคามันเส้นโดยใช้วิธีบ็อกซ์-เจนกินส์ วิธีการ
ปร ับเร ียบด ้วยเส ้นโค ้ง เลขชี้ กำล ังของโฮลต ์ (Holt’s 
Exponential Smoothing Method) วิธีการปรับเรียบด้วย
เส ้นโค้งเลขชี ้กำลังที ่ม ีแนวโน้มแบบแดม (Damped 
Trend Exponential Smoothing Method) วิธีการปรับ
เรียบด้วยเส้นโค้งเลขชี้กำลังที่มีฤดูกาลอย่างง่าย (Simple 
Seasonal Exponential Smoothing Method) วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์แบบบวก 
(Winters’ Additive Exponential Smoothing Method) และ
วิธีการปรับเรียบด้วยเส้นโค้งเลขชี ้กำลังของวินเทอร์         
แบบคูณ ผลการศึกษาพบว่า วิธีที่มีความถูกต้องมากที่สุด
คือ วิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์
แบบบวก การศึกษาของ Komkul (2017) ได้ศึกษาการ
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พยากรณ์ราคาแป้งมันสำปะหลังของประเทศไทยโดยใช้
ว ิธ ีบ ็อกซ์ - เจนก ินส ์ ว ิธ ีการปร ับเร ียบด ้วยเส ้นโค้ง           
เลขชี ้กำล ังของโฮลต์ ว ิธ ีการปรับเร ียบด้วยเส ้นโค้ง          
เลขชี้กำลังที่มีแนวโน้มแบบแดม วิธีการปรับเรียบด้วย   
เส ้นโค้งเลขชี ้กำล ังอย ่างง ่าย (Simple Exponential 
Smoothing Method) และวิธีการเฉลี่ยเคลื่อนที่อย่างง่าย 
3, 6 และ 12 เดือน (Moving Average Method) ผลการศึกษา
พบว่า ภายใต้เกณฑ์ร้อยละค่าคลาดเคลื่อนสัมบูรณ์เฉลี่ย 
(Mean Absolute Percentage Error: MAPE) ว ิธ ีการ
เฉลี่ยเคลื่อนที่อย่างง่าย 3 เดือน เป็นวิธีที่มีประสิทธิภาพ
สูงที่สุด ขณะที่ภายใต้เกณฑ์รากของค่าคลาดเคลื่อนกำลัง
สองเฉลี ่ย (Root Mean Square Error: RMSE) วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังอย่างง่าย เป็นวิธีที ่มี
ประสิทธิภาพสูงที่สุด และการศึกษาของ Thitinunpong 
and Parthanadee (2012) ได้ศึกษาการพยากรณ์ราคา
รับซื้อมันสำปะหลังสดและราคาขายมันสำปะหลังเส้น 
จากการพยากรณ์ด้วย Expert modeler ในโปรแกรม 
PASW 18.0 พบว่าตัวแบบที่ให้ผลค่าคลาดเคลื่อนในการ
พยากรณ์ราคาที่ต่ำที่สุด สำหรับราคารับซื้อมันสำปะหลังสด
คือ ตัวแบบ ARIMA (1, 1, 0) บนชุดข้อมูลที่มีการแปลงค่า
ด้วยลอการิทึมธรรมชาติ (Natural Logarithm) ขณะที่     
ตัวแบบที่เหมาะสมกับราคามันเส้นที่จังหวัดชลบุรีและ 
จังหวัดพระนครศรีอยุธยา คือ วิธีการปรับเรียบด้วยเส้นโค้ง
เลขชี้กำลังที่มีแนวโน้มแบบแดม และวิธีการวิเคราะห์       
การถดถอยเชิงเส้น (โดยใช้ราคามันเส้นในจังหวัดชลบุรี
เป็นตัวแปรต้น) ตามลำดับ 

สำหรับการศึกษาครั้งนี ้ ผู ้วิจัยมีความสนใจที่จะ
ศึกษาการสร้างตัวแบบพยากรณ์ราคาหัวมันสำปะหลังสดด้วย
วิธีบ็อกซ์-เจนกินส์ เนื่องจากเป็นวิธีที่มีความแม่นยำในการ
พยากรณ์สูง โดยมีหลายงานวิจัยที่ยืนยันผลว่าวิธีการนี้เป็น
วิธีการที่มีความเหมาะสม (Keerativibool, 2014; Thanapala, 
et al. 2016; Riansut and Nisan 2017) หลังจากที่ได้ตัวแบบ
พยากรณ์แล ้ว ผ ู ้ ว ิจ ัยจะค ัดเล ือกต ัวแบบพยากรณ์ที่  
 
 

ถูกต้องและเหมาะสมมากที่สดุ 1 ตัวแบบ โดยใช้เกณฑ์ MAPE 
และ RMSE ที่ต่ำที่สุด เพื่อใช้พยากรณ์ราคาหัวมันสำปะหลัง
สดในอนาคตต่อไป 

 
อุปกรณ์และวิธีการ 

 
การวิจัยครั้งนี้ดำเนินการสร้างตัวแบบพยากรณ์

โดยใช้อนุกรมเวลาราคาหัวมันสำปะหลังสดเฉลี่ยต่อเดอืน 
(บาท/กิโลกรัม) จากเว็บไซต์ของสำนักงานเศรษฐกิจ
การเกษตร (Office of Agricultural Economics, 2020) 
ตั้งแต่เดือนมกราคม พ.ศ. 2540 ถึงเดือนมกราคม พ.ศ. 
2563 จำนวน 277 ค่า ผู้วิจัยได้แบ่งข้อมูลออกเป็น 2 ชุด 
ชุดที่ 1 คือ ข้อมูลตั้งแต่เดือนมกราคม พ.ศ. 2540 ถึง
เดือนธันวาคม พ.ศ. 2561 จำนวน 264 ค่า สำหรับการ
สร้างตัวแบบพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์ ชุดที่ 2 คือ 
ข้อมูลตั้งแต่เดือนมกราคม พ.ศ. 2562 ถึงเดือนมกราคม 
พ.ศ. 2563 จำนวน 13 ค่า สำหรับการเปรียบเทียบความ
ถูกต้องของตัวแบบพยากรณ์ โดยใช้เกณฑ์ MAPE และ 
RMSE ที ่ต่ำที ่สุด การสร้างตัวแบบพยากรณ์ด้วยวิธี 
บ็อกซ์-เจนกินส์และการเปรียบเทียบความถูกต้องของ     
ตัวแบบพยากรณ์ แสดงรายละเอียดดังนี้ 
 
การสร้างตัวแบบพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์ 

การพยากรณ์โดยวิธีบ็อกซ์ -เจนกินส์ มีความ
เหมาะสมกับอนุกรมเวลาที่มีทั้งส่วนประกอบของแนวโน้ม
และความผันแปรตามฤดูกาล มีตัวแบบในรูปทั่วไปคือ 
Seasonal Autoregressive Integrated Moving Average: 
SARIMA(p, d, q)(P, D, Q)s แสดงดังสมการที่ (1) (Box, 
et al. 1994) แต ่ ใ น ก รณ ี ท ี ่ อ น ุ ก รม เ ว ล าม ี เ พ ี ย ง
ส่วนประกอบของแนวโน้มเท่านั้น ตัวแบบจะสามารถถูก
ลดรูปเหลือเพียง ARIMA(p, d, q) 

 
ϕp(B)ΦP(Bs)(1 − B)d(1 − Bs)DYt = δ + θq(B)ΘQ(Bs)εt        (1) 
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เมื่อ 
tY  แทนอนุกรมเวลา ณ เวลา t  

  
t  แทนอนุกรมเวลาของค่าคลาดเคลื ่อนที ่มีการ  

แจกแจงปรกติ มีลักษณะเป็นไปอย่างสุ่ม มีค่าเฉลี่ยเท่ากับ
ศูนย์และมีความแปรปรวนเท่ากันทุกช่วงเวลา 
 ( ) ( )s

p PB B =    แทนค ่าคงต ัว (Constant) 
โดยที่   แทนค่าเฉลี่ยของอนุกรมเวลาที่คงที่ (Stationary) 
 ( ) 2

p 1 2B 1 B B = −  −  − … p

pB−  แ ท น ตั ว
ดำเนินการสหสัมพันธ์ในตัวอันดับที่ p กรณีไม่มีฤดูกาล 
(Non-Seasonal Autoregressive Operator of Order p: AR(p)) 
  ( )s s 2s

P 1 2B 1 B B = − − − … Ps

PB−  แ ท น ตั ว
ดำเนินการสหสัมพันธ์ในตัวอันดับที ่ P กรณีมีฤดูกาล 
(Seasonal Autoregressive Operator of Order P: SAR(P)) 
  ( ) 2

q 1 2B 1 B B = −  −  − … q

qB−  แ ท น ตั ว
ดำเนินการเฉลี ่ยเคลื่อนที ่อันดับที ่ q กรณีไม่มีฤดูกาล 
(Non-Seasonal Moving Average Operator of Order 
q: MA(q)) 
  ( )s s 2s

Q 1 2B 1 B B = − − −… Qs

QB−  แ ท น ตั ว
ดำเนินการเฉลี ่ยเคลื ่อนที ่อันดับที ่ Q กรณีมีฤดูกาล 
(Seasonal Moving Average Operator of Order Q: 
SMA(Q)) 
  t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n1 เมื่อ n1 
แทนจำนวนข้อมูลในอนุกรมเวลาชุดที่ 1 (n1=264) 
  s แทนจำนวนคาบของฤดูกาล (s=12) 
  d และ D แทนลำดับที่ของการหาผลต่างและ
ผลต่างฤดูกาล ตามลำดับ 
  B แทนต ัวดำเน ินการถอยหล ัง  (Backward 
operator) โดยที่ s

t t sB Y Y −=  
 
ขั้นตอนการสร้างตัวแบบพยากรณ์โดยวิธีบ็อกซ์-เจนกินส์ 

1) พิจารณาอนุกรมเวลาว่าคงที ่หรือไม่ โดย
พิจารณาจากกราฟของอนุกรมเวลาเทียบกับเวลา (Yt, t) 
กราฟฟ ั งก ์ช ันสหส ัมพ ันธ ์ ในต ัว  (Autocorrelation 
Function: ACF) และฟังก์ชันสหสัมพันธ์ในตัวบางส่วน 
(Partial Autocorrelation Function: PACF) หากพบว่า
อนุกรมเวลาไม่คงที่ (Non-stationary) ต้องแปลงอนุกรม

เวลาให้คงที่ก่อนที่จะทำขั้นตอนต่อไป เช่น การแปลง
ข้อมูลด้วยการหาผลต่างหรือผลต่างฤดูกาล (Difference 
or Seasonal difference) การแปลงข้อมูลด้วยลอการิทึม
สามัญ (Common logarithm) หรือลอการิทึมธรรมชาติ 
(Natural logarithm) การแปลงข้อมูลด้วยเลขยกกำลัง 
เช่น ยกกำลัง 0.5 (Square root transformation) หรือ
ยกกำลัง 2 (Square transformation) เป็นต้น  

2) กำหนดตัวแบบพยากรณ์ที ่เป ็นไปได้จาก
กราฟ ACF และ PACF ของอนุกรมเวลาที่คงที่ กล่าวคือ 
กำหนดค ่ า  p, q, P แ ละ  Q พร ้ อมท ั ้ ง ป ระมาณ
ค่าพารามิเตอร์ของตัวแบบ โดยค่าของ q และ Q จะ
พ ิจารณาจากกราฟ ACF และค ่าของ p และ P จะ
พิจารณาจากกราฟ PACF ซึ่งค่าของ p และ q คือ จำนวน
แท่งสหสัมพันธ์แท่งแรก ๆ ที่มีค่าเกินจากขอบเขต 

12 n  
ขณะที่ค่าของ P และ Q คือ จำนวนแท่งสหสัมพันธ์ตาม
ฤดูกาลที่มีค่าเกินจากขอบเขต 

12 n  
3) ตัดพารามิเตอร์ที ่ไม่มีนัยสำคัญออกจากตัว

แบบพยากรณ์ครั้งละ 1 ตัว โดยถ้าพารามิเตอร์ของอันดับ
ที่ต่ำกว่าไม่มีนัยสำคัญ แต่อันดับที่สูงกว่ามีนัยสำคัญ ควร
ตัดพารามิเตอร์ของอันดับที ่สู งที ่สุดออกก่อน เช่น มี
พารามิเตอร์ 2 ตัวคือ 

1  และ 
2  ถ้า 

1  ไม่มีนัยสำคัญ แต่ 

2  มีนัยสำคัญ ควรตัด 
2  ออกก่อน จากนั้นจึงกำหนดตัว

แบบพยากรณ์และประมาณค่าพารามิเตอร์ใหม่จนกว่าจะ
ได้ต ัวแบบพยากรณ์ที ่ประกอบด้วยพารามิเตอร์ที ่มี
นัยสำคัญทั้งหมด 

4) คัดเล ือกต ัวแบบพยากรณ์ท ี ่ม ีค ่าเกณฑ์
สารสนเทศของเบส์ (Bayesian Information Criterion: 
BIC) ที่ต่ำที่สุด (Schwarz, 1978) มีค่าสถิติ Ljung-Box Q 
ที่ไม่มีนัยสำคัญ (Ket-iam, 2005) และอนุกรมเวลาของ
ค่าคลาดเคลื ่อนจากการพยากรณ์ {et} มีการแจกแจง
ปรกติ ตรวจสอบโดยใช้การทดสอบคอลโมโกรอฟ-          
สมีร์นอฟ (Kolmogorov-Smirnov test) มีลักษณะเป็นไป
อย่างสุ่ม ตรวจสอบโดยใช้การทดสอบรันส์ (Runs test) มี
ค่าเฉลี ่ยเท่ากับศูนย์ ตรวจสอบโดยใช้การทดสอบที         
(t-Test) และมีความแปรปรวนเท ่าก ันท ุกช ่วง เวลา 
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ตรวจสอบโดยใช้การทดสอบของเลวีนภายใต้การใช้           
ม ัธยฐาน (Levene’s test based on median) (Riansut, 
2019) หากพบว่าอนุกรมเวลาของค่าคลาดเคลื ่อนมี
เง ื ่อนไขข้อใดข้อหนึ ่งไม ่เป ็นจริง จะสรุปว ่าต ัวแบบ
พยากรณ์ไม่เหมาะสม และไม่สมควรนำไปใช้ในการ
พยากรณ์ 

5) พยากรณ ์อน ุกรมเวลา โดยใช ้ต ัวแบบ
พยากรณ์ที่เหมาะสมที่สุดจากข้ันตอนที่ 4 
 
การเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ 

การวิจัยครั ้งนี ้ได้คัดเลือกตัวแบบพยากรณ์ที่
ถ ูกต ้องและเหมาะสมก ับอน ุกรมเวลาราคาห ัวมัน
สำปะหลังสด โดยการเปรียบเทียบราคาหัวมันสำปะหลัง
สดของข้อมูลชุดที่ 2 ตั้งแต่เดือนมกราคม พ.ศ. 2562 ถึง
เดือนมกราคม พ.ศ. 2563 จำนวน 13 ค่า กับค่าพยากรณ์ 
เพื่อคำนวณค่า MAPE และ RMSE โดยตัวแบบพยากรณท์ี่
ให้ค่า MAPE และ RMSE ต่ำที่สุด จัดเป็นตัวแบบที่มีความ
ถูกต้องและเหมาะสมกับอนุกรมเวลาชุดนี ้มากที ่สุด 
เนื่องจากให้ค่าพยากรณ์ที่มีความแตกต่างกับข้อมูลจริง
น้อยที่สุด เกณฑ์ MAPE และ RMSE แสดงดังสมการที่ (2) 
และ (3) ตามลำดับ (Ket-iam, 2005) 

 
2n

t

t 12 t

100 e
MAPE

n Y=

=        (2) 
 

 2n
2

t

t 12

1
RMSE e

n =

=          (3) 

 

เมื่อ 
t t t

ˆe Y Y= −  แทนค่าคลาดเคลื่อนจากการพยากรณ์  
              ณ เวลา t 

 
tY  แทนอนุกรมเวลา ณ เวลา t 

 
tŶ  แทนค่าพยากรณ์ ณ เวลา t 

  t แทนช่วงเวลา ซึ่งมีค่าตั้งแต่ 1 ถึง n2 โดยที่ n2 
แทนจำนวนข้อมูลในอนุกรมเวลาชุดที่ 2 (n2=13) 

 
ผลการวิจัย 

 
จากการพิจารณาลักษณะการเคลื ่อนไหวของ

อนุกรมเวลาราคาหัวมันสำปะหลังสดชุดที่ 1 ตั้งแต่เดือน
มกราคม พ.ศ. 2540 ถึงเดือนธันวาคม พ.ศ. 2561 จำนวน 
264 ค่า พบว่าอนุกรมเวลาชุดนี้มีแนวโน้มเพิ ่มขึ้น แต่มี
ส ่วนประกอบของความผันแปรตามฤดูกาลไม่ชัดเจน      
มากนัก (Figure 1) และจากการตรวจสอบความคงที่ของ
อนุกรมเวลา พบว่ากราฟ ACF มีลักษณะการเคลื่อนไหว
แบบลดลงอย่างช้า ๆ (Die down slowly) และกราฟ 
PACF มีช่วงเวลาที่ 1 (Lag 1) ที่มีค่าความสัมพันธ์สูงเกิน
จากขอบเขตที่กำหนดอย่างชัดเจน (Figure 2) หมายความ
ว่า อนุกรมเวลาชุดนี้มีแนวโน้ม ซึ่งได้ผลสอดคล้องกับที่
สรุปไว้ใน Figure 1 ผู ้วิจัยจึงกำจัดแนวโน้มโดยการหา
ผลต่างลำดับที ่ 1 พบว่าอนุกรมเวลายังไม่มีความคงที่ 
เนื่องจากผลต่างลำดับที่ 1 มีความแปรปรวนไม่คงที่เมื่อ
เวลาเปลี่ยนแปลงไป (Figure 3) ดังนั้นการศึกษาครั้งนี้
ผู้วิจัยจะทำการแปลงข้อมูลด้วยลอการิทึมธรรมชาติก่อน
ดำเนินการสร้างตัวแบบพยากรณ์ 
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Figure 1   Run plot for the fresh cassava prices during January 1997 to December 2018 

 

 
Figure 2   ACF and PACF of the fresh cassava prices  

 

 
Figure 3   Run plot for the first difference of the fresh cassava prices 
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ผลการสร้างตัวแบบพยากรณ์ด้วยวิธีบ็อกซ์-เจนกินส์ 
หล ังจากท ี ่ ได ้แปลงข ้อม ูลด ้วยลอการ ิทึม

ธรรมชาติ (ln) แล้ว ผู้วิจัยได้สร้างกราฟ ACF และ PACF 
ที่มีการแปลงข้อมูลด้วยการหาผลต่างลำดับที่ 1 (d=1)  
ได้กราฟ ACF และ PACF (Figure 4) พบว่าอนุกรมเวลามี
ลักษณะคงที ่ จ ึงกำหนดตัวแบบพยากรณ์ที ่เป็นไปได้
เริ่มต้นคือ ตัวแบบ SARIMA(2, 1, 1)(1, 0, 1)12 พร้อมกับ
ประมาณค่าพารามิเตอร ์ โดยต ัวแบบพยากรณ์ท ี ่มี
พารามิเตอร์ทุกตัวมีนัยสำคัญที่ระดับ 0.05 มีค่า BIC ต่ำ
ที ่ส ุด (BIC=-5.209) และมีค่าสถิติ Ljung-Box Q ไม่มี
นัยสำคัญที่ระดับ 0.05 (Ljung-Box Q ณ lag 18=23.313, 
p-value=0.078) คือ ตัวแบบ SARIMA(1, 1, 0)(1, 0, 1)12  
ไม่มีพจน์ค่าคงตัว เมื ่อตรวจสอบคุณลักษณะของค่า
คลาดเคลื่อนจากการพยากรณ์ ที่ระดับนัยสำคัญ 0.05 
พบว่าค่าคลาดเคลื่อนมีการแจกแจงปรกติ (Kolmogorov-
Smirnov Z=0.974, p-value=0.332) ม ีล ักษณะเป ็นไป
อย่างสุ ่ม (Runs Test: Z=-1.421, p-value=0.155) มี
ค่าเฉลี่ยเท่ากับศูนย์ (t=0.134, p-value=0.894) และมี
ความแปรปรวนเท่ากันทุกช่วงเวลา (Levene Statistic=1.224, 
p-value=0.272) ดังนั้นตัวแบบ SARIMA(1, 1, 0)(1, 0, 1)12 
ไม่มีพจน์ค่าคงตัว มีความเหมาะสม ซึ่งจากสมการที่ (1) 
สามารถเขียนเป็นตัวแบบได้ดังนี้ 

 

(1 − ϕ1B)(1 − Φ1B12)(1 − B)Zt = (1 − Θ1B12)εt; Z
t

= ln(Y
t
) 

(1 − Φ1B12 − ϕ1B + ϕ1Φ1B13)(1 − B)Zt = εt − Θ1εt−12 

(1 − B − Φ1B12 + Φ1B13 − ϕ1B + ϕ1B2 + ϕ1Φ1B13 

            −ϕ1Φ1B14)Zt = εt − Θ1εt−12 

tZ = (1 + ϕ1)Zt−1 − ϕ1Zt−2 + Φ1Zt−12 

            −(1 + ϕ1)Φ1Zt−13 + ϕ1Φ1Zt−14 + εt − Θ1εt−12  

 

จากการแทนค่าประมาณพารามิเตอร์ จะได้ตัวแบบ
พยากรณ์แสดงดังนี ้

tẐ = 1.45501Zt−1 − 0.45501Zt−2 + 0.99508Zt−12 

            −1.44785Zt−13 + 0.45277Zt−14 − 0.95383et−12;      
        Zt = ln(Yt) 
หรือ 

tŶ = Exp{1.45501Zt−1 − 0.45501Zt−2 + 0.99508Zt−12  
       −1.44785Zt−13 + 0.45277Zt−14 − 0.95383et−12 } (4) 
เมื่อ 

tŶ  แทนค่าพยากรณ์ ณ เวลา t  
 t jZ −

 แทนลอการิทึมธรรมชาติของอนุกรมเวลา  
  ณ เวลา t – j 
 

t je −
 แทนค่าคลาดเคลื่อนจากการพยากรณ์  

  ณ เวลา t – j ; 
t j t j t j

ˆe Z Z− − −= −  
 

 
Figure 4   ACF and PACF of the first difference, d=1,  

                              and the natural logarithm of the fresh cassava prices 
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อย่างไรก็ตาม เมื่อพิจารณาที่กราฟ ACF (Figure 
4) จะพบว่าที่ Lag 24 และ 36 มีค่าสัมประสิทธิ์สหสัมพันธ์
เกินจากขอบเขตเล็กน้อย ผู้วิจัยจึงสงสัยว่าอนุกรมเวลาชุด
นี้อาจมีส่วนประกอบของความผันแปรตามฤดูกาลผสมอยู่ 
ดังนั้นจึงทำการแปลงข้อมูลด้วยการหาผลต่างลำดับที่ 1 
(d=1) และผลต่างฤดูกาลลำดับที่ 1 (D=1) ได้กราฟ ACF 

และ PACF (Figure 5) พบว่าอนุกรมเวลายังมีลักษณะ       
ไม่คงที่ เนื่องจากกราฟ ACF ยังมีลักษณะการเคลื่อนไหว
แบบลดลงอย่างช้า ๆ จึงแปลงข้อมูลอีกครั้งด้วยการหา
ผลต่างลำดับที ่ 2 (d=2) และผลต่างฤดูกาลลำดับที ่ 1 
(D=1) ได้กราฟ ACF และ PACF (Figure 6) 

  
Figure 5   ACF and PACF of the first difference, d=1, the seasonal difference, D=1,  

        and the natural logarithm of the fresh cassava prices 

  
Figure 6   ACF and PACF of the second difference, d=2, the seasonal difference, D=1,  

                         and the natural logarithm of the fresh cassava prices 
 

จาก Figure 6 พบว่าอนุกรมเวลามีลักษณะคงที่ 
จึงกำหนดตัวแบบพยากรณ์ที่เป็นไปได้เร่ิมต้น คือ ตัวแบบ 
SARIMA(2, 2, 2)(1, 1, 1)12 พร้อมกับประมาณค่าพารามิเตอร์ 
โดยตัวแบบพยากรณ์ที่มีพารามิเตอร์ทุกตัวมีนัยสำคัญ        
ที ่ระดับ 0.05 มีค่า BIC ต่ำที ่สุด (BIC=-4.863) และมี
ค ่าสถ ิต ิ  Ljung-Box Q ไม ่ม ีน ัยสำค ัญที ่ระด ับ 0.05 
(Ljung-Box Q ณ lag 18=21.731, p-value=0.115) คือ 
ตัวแบบ SARIMA(1, 2, 1)(1, 1, 1)12 ไม่มีพจน์ค่าคงตัว 
เมื่อตรวจสอบคุณลักษณะของค่าคลาดเคลื่อนจากการ

พยากรณ์ ที่ระดับนัยสำคัญ 0.05 พบว่าค่าคลาดเคลื่อนมี
การแจกแจงปรกติ (Kolmogorov-Smirnov Z=1.163, 
p-value=0.133) มีลักษณะเป็นไปอย่างสุ่ม (Runs Test: 
Z=-1.141, p-value=0.254) มีค่าเฉลี่ยเท่ากับศูนย์ (t=    
-0.342, p-value=0.733) และมีความแปรปรวนเท่ากัน
ท ุกช ่วงเวลา (Levene Statistic=1.257, p-value=0.250) 
ดังนั้นตัวแบบ SARIMA(1, 2, 1)(1, 1, 0)12 ไม่มีพจน์ค่าคงตัว 
มีความเหมาะสม  
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ซึ่งจากสมการที่ (1) สามารถเขียนเป็นตัวแบบได้
ดังนี ้
(1 − ϕ1B)(1 − Φ1B12)(1 − B)2(1 − B12)Zt = 

             (1 − θ1B)εt; Zt = ln(Yt) 

(1 − Φ1B12 − ϕ1B + ϕ1Φ1B13)(1 − 2B + B2) 

 (1 − B12)Zt = εt − θ1εt−1 

(1 − Φ1B12 − ϕ1B + ϕ1Φ1B13)(1 − B12 − 2B + 2B13 + B2 − B14) 

             Zt = εt − θ1εt−1 

(1 − B2 − 2B + 2B13 + B2 − B14 − Φ1B12 + Φ1B24 + 2Φ1B13 

            − 2Φ1B25 − Φ1B14 + Φ1B26 − ϕ1B + ϕ1B13 + 2ϕ1B2 

            −2ϕ1B14  − ϕ1B3 + ϕ1B15 + ϕ1Φ1B13 − ϕ1Φ1B25 

            −2ϕ1Φ1B14 + 2ϕ1Φ1B26 + ϕ1Φ1B15 − ϕ1Φ1B27) 

             Zt = εt − θ1εt−1 

Zt =   (2 + ϕ1)Zt−1 − (1 + 2ϕ1)Zt−2 + ϕ1Zt−3 + (1 + Φ1)Zt−12  

            −(2 + ϕ1)(1 + Φ1)Zt−13 + (1 + 2ϕ1)(1 + Φ1)Zt−14 

           −ϕ1(1 + Φ1)Zt−15 − Φ1Zt−24 + (2 + ϕ1)Φ1Zt−25 

           −(1 + 2ϕ1)Φ1Zt−26 + ϕ1Φ1Zt−27 + εt − θ1εt−1  

จากการแทนค่าประมาณพารามิเตอร์ จะได้ตัว
แบบพยากรณ์แสดงดังนี ้
Ẑt =  2.56148Zt−1 − 2.12296Zt−2 + 0.56148Zt−3 + 0.47256Zt−12 
            −1.21045Zt−13 + 1.00323Zt−14 − 0.26533Zt−15 
   +0.52744Zt−24 − 1.35103Zt−25 + 1.11973Zt−26 

            −0.29615Zt−27 − 0.99760et−1; Zt = ln(Yt) 
หรือ  
Ŷt = Exp{2.56148Zt−1 − 2.12296Zt−2 + 0.56148Zt−3 
           +0.47256Zt−12 − 1.21045Zt−13 + 1.00323Zt−14 
          −0.26533Zt−15 + 0.52744Zt−24 − 1.35103Zt−25 
      +1.11973Zt−26 − 0.29615Zt−27 − 0.99760et−1}        (5) 
เมื่อ 

tŶ  แทนค่าพยากรณ์ ณ เวลา t 
 

t jZ −
 แทนลอการิทึมธรรมชาติของอนุกรมเวลา  

  ณ เวลา t – j 
 

t je −
  แทนค่าคลาดเคลื่อนจากการพยากรณ์  
  ณ เวลา t – j ; 

t j t j t j
ˆe Z Z− − −= −  

 
ผลการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ 

จากการใช้ตัวแบบพยากรณ์ในสมการที่ (4) และ 
(5) เพื่อพยากรณ์ข้อมูลชุดที่ 2 หรือราคาหัวมันสำปะหลัง
สดต ั ้งแต่เด ือนมกราคม พ.ศ. 2562 ถ ึงเด ือนมกราคม             
พ.ศ. 2563 จำนวน 13 ค ่า จากน ั ้นเปร ียบเท ียบค่า
พยากรณ์ที่ได้กับค่าจริงโดยการคำนวณค่า MAPE และ 
RMSE ในสมการที่ (2) และ (3) ตามลำดับ (Table 1) 
 

 
Table 1   MAPE and RMSE of the second dataset  
 

Forecasting Models MAPE RMSE 
SARIMA(1, 1, 0)(1, 0, 1)12 with no constant 14.3342 0.2998 
SARIMA(1, 2, 1)(1, 1, 0)12 with no constant 7.2949 0.1570 

 

จาก Table 1 พบว่าวิธีบ็อกซ์-เจนกินส์ ที่มีตัว
แบบ SARIMA(1, 2, 1)(1, 1, 0)12 ไม่มีพจน์ค่าคงตัว ดัง
แสดงในสมการที่ (5) มีความถูกต้องและเหมาะสมมาก
ที่สุด เนื่องจากให้ค่า MAPE และ RMSE ต่ำที่สุด หรือให้
ค่าพยากรณ์ที่มีความแตกต่างกับข้อมูลจริงน้อยที่สุด โดย
วิธ ีการพยากรณ์นี ้ม ีความผิดพลาดจากการพยากรณ์    

ร้อยละ 7.2949 (MAPE=7.2949) หรือมีความผิดพลาด
จากการพยากรณ์ 0.1570 บาท/กิโลกรัม (RMSE=0.1570) 
ซึ่งทั้ง 2 เกณฑ์ที่ใช้ในการเปรียบเทียบความถูกต้องของตัว
แบบพยากรณ์ให้ผลเป็นไปในทิศทางเดียวกัน จึงทำให้
น่าเชื่อถือได้มากยิ่งขึ้นว่าตัวแบบดังกล่าวมีความเหมาะสม
กับอนุกรมเวลาชุดนี้มากที่สุด 
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วิจารณ์ผลการวิจัย 
 

หลังจากที่ได้ตัวแบบพยากรณ์ที่สร้างจากข้อมูล
ชุดที่ 1 หรือราคาหัวมันสำปะหลังสด ตั้งแต่เดือนมกราคม 
พ.ศ. 2540 ถึงเดือนธันวาคม พ.ศ. 2561 จำนวน 264 ค่า 
ผู้วิจัยได้พิจารณาความเหมาะสมของตัวแบบพยากรณ์โดย
พิจารณาที ่ค่า BIC ที ่ต่ำที ่สุด เนื ่องจากค่า BIC ได้ถูก
คำนวณภายใต้ค่าคลาดเคลื่อน ดังนั้นถ้าตัวแบบพยากรณ์
ที่ได้มีค่า BIC ต่ำ หมายความว่า ค่าคลาดเคลื่อนจากการ
พยากรณ์มีค่าต่ำด้วย รวมถึงการพิจารณาค่า MAPE และ 
RMSE ที่คำนวณจากสมการที่ (2) และ (3) ตามลำดับ 
พบว่าภายใต้เกณฑ์ค่า BIC, MAPE และ RMSE ที่ต่ำ
ที่สุด วิธีบ็อกซ์-เจนกินส์ที่มีตัวแบบ SARIMA(1, 1, 0)(1, 
0, 1)12 ไม่มีพจน์ค่าคงตัว ดังแสดงในสมการที ่ (4) มี
ความถูกต้องและเหมาะสมมากที่สุด (Table 2) จึงอาจ
กล่าวโดยสรุปได้ว่า ถ้าพิจารณาเพียงข้อมูลชุดที่ 1 เรา
อาจสรุปว่า ตัวแบบ SARIMA(1, 1, 0)(1, 0, 1)12 ไม่มีพจน์
ค่าคงตัว ดังแสดงในสมการที ่ (4) มีความถูกต้องและ
เหมาะสมมากที่สุด เพราะมีผลของการเปรียบเทียบความ
ถูกต้องของตัวแบบพยากรณ์ที่ดีกว่า แล้วนำตัวแบบนี้ไป
พยากรณ์ราคาหัวมันสำปะหลังสดในอนาคต ซึ ่งตาม
หลักการของการสร้างตัวแบบพยากรณ์ด้วยเทคนิคการ

พยากรณ์ (Forecasting techniques) จะไม่ได้ทำเช่นนั้น 
กล่าวคือ จะต้องแบ่งข้อมูลที่นำมาศึกษาออกเป็น 2 ชุด 
ชุดที่ 1 สำหรับการสร้างตัวแบบพยากรณ์ และชุดที่ 2 
สำหรับการเปรียบเทียบความถูกต้องของตัวแบบพยากรณ์ 
จากนั้นจึงนำข้อมูลชุดที่ 1 มาสร้างตัวแบบพยากรณ์ด้วย
วิธีการพยากรณ์ที่หลากหลาย ซึ่งการศึกษาครั้งนี้ได้
พ ิ จ า ร ณ า ว ิ ธ ี ก า ร พ ย า ก ร ณ ์ ท ี ่ ห ล า ก ห ล า ย ว ิ ธ ี
นอกเหนือจากวิธีบ็อกซ์ -เจนกินส์ เพื ่อให้ครอบคลุม
วิธีการพยากรณ์ทางสถิติที่เป็นไปได้ทั้งหมด ได้แก่ วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของโฮลต์ วิธีการปรับ
เร ียบด ้วยเส ้นโค้งเลขชี ้กำล ังของบราวน์ (Brown’s 
Exponential Smoothing Method) วิธีการปรับเร ียบ
ด้วยเส้นโค้งเลขชี้กำลังที่มีแนวโน้มแบบแดม วิธีการปรับ
เรียบด้วยเส้นโค้งเลขชี้กำลังที่มีฤดูกาลอย่างง่าย วิธีการ
ปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์แบบบวก 
และวิธีการปรับเรียบด้วยเส้นโค้งเลขชี้กำลังของวินเทอร์
แบบคูณ ผลการเปรียบเทียบความถูกต้องของตัวแบบ
พยากรณ์ พบว่าว ิธ ีการเหล ่าน ี ้ ไม ่ม ีความเหมาะสม 
เนื่องจากมีค่าสถิติ Ljung-Box Q มีนัยสำคัญ อีกทั้งยังมี
ค่า BIC, MAPE หรือ RMSE ที่สูงกว่าวิธีบ็อกซ์-เจนกินส์ 
(Table 3) 

 
Table 2   BIC, MAPE and RMSE of the first dataset 
 

Forecasting Models BIC MAPE RMSE 
SARIMA(1, 1, 0)(1, 0, 1)12 with no constant -5.209 5.3226 0.1104 
SARIMA(1, 2, 1)(1, 1, 0)12 with no constant -4.863 6.2383 0.1352 
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Table 3   BIC, Ljung-Box Q, MAPE and RMSE of the first dataset 
 

Forecasting  
methods 

BIC Ljung-Box Q at lag 18 MAPE RMSE 

Holt -4.960 Ljung-Box Q = 96.620, p-value < 0.0001 6.3857 0.1234 
Brown -4.899 Ljung-Box Q = 93.918, p-value < 0.0001 6.4406 0.1334 
Damped -5.115 Ljung-Box Q = 53.545, p-value < 0.0001 5.6046 0.1137 
Simple Seasonal -5.091 Ljung-Box Q = 112.254, p-value < 0.0001 5.9443 0.1184 
Winters’ Additive -5.106 Ljung-Box Q = 120.097, p-value < 0.0001 5.7877 0.1155 
Winters’ Multiplicative -4.782 Ljung-Box Q = 120.550, p-value < 0.0001 6.9361 0.1473 

 

จากการใช้ตัวแบบ SARIMA(1, 2, 1)(1, 1, 0)12 
ไม่มีพจน์ค่าคงตัว ในการพยากรณ์ราคาหัวมันสำปะหลัง
สด ตั้งแต่เดือนกุมภาพันธ์ ถึง เดือนธันวาคม พ.ศ. 2563 

พบว่าราคาหัวมันสำปะหลังสดมีแนวโน้มเพิ่มขึ้น (Table 
4 และ Figure 7)  
 

 

Table 4   Forecast values of the fresh cassava prices  
 

Time Forecast 
values 

Time Forecast 
values 

Time Forecast 
values 

FEB 2020 2.12 JUN 2020 2.13 OCT 2020 2.30 
MAR 2020 2.25 JUL 2020 2.08 NOV 2020 2.28 
APR 2020 2.24 AUG 2020 2.09 DEC 2020 2.29 
MAY 2020 2.21 SEP 2020 2.20   

 

 
 

Figure 7   Comparison of fresh cassava prices and its forecasts  
        from SARIMA(1, 2, 1)(1, 1, 0)12 with no constant 
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อย่างไรก็ตาม ราคาหัวมันสำปะหลังสดมีการ
เปลี่ยนแปลงอยู่เสมอ อาจเป็นเพราะสถานการณ์การผลิต 
สถานการณ์ตลาด ปริมาณความต้องการบริโภคทั้งภายใน
และต่างประเทศ สภาวะเศรษฐกิจ นโยบายการส่งออก
ระหว่างประเทศ หรือปัจจัยอ่ืนๆ ที่เก่ียวข้อง ดังนั้นจึงควร
พิจารณาตัวแปรเหล่าน ี ้ เพ ื ่อใช ้ในการสร้างตัวแบบ
พยากรณ์ให้มีความถูกต้องเหมาะสมมากยิ่งขึ้น โดยการ
สร้างเป็นตัวแบบถดถอย (Regression Model) ซึ่งผู้อ่าน
สามารถศึกษาวิธ ีการสร้างตัวแบบลักษณะนี ้ได้จาก 
Montgomery et al. (2006) อีกทั ้งเม ื ่อมีราคาหัวมัน
สำปะหลังสดที ่ เป็นปัจจุบันมากขึ ้นหรือราคาหัวมัน
สำปะหลังสดมีความผันผวนเพิ ่มขึ ้น ผู ้ว ิจัยควรนำมา
ปรับปรุงตัวแบบ เพื่อให้ได้ตัวแบบพยากรณ์ที่มีความ
เหมาะสมสำหรับการพยากรณ์ค่าในอนาคตต่อไป 

 
สรุปผลการวิจัย 

 
การวิจ ัยครั ้งน ี ้ได ้นำเสนอวิธ ีการสร ้างและ

คัดเลือกตัวแบบพยากรณ์ที่เหมาะสมกับอนุกรมเวลาราคา
หัวมันสำปะหลังสดด้วยวิธีบ็อกซ์-เจนกินส์ โดยใช้ข้อมูล
จากเว็บไซต์ของสำนักงานเศรษฐกิจการเกษตร ตั ้งแต่
เดือนมกราคม พ.ศ. 2540 ถึงเดือนธันวาคม พ.ศ. 2561 
จำนวน 264 ค่า เป็นข้อมูลชุดที่ 1 สำหรับการสร้างตัว
แบบพยากรณ์ และข้อมูลตั้งแต่เดือนมกราคม พ.ศ. 2562 
ถึงเดือนมกราคม พ.ศ. 2563 จำนวน 13 ค่า เป็นข้อมูล
ชุดที่ 2 สำหรับการเปรียบเทียบความถูกต้องของตัวแบบ
พยากรณ์ โดยใช้เกณฑ์ MAPE และ RMSE ที ่ต ่ำที ่สุด       
ผลการศึกษาพบว่า สามารถสร้างตัวแบบพยากรณ์ด้วย
วิธีบ็อกซ์-เจนกินส์ได้ 2 ตัวแบบ คือ ตัวแบบ SARIMA        
(1, 1, 0)(1, 0, 1)12 ไม ่ม ีพจน ์ค ่ าคงต ัว  และต ัวแบบ 
SARIMA (1, 2, 1)(1, 1, 0)12 ไม่มีพจน์ค่าคงตัว แต่จาก
การเปรียบเทียบค่า MAPE และ RMSE ของข้อมูลชุดที่ 2 
พบว่าตัวแบบ SARIMA (1, 2, 1)(1, 1, 0)12 ไม่มีพจน์ค่า
คงตัว มีความเหมาะสมมากที่สุด ซึ่งสามารถเขียนเป็น
สมการพยากรณ์ได้ดังนี้ 

tŶ  = Exp{2.56148Zt−1 − 2.12296Zt−2 + 0.56148Zt−3 

             +0.47256Zt−12 − 1.21045Zt−13 + 1.00323Zt−14 

             −0.26533𝑍𝑡−15 + 0.52744𝑍𝑡−24 − 1.35103𝑍𝑡−25 

             +1.11973𝑍𝑡−26 − 0.29615𝑍𝑡−27 − 0.99760𝑒𝑡−1} 

 
กิตติกรรมประกาศ 

 
ขอขอบคุณสำน ักงานเศรษฐกิจการเกษตร        

ที่เอื้อเฟื้อข้อมูลราคาหัวมันสำปะหลังสดสำหรับใช้ในการ
วิจัยครั้งนี้ 
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