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บทคัดยTอ 

บทความวิจัยนี้เสนอการจำแนกเมล็ดพันธุkขmาวดmวยการวิเคราะหkภาพร/วมกับการใชmแบบจำลองโครงข/ายประสาทเทียม (ANN) 

โดยมีขั้นตอนที่เริ ่มจากการใชmภาพเมล็ดพันธุkขmาวมาฝtกฝนและสรmางแบบจำลองโครงข/ายประสาทเทียมแบบ Back propagation 

algorithm โดยมี input เปyนค/าของสี 0 - 255 ระดับ และ output เปyนพันธุkขmาว กข.6 และขาวดอกมะลิ 105 ซึ่งมีแบบจำลอง 2 

รูปแบบคือ แบบจำลองแรก ANN-1 มี input 3 ค/า คือ [R G B] และแบบจำลองที่สอง ANN-2 มี input 4 ค/า คือ [R G B K] ทุกๆ 

แบบจำลองมีการปรับเปลี่ยนจำนวน perceptron ในชั้น Hidden layer จาก 1 2 3 4 5 10 15 และ 20 โดยแบบจำลองที่ไดmสรmางแต/

ละรูปแบบนั้นไดmถูกนำมาใชmสำหรับในการตัดสินใจใหmชุดระบบสาพานคัดแยกตามตำแหน/งเมล็ดพันธุk ผลพบว/าการแบบจำลอง ANN-2 

ที่มีจำนวน perceptron ในชั้น Hidden layer เท/ากับ 15 มีความเหมาะสมในการจำแนกชนิดพันธุkทั้งขmาว กข.6 และขาวดอกมะลิ 

105 ไดmสูงถึงรmอยละ 98 ซึ่งมีผลจากป�จจัยของขmอมูลที่ถูกป�อนในการเรียนรูmและจดจำของแบบจำลองที่มี input 4 ค/า จะมีการแยก

รูปแบบไดmดีกว/า input 3 ค/า ประโยชนkที่ไดmจากงานวิจัยนี้สามารถนำไปพัฒนาใชmในการจำแนกเมล็ดพันธุkอื่นๆ ในดmานงานเกษตรดmวย

ลักษณะทางกายภาพ รูปทรงหรือขนาดโดยไม/ทำลายโครงสรmางภายในเมล็ดพนัธุk 

คำสำคัญ : การประมวลผลภาพ โครงข/ายประสาทเทียม ขmาว กข.6 ขmาวขาวดอกมะลิ 105 

Abstract 

This research presents the classification rice seeds using image processing combined with artificial neural 

network (ANN). First, the rice seed images had been trained and synthetic of artificial neural network model with 

back propagation algorithm. The input of ANN models was color value from 0 to 255 levels and the output is the 

rice variety RD6 and Jasmine rice 105. Which 2 models were: the ANN-1 has 3 input values [R G B] and the second 

model ANN-2 has 4 input values [R G B K]. Each model has the number of perceptrons in a hidden layer adjusted 

from 1, 2, 3, 4, 5, 10, 15, and 20. The model is used to make a decision for the conveyor system to sort seeds by 

true position. The results showed that the ANN-2 model with the number of perceptrons in the hidden layer equal 

to 15 was suitable for classification the species of both RD6 and Jasmine rice 105, can be classification is true to 

98 percent, which was due to the factor of input data into the learning and memorization of the model with 4 

input values, which had better pattern separation than 3 input values. The benefits of this research can be 
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developed for use in classification other seeds in agriculture based on physical characteristics, shape or size without 

destroy the internal structure of the seed. 

Key words: Image processing, Artificial neural network, RD-6, Jasmine rice 105 

1 บทนำ 

การปลอมปนของเมล็ดพันธุkขmาวมักสรmางป�ญหาสำหรับการ

ปลูกขmาวและส/งผลทำใหmในแปลงมีตmนขmาวผสมอยู/หลากหลายชนิด 

มีผลต/อคุณภาพของเมล็ดพันธุkขmาว จากขmอมูลพบว/าประเทศไทย

เปyนประเทศที่มีการส/งออกขmาวมากเปyนอันดับตmนๆ ของโลกและ

ขmาวขาวดอกมะลิ 105 จัดเปyนขmาวที่มีชื่อเสียงมากเพราะเปyนขmาว

ที่มีกลิ่นหอมเวลาหุงสุก จึงเปyนที่ตmองการในหลายๆ ประเทศทั่ว

โลก แต/ในกระบวนการผลิตขmาวไดmเกิดป�ญหาการปลอมปน ทำใหm

คุณภาพของพันธุkขmาวลดต่ำลงและเสียภาพลักษณk (กองวิจัยและ

พัฒนาขmาว, 2559) ดังนั้น ในกระบวนการส/งออกจึงตmองมีการ

ตรวจสอบการปลอมปนของพันธุkเมล็ดขmาว เพื่อควบคุมคุณภาพ

ของพันธุkขmาวในการส/งออก 

การตรวจสอบการปลอมปนของพันธุkขmาวมีดmวยกันหลายวิธี 

ทั้งแบบทั้งกายภาพภายนอกเมล็ดและคุณสมบัติภายในเมล็ด โดย

วิธีแรกจะเปyนการตรวจสอบขนาดทางกายภาพของเมล็ดขmาว 

ไดmแก/ ขนาดความกวmางและความยาว แต/การวัดดmวยวิธีนี้ตmองใชm

สายตาของมนุษยk ทำใหmตรวจสอบไดmยากเนื่องจากเมล็ดขmาวมี

ขนาดเล็กและใกลmเคียงกันมากทำใหmเกิดความคลาดเคลื่อนจาก

การวัดไดm จึงไม/เปyนที่นิยมในการตรวจสอบ ส/วนวิธีที่สองเปyนการ

ตรวจสอบหาคุณสมบัติของเมล็ดขmาวแต/ละพันธุkโดยส/วนใหญ/จะ

เปyนการหาเปอรkเซนตkของแป�งอะมัยโลส (Amylose) เช/น ในขmาว

ขาวดอกมะลิ 105 ควรมีปริมาณแป�งอะมัยโลสอยู/รmอยละ 13-18 

ที่ระดับความชื้นรmอยยละ 14 ซึ่งถmาปริมาณแป�งอะมัยโลสนmอย

กว/าหรือมากกว/าช/วงนี ้แสดงว/าไม/ใช/ข mาวขาวดอกมะลิ 105 

( Guzman and Peralta, 2008; Liu Guangrong, 2 0 1 1 ) 

นอกจากนี้แลmวยังมีการตรวจสอบความคงตัวและอุณหภูมิของ

ขmาวสุกดmวย แต/เนื่องจากปริมาณของแป�งอะมัยโลสมีค/าใกลmเคียง

กันมากทำใหmการตรวจสอบดmวยวิธีนี้ยังไม/เปyนที่นิยม วิธีสุดทmาย

เปyนวิธีใหม/และมีความแม/นยำค/อนขmางสูง คือการตรวจสอบดีเอ็น

เอ (DNA) ของแต/ละพันธุ kข mาว เนื ่องจากขmาวแต/ละพันธุ kจะมี

เครื่องหมายดีเอ็นเอที่เฉพาะตัว จึงสามารถตรวจสอบไดmค/อนขmาง

แม/นยำและตรวจสอบไดmหลายพันธุk แต/เนื่องจากการตรวจสอบมี

ค/อนขmางจำกัดและตmองตรวจสอบภายในหmองปฏิบัติการเท/านั้น 

เวลาที่ใชmในการตรวจสอบ 1-2 วัน ราคาในการตรวจสอบค/อนขmาง

แพง จึงยังเปyนอุปสรรคต/อการตรวจสอบการปลอมปนของพันธุk

ต/างๆ (N. Ferdous et al. 2018; B. Verma, 2010; C. C. Yang, 

2002; Ferdous, 2018) 

งานวิจัยนี ้จ ึงเสนอการตรวจสอบเมล็ดพันธุ kข mาว โดยการ

ประย ุกต kใช m เทคนิคการประมวลผลภาพเข mามาช /วยในการ

ตรวจสอบ โดยมีหลักการคือ เริ ่มตmนจากถ/ายภาพดmวยกลmอง

ด ิจ ิตอลแลmวนำภาพถ/ายที ่ ได m เข mาส ู /คอมพิวเตอรk เพ ื ่อแยก

องคkประกอบของภาพระหว/างเมล็ดพันธุkขmาวกับพื้นหลัง หลังจาก

นั้นระบบจะทำการตรวจสอบลักษณะของขmาว โดยมีแบบจำลอง

โครงข/ายประสาทเทียมที่ผ/านการฝtกฝนดmวยพันธุkขmาวที่ถูกตmอง

มาแลmว เพื่อระบุชนิดพันธุkขmาวและคัดแยกเมล็ดพันธุkขmาวดmวยการ

สั ่งงานใหmช ุดสายพานลำเลียงที่ม ีกลไกแยกเมล็ดใหmตกตาม

ตำแหน/งของสายพันธุk 

2 อุปกรณ)และวิธีการ 

2.1 การออกแบบระบบ 

การทำงานของระบบคัดแยกเมล็ดพันธุkขmาวจะใชmโปรแกรม 

MATLAB version R2022a ติดตั้งในระบบปฏบิัติการ Windows 

10, CPU 2.50GHz, RAM 16GB และบอรkด Arduino โดยการ

ทำงานแบ/งออกเปyน 3  ขั้นตอนดังนี้ 1. ระบบสายพานลำเลียงจะ

ม ีช ุดข ับเคล ื ่อนสายพานที่ ใช m โปรแกรม MATLAB เป yนตัว

ประมวลผลและส/งสัญญาณไปยังบอรkด Arduino สำหรับความ

คุมระบบสายพานใหmเคลื่อนที่หรือหยุด 2.ระบบถ/ายภาพจะใชm

กลmองกลmองดิจิตอลถ/ายภาพเมล็ดพันธุkขmาวที่อยู/ในสายพาน โดยใชm

โปรแกรม MATLAB สั่งใหmกลmองถ/ายภาพและประมวลผล ซึ่งใชm

หลักการประมวลผลภาพแบบแบ/งระดับสี 0-255 ระดับ ที่

ประกอบดmวยสีแดง (R) สีเขียว (G) สีน้ำเงิน (B) และสีขาวดำ (K) 

ร/วมกับแบบจำลองโครงข/ายประสาทเทียม เพื่อวิเคราะหkผลระบุ

ชนิดของเมล็ดพันธุk 3.จำแนกเมล็ดพันธุkและคัดแยกตามสายพันธุk 

โดยมีการทำงานทั้งโปรแกรมที่มีการฝtกฝนดmวยพันธุkขmาวที่ถูกตmอง

มาก/อนและใชmในการจำแนกตามผลของแบบจำลอง เพื่อส/งคำสั่ง

ไปยังบอรkด Arduino ที่เปyนตัวควบคุมการลำเลียงของสายพาน

และมี servo moter สำหรับติดตั้งกลไกแยกเมล็ดพันธุk 

รูปที่ 1 ระบบการเคลื่อนที่ของเมล็ดพันธุkจะเริ่มตmนนำเมล็ด

พันธุkมาวางบนสายพานลำเลียง โดยการเคลื่อนที่ของสายพาน

ลำเลียงจะทำการสั่งใหmระบบเคลื่อนที่ไดmดmวยโปรแกรม MATLAB 

ผ/านบอรkด Arduino ใหmระบบลำเลียงเคลื่อนที่เปyน 3 ช/วง โดย
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ช/วงที่ 1 เคลื่อนที่ไป 2.5 วินาที วัดการเคลื่อนที่ของวัตถุไดm 30 

เซนติเมตร ส/วนช/วงที่ 2 ระบบลำเลียงเคลื่อนที่วัตถุไปอีก 1.8 

วินาที วัดการเคลื่อนที่ของวัตถุไดm 20 เซนติเมตร และช/วงที่ 3 

ของระบบเคลื่อนที่วัตถุไปอีก 1.8 วินาที วัดการเคลื่อนที่ของวัตถุ

ไดm 20 เซนติเมตร 

 
Figure 1 Layout of the conveyor system 

2.2 โครงข-ายประสาทเทียม  

โครงข/ายประสาทเทียม (Artificial Neural Network, ANN) 

คือโมเดลทางคณิตศาสตรk สำหรับประมวลผลดmวยการคำนวณ

แบบคอนเนคชันนิสตk เพื ่อจำลองการทำงานของเครือข/าย

เช/นเดียวกับประสาทในสมองมนุษยk ดmวยวัตถุประสงคkที่จะสรmาง

เครื่องมือซึ่งมีความสามารถในการเรียนรูmการจดจำรูปแบบและ

การอุปมานความรูmเช/นเดียวกับความสามารถที่มีในสมองมนุษยk 

แนวคิดเริ ่มตmนของเทคนิคนี้ไดmมาจากการศึกษาข/ายงานไฟฟ�า

ชีวภาพในสมอง ซึ่งประกอบดmวย เซลลkประสาท หรือ “นิวรอน” 

และจุดประสานประสาท แต/ละเซลลkประสาทประกอบดmวยปลาย

ในการรับกระแสประสาท เรียกว/า "เดนไดรทk" ซึ่งเปyนอินพุตและ

ปลายในการส/งกระแสประสาทเรียกว/า "แอค ซอน" เปyนเหมือน 

เอาตkพุตของเซลลk ซึ่งเซลลkเหล/านี้ทำงานดmวยปฏิกิริยาไฟฟ�าเคมี 

เมื่อมีการกระตุmนดmวยสิ่งเรmาภายนอกหรือกระตุmนดmวยเซลลkดmวยกัน 

กระแสประสาทจะวิ่งผ/านเดนไดรทkเขmาสู/นิวเคลียส ซึ่งจะเปyนตัว

ตัดสินว/าตmองกระตุmนเซลลkอื่นๆ ต/อหรือไม/ ถmากระแสประสาทแรง

พอ นิวเคลียสก็จะกระตุmนเซลลkอื่นๆ ต/อไปผ/านทางแอคซอนของ

โครงข/าย (B. Verma. 2010)  

รูปที่ 2 - 4 แสดงโครงสรmางของโครงข/ายประสาทเทียมที่มี

โครงสรmางแตกต/างจากข/ายงานในสมอง แต/ยังเหมือนสมองในแง/

ที่ว/าข/ายงานประสาทเทียม คือการรวมกลุ/มแบบขนานของหน/วย

ประมวลผลย/อยๆ และการเชื่อมต/อนี้เปyนส/วนสำคัญที่ทำใหmเกิด

สติป�ญญาของข/ายงาน เมื่อพิจารณาขนาดแลmวสมองมีขนาดใหญ/

กว/าข/ายงานประสาทเทียมอย/างมาก รวมทั้งเซลลkประสาทยังมี

ความซับซmอนกว/าหน/วยย/อยของข/ายงาน โดยหนmาที่สำคัญของ

สมองอย/างเช/น การเรียนรู mยังคงสามารถถูกจำลองขึ ้นไดmดmวย

โครงข/ายประสาทนี ้

 
Figure 2 A model of an artificial neural network 

การทำงานของโครงข/ายประสาทเทียม คือเมื่อมีขmอมูลเขmา

มายังโครงข/ายจะเอาขmอมูลเขmามาคูณกับน้ำหนักของแต/ละขา ผล

ที่ไดmจากขmอมูลเขmาทุกๆ ขาของเซลลkประสาทจะถูกเอามารวมกัน

แลmวก็เอามาเทียบกับค/าขีดเริ่มเปลี่ยนที่กำหนดไวm ถmาผลรวมมีค/า

มากกว/าค/าขีดเริ่มเปลี่ยน เซลลkประสาทก็จะส/งขmอมูลออกไป ซึ่ง

ขmอมูลออกนี้ก็จะถูกส/งไปยังขmอมูลเขmาของเซลลkประสาทอื่นๆ ที่

เชื่อมกันในโครงข/าย ถmาค/านmอยกว/าค/าขีดเริ่มเปลี่ยนก็จะไม/เกิด

ขmอมูลออก สิ่งสำคัญจะตmองระบุค/าน้ำหนักและค/าขีดเริ่มเปลี่ยน 

สำหรับสิ่งที่เราตmองการเพื่อทำใหmคอมพิวเตอรkรูmจำ ซึ่งเปyนค/าที่ไม/

แน/นอน แต/สามารถกำหนดใหmคอมพิวเตอรkปรับค/าเหล/านั้นไดmโดย

การสอนใหmโครงข/ายไดmร ู mจ ักรูปแบบของสิ ่งที ่เราตmองการใหm

คอมพิวเตอรkรู mจำ โดยขั้นตอนที่กล/าวมาขmางตmนนี้เรียกว/า การ

แพร /กระจายแบบย mอนกล ับ (Back propagation) ซ ึ ่ ง เปyน

กระบวนการยmอนกลับของการรู mจำ ในการฝtก Feed-forward 

neural networks จะมีการใชmขั้นตอนวิธีการแพร/กระจายแบบ

ย mอนกล ับ  (Back propagation algorithm)  เพ ื ่ อ ใช m ในการ

ปรับปรุงน้ำหนักของเครือข/าย หลังจากใส/รูปแบบของขmอมูล

สำหรับฝtกใหmเครือข/ายในแต/ละครั้ง ค/าขmอมูลออกที่ไดmรับจาก

เครือข/ายจะถูกนำไปเปรียบเทียบกับผลที่คาดหวัง แลmวทำการ

คำนวณหาค/าความผิดพลาด ซึ่งค/าความผิดพลาดนี้จะถูกส/งกลับ

เขmาสู /เครือข/ายเพื ่อใชmแกmไขค/าน้ำหนักต/อไป (López et al., 

2005) 

 
Figure 3 Artitecture of artificial neural networks 
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ขั้นตอนวิธีการกระจายแบบยmอนกลับที่ใชmในการเรียนรูmของ

โครงข/ายใยประสาทเทียมวิธีหนึ่งที่นิยมใชmในเชลลkประสาทแบบ

หลายชั้น (Multilayer perceptron) เพื่อปรับค/าน้ำหนักในเสmน

เชื่อมต/อระหว/างโหนดใหmเหมาะสม โดยการปรับค/าน้ำหนักนี้จะ

ขึ้นกับความแตกต/างของค/าเอาตkพุตที่คำนวณไดmกับค/าเอาตkพุตที่

ตmองคาดหวัง พิจารณาตามรูปภาพที่ 4 ดังนี้ 

 
Figure 4 Back propagation algorithm 

กระบวนการทำงานในรูปที่ 4 จะเริ่มการรับขmอมูลเขmา อินพุต

แต/ละขาของชั้นขmอมูลเขmา (Input layer) จากนั้นจะนำขmอมูลเขmา

นี้มาคูณกับค/าน้ำหนัก (Weight) แลmวผ/านฟ�งกkชันกระตุmน (Active 

function) ซึ่งขmอมูลออก (Output) ที่ไดmนี้จะเปyนขmอมูลเขmาของ

ช ั ้นต /อๆ ไป โดยจะเปร ียบเท ียบผลล ัพธ kท ี ่คำนวณได mจาก

แบบจำลองและค/าจริงของขmอมูล ถmาเกิดความผิดพลาดมากก็จะ

ไปปรับค/าน้ำหนักที่กำกับขmอมูลเขmา (Input) ของแต/ละชั้นโดยใชm

ว ิธ ีการแบบการกระจายแบบยmอนกลับซึ ่งมีข ั ้นตอนดังนี้ (D. 

Savakar, 2012) 

โดยขmอมูลออกของแต/ละโหนดคำนวณจากสมการ 1 

 (1) 

เมื่อ yi คือ ค/าออกจากชั้นที ่i 

 คือ น้ำหนักในชั ้นที่ i ของแต/ละ

หน/วย 1 ถึง m  

 คือ ขmอมูลเขmาของแต/ละหน/วย 1 ถึง m 

m คือ จำนวนโหนดทั้งหมดในแต/ละชั้น 

i คือ ชั้นของโครงข/าย 

j คือ โหนดใด ๆ ในแต/ละชั้น 

ขั้นตอน 1 สุ/มค/าถ/วงน้ำหนัก (Weight) ใหmมีค/าอยู/ระหว/าง -

0.5  ถึง 0.5 

ขั้นตอน 2 ป�อนตัวอย/างเขmาที ่ชั ้นขmอมูลเขmา (Input layer) 

แลmวคำนวณค/าขmอมูลออกของเพอรkเซปตรอนที่ชั้นซ/อน (Hidden 

layer) และชั้นขmอมูลออก (Output layer) ตามลำดับ 

ขั้นตอน 3 คำนวณค/าความผิดพลาดในแต/ละชั้น เพื่อปรับ

น้ำหนัก  

 - ค/าความผิดพลาดของเพอรkเซปตรอนตัวที่ k ชั้นขmอมูลออก 

(Output layer)   

 (2) 

- ค/าความผิดพลาดของเพอรkเซปตรอนตัวที ่ h ชั ้นซ/อน 

(Hidden layer) 

 (3) 

ขั้นตอน 4 ปรับปรุงค/าน้ำหนักแต/ละเสmน เมื่อ h คืออัตราการ

เรียนรูm 

 (4) 

เมื่อ  

ขั้นตอน 5 ทำซ้ำขั้นตอน 2 จนกระทั่งผลรวมของค/าผิดพลาด

เขmาใกลmศูนยkหรือนmอยที่สุด 

2.3 การวิเคราะหAเมล็ดพันธุAขHาวดHวยหลักการของภาพ 

การวิเคราะหkขmอมูลทางกายภาพของเมล็ดพันธุkขmาวจะเริ่มจาก

การถ/ายภาพเมล็ดพันธุ kโดยใชmกลmองดิจิตอลเก็บตัวอย/างของ

ระดับสีของเมล็ดพันธุkขmาวมาอย/างละ 100 เมล็ด จากนั้นจะทำ

การแยกขmอมูลทางสีของเมล็ดพันธุ kออกเปyน R G B และ Gray 

scale โดยกำหนด pixcel ของภาพเท/ากับ 256x256 pixcel 

 
Figure 5 Photography of rice seeds. 

!"#$%%%%

!"#"#"#"$#&
'

()
)

)
*

'
'
*+

+
*,

,
*(

(
**

∑
=

=

++++=

!

! !

!
"

#
"

$
"

%
" &'((('&'&'&

!"#$ %&'''&%&%&%

!"!#$"#%"! &&&&& −−=

!
"#$%#$!

!&&&& '!(')")*"! ∑
∈

−=

!"!"!" !"## +=

!"!!" #!"#$ =



วารสารสมาคมวิศวกรรมเกษตรแห/งประเทศไทย ป7ที่ 30 ฉบับที่ 2 (2567), 33-41 

   37 

 
(R=red, G=Green, B, Blue and K=Gray scale) 

Figure 6 Color information of rice seeds. 

ซึ่งจะไดmลักษณะขmอมูลดังรูปที่ 5 และรูปที่ 6 จะแสดงขmอมูล

ของเมล็ดพันธุkขmาวและรูmชนิดพันธุkโดยขmอมูลทางสีที่แสดงออกมา

ในรูปตัวเลขที ่ระดับ 0 – 255 และอยู /ในรูปเมทริกซkขนาด 

256x256 pixcel ซึ ่งขmอมูลนี ้จะถูกนำไปใชmในการเรียนรู mหรือ

ฝtกฝนแบบจำลองต/อไป 

2.4 การสรHางแบบจำลองโครงข-ายประสาทเทียมกับพันธุAขHาว 

1. คัดเมล็ดพันธุ kขmาวตัวอย/างจำนวน 100 เมล็ด ที่มีความ

สมบูรณkในแต/ละสายพันธุk นำมาหาค/าระดับของสี R G B และ 

Gray scale เพื่อใชmเปyน input ในการฝtกฝนแบบจำลอง โครงข/าย

ประสาทเทียม เพื่อคัดแยกชนิดพันธุkขmาว โดยกำหนดเงื่อนไขใน

การฝtกฝนแบบจำลองที่แตกต/างกัน  

2. รูปแบบการฝtกฝนแบบจำลอง ดังรูปที่ 7  

 
Figure 7 Trainning model. 

3. เงื่อนไขแบบจำลอง  

แบบจำลองที่ 1  จำนวนขmอมูล input [R, G, B] 

แบบจำลองที่ 2  จำนวนขmอมูล input [R, G, B, Gray scale] 

โดยในแต/ละแบบจำลองจะมีการปรับเปลี่ยน perceptron 

ของแบบจำลองที ่ระด ับ 1, 2, 3, 4, 5, 10, 15 และ 20 ตาม

ตารางที่ 1 

Metrix of rice  [R G B K]  

  - RD6  

  - Jasmine rice 105 

 

  - RD6  

  - Jasmine rice 105 

 

Training ANN model 
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Table 1 Properties for training with ANN model. 

รายละเอียด คุณสมบัต ิ

Hidden layer 1 

Input layer  3 [R G B] and 4 [R G B Gray scale] 

Output layer 2 [RD6 and Jasmine rice 105]   

Perceptron 1, 2, 3, 4, 5, 10, 15 and 20 

Training fucntion  Quasi-Newton (trainbfg) 

Transfer function in 

hidden layer 

Tan-Sigmoid (tansig) 

Transfer function in 

output layer 

Step function (hardlim) 

Lreannig rate  0.5 

ecops  1000 

Network type Feed forward neural network 

4. ทดสอบความถูกตmองในการจำแนกเมล็ดพันธุ kจากการ

ถ/ายรูปเมล็ดพันธุk ขmาว กข.6 และ ขmาวขาวดอกมะลิ 105 อย/างละ 

100 ตัวอย/าง วางในระบบสายพานตามรูปที่ 1 ทำการทดสอบผล

คัดแยกเมล็ดพันธุk 

3 ผลการดำเนินงาน 

3.1 ผลการทดสอบแบบจำลอง 

ในการสรmางแบบจำลองโครงข/ายประสาทเทียม (ANN) 2 

รูปแบบ ผลการทดสอบแสดงตามตารางที่ 2 พบว/าแต/ละรูปแบบ

เมื่อมีการปรับค/า perceptron ในชั้น Hidden layer จากเพิ่มขึ้น

จะส/งผลทำใหmเกิดความแม/นยำเพิ่มขึ้นในทิศทางแปรผันตรงกัน 

เพราะมีจำนวน perceptron ที่เพิ่มขึ้นจะสรmางความสัมพันธkของ

โครงข/ายประสาทเทียมใหmมีการแบ/งกลุ/มหรือทำงานใหmมีความ

แม/นยำที่มากขึ้น แต/ความซับซmอนของแบบจำลองก็จะซับซmอน

ตามจำนวนของ perceptron เม ื ่อพ ิจารณาค /าเฉล ี ่ยความ

ผิดพลาด (MBE) ในการสรmางแบบจำลองพบว/า เมื ่อเพิ ่มค/า 

perceptron ในชั้น Hidden layer จาก 1 เพิ่มขึ้นไปถึง 20 จะ

ทำใหmรmอยละค/าเฉลี่ยความผิดพลาด MBE เขmาใกลmศูนยk ซึ่งจะทำ

ใหmขmอมูลที่ไดmจากการทำนายและขmอมูลจริงมีค/าใกลmเคียงกัน ดัง

รูปที่ 8  

Table 2 Results of training model. 

Model Perceptron 
MBE 

(%) 
RMSE (%) R2 

AN
N-

1 
[R

,G
,B

] 

1 -

2.0693 

21.657 0.86558 

2 -

1.0467 

7.0868 0.88668 

3 -

0.6302 

4.6175 0.89434 

4 -

0.3066 

2.4555 0.89841 

5 -

0.2544 

2.5193 0.89830 

10 -

0.0103 

1.8551 0.89907 

15 -

0.0172 

1.1490 0.89964 

20 -

0.0178 

0.9456 0.89976 

AN
N-

2 
[R

,G
,B

, K
] 

1 -

0.7766 

16.830 0.82376 

2 -

0.3927 

6.1394 0.99061 

3 -

0.3283 

5.6965 0.99122 

4 -

0.0415 

2.8578 0.99801 

5 -

0.0807 

2.1335 0.99886 

10 -

0.0422 

2.1547 0.99875 

15 0.0489 1.2234 0.99960 

20 0.0376 0.8587 0.99980 
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Figure 8 Mean bias error. 

เมื่อพิจารณาค/ารmอยละค/าเฉลี่ยรากที่สองของความผิดพลาด 

(RMSE) ในการสรmางแบบจำลองพบว/า เมื่อเพิ่มค/า perceptron 

ในชั้น Hidden layer จาก 1 2 3 4 5 10 15 และ 20 จะทำใหm

ค/ารmอยละค/าเฉลี่ยรากที่สองของความผิดพลาดในทิศทางลดลง 

เมื่อ perceptron มากกว/า 4 ค/า RMSE จะมีค/าไม/เกินรmอยละ 5 

จนถึงระดับ 20 ดังรูปที่ 9 

 
Figure 9 Root mean square error. 

ในส/วนของระยะเวลาในการฝtกฝนแบบจำลองทั้ง 2 รูปแบบ

พบว/า ระยะเวลาจะมีค/าเพิ่มมากขึ้นเมื่อเพิ่มจำนวน perceptron 

ในชั้น Hidden layer จาก 1 2 3 4 5 10 15 และ 2ห0 หมายถึง

กระบวนการการเรียนรูmและจดจำขmอมูลจะมีขั้นตอนมากส/งผลใหm

ใชmระยะเวลามากขึ ้นตามไปดmวย ดmวย ANN-1 และ ANN-2 มี

ความสัมพันธkในทิศทางเดียวกันดังรูปที่ 10  

 
Figure 10 Time for training models.  

รูปที ่ 11 แสดงระดับค/า R2 ในการสรmางแบบจำลองทั ้ง 2 

แบบจำลอง ซึ ่งค/า R2 อยู/ในระดับสูง มีค/าเขmาใกลm 1 แสดงถึง

แบบจำลองมีความแม/นยำในระดับสูง โดยมีทิศทางสอดคลmองกับ

จำนวนชั ้น perceptron ท ี ่ เพ ิ ่มข ึ ้น และจำนวน input ของ

แบบจำลอง ANN-2 ที่มีรายละเอียดของขmอมูลระดับสีเพิ่มจาก

แบบจำลอง ANN-1 จาก 3 [R G B] เปyน 4 [R G B K] จะทำใหm

การเรียนรูmและจำจดไดmดีกว/า  

 
Figure 11 R-square for each model. 

3.2 ผลการทดสอบการคัดแยกเมล็กพันธุA 

ผลการทดสอบโดยใช mแบบจำลอง ANN-1 และ ANN-2 

สำหรับจำแนกชนิดของเมล็ดพันธุkขmาว กข6 และขmาวขาวดอกมะลิ  

105 ที่บันทึกผลในระบบสายพานที่จำแนกดmวยแบบจำลอง โดย

พบว/าแบบจำลองทั้ง 2 แบบ เมื่อมีการเพิ่มจำนวน perceptron 

จะส/งผลทำใหmการจำแนกชนิดของเมล็ดพันธุkขmาวมีความแม/นยำ

มากขึ้น ผลแสดงตามตารางที่ 3 ซึ่งแบบจำลอง ANN-1 ที่ใชm [R G 

B] จะจำแนกชนิดของเมล็ดพันธุkไดmต่ำกว/าแบบจำลอง ANN-2 ที่

ใชm [R G B K] เนื่องจากตัวแปรขาเขmาที่มากขึ้นจะส/งผลต/อการ

เรียนรูmจดจำไดmดียิ ่งขึ้น แต/ก็มีการใชmระยะเวลาในกระบวนการ

เรียนรูmและจดจำที่มากขึ้น โดยแบบจำลองที่เหมาะสมสำหรับคือ 

ANN-2 เนื่องจากจำแนกไดmแม/นยำทั้ง 2 ชนิดของเมล็ดพันธุkขmาว 
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Table 3. R2 for testing model by using new seed rice. 

Models perceptron RD6 Jasmine rice 105 

ANN-1 

1 75 89 

2 86 92 

3 94 92 

4 90 93 

5 96 95 

10 97 96 

15 97 97 

20 98 97 

ANN-2 

1 83 92 

2 86 92 

3 87 93 

4 92 94 

5 97 96 

10 98 97 

15 98 98 

20 98 98 

ผลการทดสอบแบบจำลองมีทดสอบการจำแนกเมล็ดพันธุk 

ข mาว กข.6 และขmาวขาวดอกมะลิ 105 ซึ ่งประมวลผลดmวย

แบบจำลองโครงข/ายประสาทเทียมแลmวสั ่งงานร/วมกับบอรkด 

Arduino ใหmเมล็ดพันธุ kถ ูกแยกตามตำแหน/งที ่ต ิดตั ้งในระบบ

สายพาน ตารางที่ 3 พบว/า สำหรับเมล็ดพันธุkขmาว กข.6 แยกดmวย

แบบจำลอง ANN-1 ไดmความถูกตmองรmอยละ 75-97 และ ANN-2 

ไดmความถูกตmองรmอยละ 83-98 ในส/วนของเมล็ดพันธุkขmาวขาวดอก

มะลิ  105 การทำนายผลดmวยแบบจำลอง ANN-1 ไดmความถูกตmอง

รmอยละ 89-97 และ ANN-2 ไดmความถูกตmองรmอยละ 92-98 ซึ่ง

พบว/าจากผลการทดสอบแบบจำลองที่เหมาะสมจะเปyน ANN-2 

ที่จำนวน perceptron เท/ากับ 15 ซึ่งจะทำใหmทำนายการจำแนก

ชนิดของเมล็ดพันธุkขmาวตัวอย/างไดmดี  

4 สรุปผล 

การจำแนกเมล็ดพันธุ kขmาวดmวยระบบการประมวลผลภาพ

ร/วมกับโครงข/ายประสาทเทียมในบทความวิจัยนี้ใชmขmอมูลของค/า

ระดับสีของรูปภาพที่ประกอบไปดmวยสีแดง (R) เขียว (G) น้ำเงิน 

(B) และขาวดำ (K) มาใชmเปyนขmอมูล input ของแบบจำลอง โดยมี 

output เปyนชนิดของเมล็ดพันธุkขmาว 2 ชนิด (กข.6 และขาวดอก

มะล ิ  105 )  โดยการสร m า งฝนฝ tกแบบ Back propagation 

algorithm ซึ ่งจะทำการปรับเปลี ่ยนจำนวน perceptron ที่

แตกต/างกันในชั้น Hidden layer ซึ่งผลที่ไดmจะถูกนำไปใชmในการ

คัดแยกเมล็ดพันธุk พบหว/าการแบบจำลอง ANN-2 มีความเหมาะ

ในการจำแนกไดmดีกว/าแบบจำลอง ANN-1 ดmวยป�จจัยที่มี input 

ที่เปyนตัวป�อนในกระบวนการเรียนรรูmและจดจำไดmมากกว/า   

อย/างไรก็ตามการนำเสนอแบบจำลองในงานวิจัยนี ้ยังเปyน

เพียงการใชm training fuction ของโครงข/ายเพียงรูปแบบเดียว 

ซึ่งอาจจะปรับเปลี่ยนรูปแบบตามลักษณะของขmอมูลของ input 

หรือ output ในการพัฒนาควรมีการเพิ ่มขmอมูล input เช/น 

ขนาดความยาว น้ำหนัก เพื่อใหmแบบจำลองมีกระบวนการเรียนรูm

จดจำรูปแบบขmอมูลที่มากขึ้น ซึ่งจะส/งผลต/อการทำนายที่แม/นยำ

ขึ้นตาม 
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