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Abstract

This research presents the classification rice seeds using image processing combined with artificial neural
network (ANN). First, the rice seed images had been trained and synthetic of artificial neural network model with
back propagation algorithm. The input of ANN models was color value from 0 to 255 levels and the output is the
rice variety RD6 and Jasmine rice 105. Which 2 models were: the ANN-1 has 3 input values [R G B] and the second
model ANN-2 has 4 input values [R G B K]. Each model has the number of perceptrons in a hidden layer adjusted
from 1, 2, 3, 4, 5, 10, 15, and 20. The model is used to make a decision for the conveyor system to sort seeds by
true position. The results showed that the ANN-2 model with the number of perceptrons in the hidden layer equal
to 15 was suitable for classification the species of both RD6 and Jasmine rice 105, can be classification is true to
98 percent, which was due to the factor of input data into the learning and memorization of the model with 4

input values, which had better pattern separation than 3 input values. The benefits of this research can be
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developed for use in classification other seeds in agriculture based on physical characteristics, shape or size without

destroy the internal structure of the seed.

Key words: Image processing, Artificial neural network, RD-6, Jasmine rice 105
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Figure 1 Layout of the conveyor system
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Figure 2 A model of an artificial neural network
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Figure 3 Artitecture of artificial neural networks
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Figure 6 Color information of rice seeds.

q

5 waz3unl 6 Azuanstayn

=p

Feagladnuadeyanssy
vouuiniugianaysyiniiu

]

2y

Aetoyan1dNuanteani

lusudnavfisedu 0 - 255 uaregluguiuninduun

v
= o

256x256 pixcel Gavoyailazgniluldlunissouivse

Hneluiuusasasaly

2.4  MITATNBUUTIABIATNYIEUSE A IMTAEUAUNUEY T2

9

(Y ' °

1. Anwwdawusdnidegiasiuiy 100 wén Ay
auysailuwiazaienus dmAsEAuresd R G B uag
Gray scale wigldilu input Tunsilndunuushass Tasstne
Uszamiiien iledausnviaiugin Taefmunidoulyly

ASENRULUUINADINLANANAIY

2. sUuuumsEnduwuuIIaes fagun 7

Input(t)
Metrix of rice [R G B K]
J - RD6
P C : - Jasmine rice 105
- )
4 T Layeﬁ
EEE
l
w W b
==
N 1 s)
I— Training ANN model
( J Layer \
w b
L )
®
\ | 1
‘ Output(t)
- RD6

- Jasmine rice 105

Figure 7 Trainning model.

3. Joulvwuudiaes

uyu1ae9d 1 Snnudeya input (R, G, B]

uyu1ae9i 2 Sruaudieya input [R, G, B, Gray scale]

Tneluudazuuusiassazdinisusuideu perceptron
YBIUUUTIA0T S8RV 1, 2, 3, 4, 5, 10, 15 uag 20 A1

~
#1311 1

37



Thai Society of Agricultural Engineering Journal Vol. 30 No. 2 (2024), 33-41

Table 1 Properties for training with ANN model.

Table 2 Results of training model.

F8asLen AEUANUR
Hidden layer 1
Input layer 3[R G B]and 4 [R G B Gray scale]
Output layer 2 [RD6 and Jasmine rice 105]
Perceptron 1,2 34,5 10, 15 and 20
Training fucntion Quasi-Newton (trainbfg)

Transfer function in Tan-Sigmoid (tansig)
hidden layer
Transfer function in Step function (hardlim)

output layer

Lreannig rate 0.5
ecops 1000
Network type Feed forward neural network
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MBE
Model Perceptron " RMSE (%) R?
1 - 21657  0.86558
2.0693
2 - 7.0868  0.88668
1.0467
3 - 46175  0.89434
0.6302
= q - 24555  0.89841
= 0.3066
Z 5 - 25193 0.89830
= 0.2544
10 - 1.8551  0.89907
0.0103
15 - 1.1490  0.89964
0.0172
20 - 0.9456  0.89976
0.0178
1 - 16830  0.82376
0.7766
2 - 6.1394  0.99061
0.3927
3 - 56965  0.99122
< 0.3283
o
ol q - 28578  0.99801
3 0.0415
z 5 - 21335  0.99886
0.0807
10 - 21547 099875
0.0422
15 00489 12234  0.99960
20 00376  0.8587  0.99980
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Table 3. R? for testing model by using new seed rice.

Models  perceptron  RD6  Jasmine rice 105
1 75 89
2 86 92
3 %4 92
4 90 93
ANN-1
5 96 95
10 97 96
15 97 97
20 98 97
1 83 92
2 86 92
3 87 93
a4 92 94
ANN-2
5 97 96
10 98 97
15 98 98
20 98 98
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