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Application of Artificial Neural Networksfor
Reservoir Inflow Forecasting

Varawoot Vudhivanich*, Santi Thongpumnak,
Nimit Cherdchanpipat, Areeya Rittima and Nattaphun Kasempun

ABSTRACT

Thisstudy showed the application of theArtificial Neural Networks in forecasting thereservoir
inflow. Two cases were studied, (1) single reservoir inflow forecasting and (2) multi-reservoir inflow
forecasting. The problemswereformulated as daily, weekly and monthly inflow forecast. Therewere 4
types of model namely A, B, C and D according to the levels of data used as the input variables to the
ANNSs. Model A used all available data of that reservoir. Model B used the data having relatively high
correlation with the reservoir inflow such asthefirst 3 lags of reservoir inflow, stream flow, rainfall and
some meteorological data. Model C used only the first 3 lags of the reservoir inflow and stream flow
data. Model D used the first 3 lags of reservoir inflow, stream flow and rainfall data. The 4 reservoirs
namely Mun Bon, Lam Chae, Lam Phra Phloeng and Lam Takong reservoirs in Upper Mun basin,
Nakhon Ratchasimaprovince, were sel ected asthe case study. Feed forwards back propagation algorithm
was selected for the study. One to 3 hidden layers with different ANNS parameters were experimented.
Two to 3 hidden layers were suitable for single reservoir problem while 1 to 2 hidden layers were
suitable for multi-reservoir problem. Sigmoid transfer function was used in all the models. Theinitia
weight, learning rate and momentum were in the ranges of 0.80-0.90. However they were not sensitive
to prediction performance. For single reservoir forecasting, modelsA and B showed better performance
(R?) than models C and D. The monthly model showed the better result than the weekly and daily
models. For multi-reservoir forecasting, the performance of the 4 models was not different. Model C
was recommended since it required less data. The training and testing performance of daily, weekly and
monthly models were not much different in case of multi-reservoir.
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INTRODUCTION

Reservoir inflow forecasting is an
important task in reservoir operations. An effective
reservoir inflow forecasting enables the reservoir
operators to get the accurate information for
decision making in planning and operating the

reservoirs. With accurate and reliable forecast of
inflow, flood and drought damages and inefficient
utilization of water resources can be reduced.
However, an accurate and reliableinflow forecast
isusually difficult to obtain, particularly for along
lead time.

The artificial neural networks (ANNS)
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are now becoming more and more popular in
hydrological forecasting. ANNs is apart of
artificial intelligence (Al) which has been widely
applied in many fields. It isalso called amachine
learning algorithm or natural intelligent system.
ANNSs is a computational system that resembles
the performance characteristics of the biological
neural networksof the human brain (Vudhivanich,
2001). Itisinthe class of black box model which
inputs, outputs and functional performance are
known, whereas the internal process is unknown
or irrelevant. ANNSs are information processing
system that are composed of anumber of neurons
and interconnections between these neurons. The
neurons are arranged in group called layer.
Commonly, the basic ANNSs architectures consi st
of three layers namely input layer, hidden layer
and output layer. The most different characteristics
of ANNSs are their capability to recognize the
patternsfrom the example outputs by the automatic
weight adjustments. The selection of the best fit
model isaccomplished by atrial and error process
(Tokar, 1996).

Since 1990s, the successful applications
for hydrological forecasting by means of ANNs
techniques have been extensively carried out in
water resource engineering. Tokar and Markus
(2000) presented ANNSs approach with back-
propagation algorithm for rainfall-runoff
modeling. In Thailand, the hourly water levelsand
dischargesin Chao PharayaRiver wereforecasted
for flood control study intidal areaby ANNswith
back propagation algorithm (Tingsanchali and
Manusthiparom, 2001). The ANNs with neuro-
genetic algorithm was devel oped to forecast water
level for flood warning system in Hat Yai district
(Supharatid, 2002). Theartificial neural networks
model was also developed to forecast the daily,
weekly and monthly inflow of Lam Takong
reservoir (Vudhivanich and Rittima, 2003) and the
four reservoirs in the Upper Mun basin
(Vudhivanich et al., 2004). Additionally,
ANNSs was also applied for runoff forecasting in

Lam Phachi river basin (Phathravuthichai
and Vudhivanich, 2003). Most of the mentioned
researches used feed forwards back propagation
algorithm with sigmoid transfer function in
forecasting where the result is satisfactorily.

In this paper, the ANNs model was
developed for the reservoir inflow forecasting to
benefit the reservoir operations. Four reservoirs
namely Mun Bon, Lam Chae, Lam Phra Phloeng
and Lam Takong reservoirsin Nakhon Ratchasima
province were selected as the case study.

MATERIALSAND METHODS

Required data

(1) The daily, weekly and monthly
inflow of Mun Bon reservoir during 1995-2000,
Lam Chaereservoir during 1999-2002, Lam Phra
Phloeng reservoir during 1992-2000 and Lam
Takong reservoir during 1987-2000.

(2) The streamflow data of station
M.49B near Mun Bonreservoir during 1995-2000,
M.81 near Lam Chaereservoir during 1999-2002,
M.145 near Lam Phra Phloeng reservoir during
1992-2000 and M.89 near Lam Takong reservoir
during 1992-2000.

(3) The daily, weekly and monthly
rainfall data asfollows;

- Mun Bon reservoir: station 25293
(Chok Chai), 25112 (Khon Buri), 25152 (Ban San
Chao Pho School) during 1995-2000.

- Lam Chae reservoir: station 25093
(Chok Chai), 25112 (Khon Buri) and 25152 (Ban
San Chao Pho School) during 1999-2002.

- Lam Phra Phloeng reservoir: station
25511 (Lam Phra Phloeng), 25102 (Pak Thong
Chai), 25093 (Chokchai) and 25152 (Ban San
Chao Pho School) during 1987-2000, station
25751 (Ban Wang Ta-Khian Thong) and 25781
(Ban ThaNam Sab) during 1992-2000.

- Lam Takong reservoir: station 25541
(Lam Takong), 25062 (Sung Noen), 25013
(Muang), 25612 (Agriculture Office), 25644
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(Lam Takong watershed research station), 25650
(Chok Chai 4 farms) and 25272 (Pak Chong
agrometeorological station) during 1992-2000.

(4) The daily, weekly and monthly
meteorological dataof Nakhon Ratchasima station
including the temperature, pressure and relative
humidity during 1992-2002.

M ethods

(1) Preliminary  checking the
abnormality and inconsistency of the dataviatime
series plots and filling in the missing data by the
distance weighted method.

(2) Determing the autocorrelation and
cross correlation matrices of the data in order to
identify the tentative ANNSs input structures for
daily, weekly and monthly inflow forecast for both
a single reservoir and multi-reservoir inflow
forecasting.

(3) Training and testing the ANNs
model by adjusting the number of hidden layers,
number of neurons in hidden layer, ANNs
parameters such that the performance efficiency
interm of R2would be acceptable. Selecting 80%
of therecordsfor training and using theremainder,
20% of the records, for testing.

Kilometers

0175 [EE

Figurel Location map of Upper Mun basin.

Description of the study area

Upper Mun basin is situated in the
northeast of Thailand covering the total area of
37,970 km? in three provinces namely Nakhon
Ratchasima, Buri Ram and Surin provinces as
showninFigure 1. Upper Mun basinisasubbasin
of Mun River basin. It covers about 54.5% of the
Mun River basin area. This basin is composed of
four main reservoirs; Mun Bon(MB), Lam
Chae(LC), Lam Phra Phloeng(LP) and Lam
Takong(LK) reservoirs. All of them arelocated in
Nakhon Ratchasima province.

These reservoirs have been operated by
Royal Irrigation Department (RID) mainly for
irrigation and municipality purposes. Most of the
water in the four reservoirs have been used for
irrigation. The four reservoirs have the combined
storage capacity of 836 mcm which can supply
water to 353,650 ral of irrigableareain Mun Bon,
Lam Chae, Lam Phra Phloeng and Lam Takong
irrigation projects. The basic data of the four
reservoirs are shown in Table 1.

In addition, Mun Bon reservoir has
allocated 0.0025 mcm per month of water for
Charakae Hin sub-district municipality, Khon Buri
district and 0.40 mcm per month for the
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downstream control. Lam Chae reservoir has
allocated 5.13 mem per month for the downstream
control. Likewise, the amount of 1.93 and 2.04
mcm per month are diverted from Lam Phra
Phloeng and Lam Takong reservoirs, respectively,
for municipal water supply of Nakhon Ratchasima
province. However, the municipal water
requirements are only small percentages of the
irrigation water requirements.

RESULTSAND DISCUSSION

Preliminary analysis of data

The cross correlation analysis between
the reservoir inflow and the other input variables
including stream flow, rainfall and meteorol ogical
data showed that in general there was some
correlation between the inflow of each reservoir
and the mean humidity at stations 43201 and
431401. Theinflow of Lam PhraPhloeng and Lam
Takong reservoirswas highly related to the stream
flow at station M.89 and M.145 with the
correlation coefficient of 0.79 and 0.70
respectively but the correlation with rainfall was
not good, correlation coefficients of 0.11-0.24.
However, the inflow of Mun Bon and Lam Chae
reservoir werefairly related totherainfall at station
25112 and 25152 with the correlation coefficient
of 0.23 and 0.32, respectively.

The autocorrelation or serial correlation
analysis showed that, for Mun Bon and Lam Chae
reservoirs, the autocorrel ation coefficients of daily
inflows were highly significant upto the first 30
dayslag. The autocorrelation coefficientswerein
therange of 0.17-0.82 and 0.42-0.85 for Mun Bon
and Lam Chaereservoirs, respectively. Thefirst 7
days lag autocorrelation coefficients were
between 0.24-0.73 for Lam Phra Phloeng inflow,
0.35-0.78 for Lam Takong inflow, 0.33-0.75 for
the M.145 streamflow and 0.38-0.79 for the M.89
streamflow.

Eighty percent of entire records were
selected as the training data set for ANNs and

the other 20% were used as the testing data set.
The description of data selected for training and
testing is shown in Table 2.

Reservoir inflow forecasting model for mulation

In this study, four types of ANNsinflow
forecasting models namely model A, B, C and D
weredeveloped for both singlereservoir and multi-
reservoir inflow forecasting. Each type of the
model wasdivided into daily, weekly and monthly
model. Single reservoir model was designed to
forecast the inflow at one step ahead (lead time
equal to 1) or inflow (t+1) of each reservoir. Multi-
reservoir model could forecast the inflow at one
step ahead of the four reservoirs simultaneously.
The autocorrelation and cross correlation of the
data were used to identify the model inputs in
preliminary formulation of the forecasting model.

The four single reservoir models were
developed to use different levels of inputs. Model
A used all available data of that reservoir. Model
B used the data having relatively high correlation
with the reservoir inflow such as the first three
lags of reservoir inflow, stream flow, rainfall and
some meteorological data. Model C used only the
first three lags of the reservoir inflow and stream
flow data. Model D used the first three lags of
reservoir inflow, stream flow and rainfall data.
Phien et al.(2000) forecasted the daily river flow
of one day lead time (Q;) of several stations
including Srinakarind and Khao Laem reservoirs
in Mae Klong river basin, Thailand, and the
Chukhareservoir in Bhutan using thelag zero and
lag one of flow (Qy, Q1) and those of rainfall (R,
R:.1) as the input variables. Anmala et al.(2000)
used the artificial neural networksfor forecasting
the watershed runoff in Kansas, USA. Monthly
precipitation and temperature formed then inputs,
and the monthly average runoff was chosen asthe
outputs. However this study proposed some more
input variables, the first three lags of reservoir
inflow and other high correlated variables.
Similarly, there were four types of the multi-
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Table1l Thebasic dataof thefour reservoirsin Upper Mun basin.

Basic data MB LC LP LK
1. Catchment area (km?) 454 601 807 1,430
2. Annual rainfall (mcm) 1,047 1,039 1,112 920
3. Annual inflow (mcm) 98 218 158 223
4. Storage capacity(mcm) 141 275 110 310
5. Irrigable area (rai) 44,600 113,750 67,760 127,540
6. Municipality & downstream control (mcm/month) 0.4025 513 1.93 2.04

Table2 Thetraining and testing data set.

Reservoir Available data Training data set Testing data set
1. Mun Bon Apr 1995-Jan 2000 Apr 1995-Dec 1998 Jan 1999-Jan 2000
2. Lam Chae Jan 1999-Mar 2002 Jan 1999-Feb 2001 Mar 2001-Mar 2002
3. Lam Phra Phloeng Jul 1992-Mar 2000 Jul 1992-Dec 1998 Jan 1999-Mar 2000
4. Lam Takong Jul 1992-Mar 2000 Jul 1992-Dec 1998 Jan 1999-Mar 2000

reservoir forecasting modelsA, B, Cand D which
used the same levels of input data to the single
reservoir model. The multi-reservoir model
utilized more information on cross correlation
coefficientsamong thereservoir inflow which was
one of the advantages. However, the multi-
reservoir model required more computational time
than the single reservoir model for training. The
detail input variables of ANNs reservoir
forecasting models A, B, C and D are shown in
Table 3.

Training and testing of ANNsforecasting model

The multi-layer feed forward neural
networks with back propagation algorithm was
selected for this study. Sigmoid transfer function
wasusedinal themodels. Theinitia weight (IW),
momentum (M) and learning rate (LR) were
initially set between 0.80-0.90. The number of
epochs for training varied between 10,000 to
100,000 depending on the performance efficiency
(R?) of the training. There were no fixed rules for
designing the structures of ANNs, number of
hidden layers and number of neurons in hidden
layers. Many times the best fit model was

accomplished by trial and error processes. The
optimal ANNsdesign was considered from the best
performance training and testing by using R2.

* Singlereservoir forecasting model

The ANNSs structures and the training
parameters of the best fit single reservoir
forecasting models are presented in Table 4. The
time series plot of the actual inflow and the
predicted or forecasted inflow were compared for
the daily, weekly and monthly modelsin Figures
2 to 4, respectively. The best fit models were
models A and B. The number of hidden layers
varied between oneto threelayers but mostly 2 to
3 layers. The number of neuronsin hidden layers
varied considerably from one model to the others.
The models were trained by 80% of the data. The
training result showed that all the ANNs models
could produce an acceptable result in reservoir
inflow forecasting especially the monthly model.
The monthly model of all the reservoirs showed
the better performance than the weekly and daily
models. The R2 of monthly, weekly and daily
modelswere 0.95, 0.88 and 0.83, respectively, for
Mun Bon; 0.90, 0.73 and 0.74 for Lam Chae; 0.93,
0.89and 0.90 for Lam PhraPhloeng and 0.97, 0.96,
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Table3 Detail input variables of different reservoir inflow forecasting models.

Reservoir Single reservoir Multi-
forecasting model MB LC LP LK reservoir
A BCDABCDABT CDABT CDABTCD
Target output :’:;"\ ’:T "I.'\ ? ::': ’:T "4:.'\ "f
E 3 E ¥ ETITTY
s s s § 838355
Input variables E E E E EEEE
IanOWMB(t) e o o o e o o o
| anOWM B(t-l,t-Z,t-S) ° °
IanOWLC(t) . . . . . . .
Inflow o(t-1,t-2,t-3) . .
IanOWLP(t) e o o o e o o
| anOWLp(t'l,t'z,t'S) ° °
Inflow k(t) L A
| anOWLK(t'l,t'Z,t'3) °
Flow89(t) e e e e
Flow89(t-1,t-2,t-3) .
Flow145(t) c o e e .
Ra25093(t) . . . . . . .
Ra25102(t)
Ra25112(t) . . . . . . .
Ra25152(t) . . . . . . . . . .
Ra25272(t) . o .
Ra25511(t) . . .
Ra25521(t) . . .
Ra25612(t) . o .
Ra25644(t) .
Ra25650(t) . . .
Ra25751(t) . . . .
Ra25781(t) . . . .
Ra25272(t-1,t-2,t-3) .
Ra25511(t-1,t-2,t-3) .
AvVgRH431201(t) . . « . e . . . o
AvgRH431301(t)
AvgRH431401(t) . . « . e .
MinRH431301(t) . . .
MaxRH431301(t) . e .
MinTemp431201(t)  « o « . e . .
MinTemp431301(t) . . .
MinTemp431401(t)  « e « . e . .
MaxTemp431201(f)  « e « . e . .
MaxTemp431301(t) . . .
MaxTemp431401(f)  « e « . e . .
AvgTempd31201(t) -« . . .
AvgTempd31401(f) -« . . .
AvgPres431201(t) . . . . .
AvgPres431301(t)

AvgPresA31401(t)
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Table4 Training and testing result of ANNs models for single reservoir forecasting.

Reservoirs Structures of ANNs R?
Models Structures Iw M LR Training  Testing

(1) MB

Daily MB_D 10-13-13-1 0.9 0.9 0.9 0.83 0.44
Weekly MB_B 11-6-6-6-1 0.9 0.9 0.9 0.88 0.45
Monthly MB_B 11-4-4-4-1 0.9 0.9 0.9 0.95 0.50
(2 LC

Daily LC B 10-8-8-8-1 0.9 0.9 0.9 0.74 0.70
Weekly LC B 10-8-8-1 0.9 0.9 0.9 0.73 0.74
Monthly LC B 10-3-3-3-1 0.9 0.9 0.9 0.90 0.79
() LP

Daily LP_A 15-17-17-17-1 0.8 0.8 0.8 0.90 0.72
Weekly LP A 15-10-10-10-1 0.8 0.8 0.8 0.89 0.74
Monthly LP_A 15-5-5-5-1 0.8 0.8 0.8 0.93 0.82
(4) LK

Daily LK_A 10-63-1 0.9 0.9 0.9 0.86 0.55
Weekly LK_A 10-14-14-1 0.9 0.9 0.9 0.96 0.59
Monthly LK B 8-5-5-5-1 0.9 0.9 0.9 0.97 0.80

Daily Nlodel Training
——1—Actua
---t---Predicted

R?=0.74

B;10-8-8-8-1

o
2

IN

Inflow (mcm.)
[e)}

w
2
N

o

Dec-00
Feb-01

Ly
o
o
i
=%
<

Jul-95

Nov-95
Jul-96

Nov-96
Jul-97

Mar-96
Mar-97
Nov-97
Mar-98
Jul-98
Nov-98
Feb-00

(a) ANNstraining and testing [MB_D] (b) ANNSstraining and testing [LC_B]

30

Daily Model Training

NN
o o
n n

Inflow (mcm.)
B
o o

o o
" i

>

©

NNstraining and testing [LP_A] (d) ANNSstraining and testing [LK_A]

Figure2 Comparison of the actual and predicted inflow of selected ANNs daily models.



254
40
_ 30
=
(s}
E 20+
E 101
0 \‘ \ fe'e)
L8828 2888555 8383
L5 0L % [<a L L L 5 ¢
%“§§%8§§§§%2§
(&) ANNstraining and testing [MB_B]
80
Weekly Model
. Training
g 60 Actual
(s}
g ______
540
€
- 20
oMt Ma A ML
388333588888555883
B A b o i S
3527338578588 5852

(c) ANNSstraining and testing [LP_A]

Kasetsart J. (Nat. Sci.) 40(1)

50 —
Weekly Model Training 15
40 | Actual 310
fg ------- Predicted % 5
{1R?=0.73
§3O g0
2 20
€
=10 4 :
(R S R, N —
33882888888 ¢
52238283888
(b) ANNSstraining and testing [LC_B]
120
100

8

Inflow (mem.)
8 35 3

o

528835588388853
S558328359x8885SH
”<§O”§'—L§<§§D§q§

(d) ANNstraining and testing [LK_A]

Figure 3 Comparison of the actual and predicted inflow of selected ANNs weekly models.

o)
o

Monthly Model Training

D
o
'

40 -

Inflow (mem.)

N
o
'

Apr-95
Oct:
Jan
Apr:
Jul
Oct:
Jan
Apr-97 T
Jul
Oct-97 1
Jan
Apr:
Jul
Oct-98 1

(&) ANNs training and testing [MB_B]

Monthly Model Training

Actua
------- Predicted

R?=0.93
A:15-5-5-5-1

Inflow (mem.)

Jul-95

Jul-92
Jan

Jul
Jan-94

Jul

Jan

(c) ANNstraining and testing [LP_A]

Monthly Model Training
al

0 ——

2338838888883
5 =] > 5 =] >

5283838283838

(b) ANNSstraining and testing [LC_B]

Monthly Model Training 120
Actua

o]
o

200 R?=0.97
150 { B:8-5-5-5-1
100
50 1
o Maten ,
5882393388583
Affssiatrze

(d) ANNstraining and testing [LK_B]

Figure4 Comparison of the actual and predicted inflow of selected ANNSs monthly models.



Kasetsart J. (Nat. Sci.) 40(1) 255

0.86 for Lam Takong. Lam Takong showed the
highest performance in comparison to other
reservoirs.

In general, the performance of this study
was comparableto the study of Phien et al.(2000),
where the efficiency index or R? of daily flow
forecast for both Srinakarind and Khao Laem
reservoirs and Chukhareservoir were above 0.82
for calibration and 0.70 for validation of the model.
The study of Anmala et al.(2000) showed R? of
one month flow forecast of El Dorado watershed
in Kansas, USA, to be 0.74 for the training set
(from 1948-1955), 0.66 for the validation set
(from1956-1963), and 0.61 for thetesting set( from

A

A
‘ 7 ’”@‘

7
InflowLK (t-1) .4/ WK, /‘,/(/",:.\/
NI
%’/l/!f'/""//\
InflowL P(t-1) —- //,///////7/

N
IanowMB(t-l)__ //IA\\,
1

)
I
N —
InflowLK(t) ////
InflowL P(t) /

InflowMB(t)

InflowL C(t)

1964-1993). Atiya and Shaheen(1999) used the
backpropagtion algorithm neural networks for
forecasting the river flow of Nileriver in Egypt.
Themultistep ahead forecasting was employed by
using 10-day and one month time steps. The
normalized root mean square (NRMS) was used
as the forecast performance indicator instead of
R2. The NRM S was less than 0.60 in most cases.
The one step forecast performed better than the
multistep.

Theremainder 20% of the datawere used
for model testing. Although the testing phase
showed R2 lower than the training phase, most of
the R2were above 0.50 and more than half of them

InflowL K (t+1)

—— InflowL P(t+1)
—— InflowMB(t+1)

— InflowL C(t+1)

Figure5 ANNsmodel C for multi-reservoir inflow forecasting.
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were above 0.70. The testing result was quite
satisfactorily.

However, it appeared from Figures 2 to
4 that there was higher forecasting error during
the peak reservoir inflow than other periods.
There were the common characteristics in all
the daily, weekly and monthly models. If
one would like to improve the accuracy of peak
inflow forecast, one should develop the ANNs
model for the peak inflow period in particular. It
was also observed that the training parameters
including the learning rate, initial weights and
momentum were not sensitive to the prediction
performance.

e Multi-reservoir forecasting model

The multi-reservoir inflow forecasting
modelsA, B, C and D were experimented on daily,
weekly and monthly dataof Mun Bon, Lam Chae,
Lam Phra Phoeng and Lam Takong reservoirs to
find the best fitted ANNs models. The ANNs
structure of model C is shown in Figure 5 as an
example. The experiment covered one to three
hidden layerswith different neuronsin each layer.
Theresult of training and testing the ANNs showed

Kasetsart J. (Nat. Sci.) 40(1)

that two hidden layersfor daily and weekly models
were indifferent from three hidden layers while
one hidden layer for monthly model was
indifferent from two and three hidden layers. The
result showed that sigmoid transfer function was
acceptable. The structures of selected models for
multi-reservoir inflow forecasting are show in
Table 5. The R2 from training was in the ranges of
0.49t0 0.98 but mostly above 0.80. Thisindicated
good training performance as shown in Figure 6.
The R2 from testing was acceptable in general. It
wasin theranges of 0.17 to 0.64 except Mun Bon
reservoir where the R2 was very low due to high
variation of Mun Bon inflow during test period.
The monthly model showed that, in general, the
performance of multi-reservoir ANNs model as
indicated by R? was not as good as the single
reservoir model because the data available for
training and testing were shorter. The data of the
four reservoirswereavailablein different periods.
For example, the inflow were available from
1995-2000, 1999-2002, 1992-2000 and 1987-2000
for Mun Bon, Lam Chae, Lam Phra Phloeng and
Lam Takong, respectively. Thus only the data of

Table5 Training and testing result of ANNs multi-reservoir forecasting model.

Models Parameters Structures R2 training R2 testing

W M LR of ANNs MB LC LP LK MB LC LP LK
Daily
A 08 08 08 28-22-22-4 0.72 081 084 082 0.02 057 032 0.29
B 08 08 08 15-18-18-4 0.69 080 0.83 0.80 0.06 0.64 041 0.28
C 08 08 08 16-18-18-4 0.74 083 081 082 0.05 0.63 034 0.24
D 08 08 08 14-18-18-4 0.68 080 0.82 081 0.05 0.64 033 0.27
Weekly
A 08 08 08 28-13-13-4 0.82 087 068 0.63 0.05 059 0.21 0.48
B 08 08 08 15-10-10-4 0.66 0.73 049 051 0.08 0.57 020 0.51
C 08 08 08 16-10-10-4 0.89 098 0.89 092 0.05 039 021 058
D 08 08 08 14-10-10-4 0.88 096 092 094 0.15 054 040 054
Monthly
A 08 08 08 28-21-4 096 0.77 0.89 084 0.04 051 019 0.56
B 08 08 08 15-14-4 091 085 085 0.88 0.04 022 023 0.17
C 08 08 08 16-14-4 050 069 0.78 0.89 0.05 043 0.24 0.63
D 08 08 08 14-14-4 071 0.78 0.84 0.88 0.08 0.36 032 0.27
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Figure 6 Comparison of the actual and predicted inflow of ANNs model C.
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1999-2000 could be used for training and testing
the multi-reservoir ANNs model.

It was difficult to distinguish which of
themodelsA, B, C and D wasthe better one by R?
inTable5. Some modelsgave good result for some
reservoirs. Model C used less data, only the
reservoir inflow and stream flow, was more
attractive than the other models. Moreover, the
performance of daily, weekly and monthly models
were not much different. Theoretically, the ANNs
multi-reservoir model should provide the better
result, but it was not true for this case due to the
limited data. The multi-reservoir problem required
alot longer training time than the case of single
reservoir, particularly the case of daily model. This
could be the disadvantage of the ANNs multi-
reservoir.

CONCLUSIONS

For single reservoir forecasting, models
A and B showed better performance (R?) than
models C and D. The monthly model showed the
better result than the weekly and daily models. For
multi-reservoir forecasting, the performance of the
four models was not different. Model C was
recommended since it required less data. The
training and testing performance of daily, weekly
and monthly models were not much different in
case of multi-reservoir. However, the multi-
reservoir problem required a lot longer training
timethan the singlereservoir problem, particularly
the case of daily model. This could be the
disadvantage of the ANNs multi-reservoir inflow
forecasting. In general, the single reservoir inflow
forecasting showed the better result.
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