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ABSTRACT

The study is to propose a group sequential design which reduces the average sample
number in the repeated group significance tests to compare the efficacy between two
treatments. As the impractical problems of clinical trials, we often need a large number
of sample size when the difference between two population means is small. Thus it is
necessary to devise the group sequential design for reducing the average sample number
from an ethical point of view. We construct the group sequential design which has
the inner boundaries intending to accept the null hypothesis at an early stage. We
compare our group sequential design with the usual group sequential design in terms
of the average sample number in the simulations.

1 INTRODUCTION

Pocock (1977) proposed the group sequential procedure in order to compare the
efficacy between two treatments based on the accumulated data in clinical trials when
a response variable is normal (or binary). Other group sequential procedures have been
proposed by many authors like O’Brien and Fleming (1979), DeMets and Ware (1980),
Whitehead (1983), and Fleming Harrington and O'Brien (1984). Lan and DeMets
(1983) constructed the repeated confidence boundaries by using error spending func-
tion in the repeated significance tests. The group sequential procedure is characterized
by the group sequential design based on the repeated confidence boundaries constructed
for realizing the test. The group sequential procedure is usually used to reduce the aver-
age sample number or to terminate early the decision in the repeated group significance
test. However, some impractical problems about clinical trials still exist, e.g. we need
a large number of sample size, especially when the difference between two population
means is small.

In this study we propose a group sequential design that enables us to reduce the
average sample number based on the probability of Type II error specified in advance.
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The usual group sequential design is possible to accept the null hypothesis at the final
stage only. We device the group sequential design which has the inner boundaries,
the inner upper and inner lower boundaries, for accepting the null hypothesis at the
intermediate stage. Regarding the calculations of the repeated boundaries under the
null hypothesis and alternative hypothesis, we use the recursive formulae of numerical
integrations referred to Armitage et al. (1969). Finally we compare our group sequential
design with the usual group sequential design in terms of the average sample number
in the simulations.

2 GROUP SEQUENTIAL PROCEDURE

We consider a group sequential procedure for testing the difference in efficacy be-
tween a new treatment (treatment A) and a standard treatment (treatment B). Total
number of test K, the probabilities of Type I error (significance level) o and Type
II error 3 are specified in advance. We suppose that each group of patients arrives -
successively and that each group has sample size 2g. In a group, g patients are
treated with treatment ‘A and the other g patients with treatment B. In this case
the treatments are allocated to the patients at random. The responses on treatment
A, B are denoted by random variables X4, X5, and they are independent normal
N(pa,02), N(up,c?) respectively, where p4, pup are mean and o? is a known vari-

ance. Thus 2g observations obtained at the kth stage, Tan, ;+1,Tan, 142" " Tan,
and Tpn, 41y TBmne_1+2: "1 TBm, are samples from N(pa,0?) and N(pp,c?) respec-
tively, where n; = gk. Now we test the null hypothesis
Ho: pa = pp against alternative Hy : pa # pp. (2.1)
If we let s s
S AT _ 2.=1%B
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Tar— Tpy is distributed according to N (ua — pa, r"gkaq) We write the distribution as
v 202
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where § = pa — pB-
2.1 Construction of repeated confidence boundaries

The group sequential procedure is realized by constructing the repeated confidence
boundaries under the null hypothesis Hp : pa — pp= 0. Let X;(i = 1,2,--+,K) be a
variable according to N(0, 1) independently. Then

k
Sk — Z Xi
i=1
is distributed according to N(0,%). Here we must determine the repeated confildence
boundaries by, by, - - -, bx s0 as to satisfy the following relations

P(I S1 |> bl) :a,tl‘:




KMITL Sci. J. Vol. 3 No. 1 Feb. 2003 19

P(] Sy |< by, | Ske1 | bk, | Sk |> Be) = o, (2.4)

P(] S1|£ b1, 00, | Sk—1 |€ bge1, | Sk |> bk) = o,

where aj is the probability that the test terminates by accepting H; at the kth stage
under Hy. Furthermore, oy must satisfy a = af + -+ - 4+ aj for a specified significance
level o. The repeated confidence boundary b;(¢ = 1,2, -+, K) in (2.4) can be obtained
by using the integrations (cf. Armitage et al. (1969))

(Hi
a;=1-— 5 fi(u)du, (2.5)

* 9 S5l 1 1 _(1'—'&)2
Q= ﬁk [‘b}c—l fre1(uw) me medudy, b= 2,0+, K (2.6)
where fr_1(u) is the probability density function of Sx_; at the (k — 1)th stage. Thus
we call by, by, - -+, b the upper boundaries and —b;, —bs, - - - , —bx the lower boundaries
in the group sequential design.

The group sequential procedures are characterized by the way to construct the
repeated confidence boundaries. We adopt Lan-DeMets’ procedure in which the re-
peated confidence boundaries are determined by using the formulae (2.5) and (2.6).
Here the significance level of at the kth stage is given by af = a(k) — a(k — 1), where
alk) =a- £(k=1,2,---,K) is the error spending function. :

When the repeated confidence boundaries by, by, - - - , by are determined, the decision
rules of the group sequential procedure in terms of y; defined in (2.3) are as follows:
(a) If yx(k < K — 1) at the kth stage reaches the upper boundary b; or the lower
boundary —bg, that is | yx |> bx, then one accepts the hypothesis H;. Otherwise, one
tests again in terms of yr41 at the (k + 1)th stage. : :
(b) If yx at the Kth stage reaches the upper boundary bx or the lower boundary —bg,
that is | yx |> bk, then one accepts the hypothesis H;. Otherwise, one accepts the
hypothesis Hyp.

3 GROUP SEQUENTIAL DESIGN HAVING INNER BOUNDARIES
The group sequential design is possible to accept the null hypothesis at the final
stage only. Here we propose the group sequential design which has the inner boundaries
at the intermediate stage for accepting early the null hypothesis. The inner bound-
aries are constructed based on the Type II error under the alternative hypothesis after
constructing the repeated confidence boundaries in 2.1.
3.1 Construction of inner boundaries
First we will constructe the repeated confidence boundaries under the alternative

hypothesis Hy : g — pp =4 > 0. If we let

a-Z, (3.)
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yr in (2.3) is written by

e k\/g(f\%; k) N(AE, k). (3.2)

Next we allocate the Type II error 8 each stage by using Lan-DeMets’ the error
spending function, i.e. the probability §; at the kth stage is given by f; = B(k) —
Bk —1), B(K) = .

The repeated confidence boundary ¢;(s = 1,2,---, K) under H; can be obtained by
using the integrations 5

267 =1— . fa(u)du, (3.3)

_(v—u —A)Z

(=< By S : 1
2*:2f f )t e =0 3.4
Ok Sl Ji 1( ) o ( )

where fi_1(u) is the probability density function of Sy_; at the k—1th stage. If ¢; at the
mth stage takes first a positive number, we construct a group sequential design having
the inner upper boundaries since the kth stage. Thus the inner upper boundaries are
Ck, Chk+1," -, Cx under the alternative hypothesis Hy : pa — ugp =6 > 0.

Futhermore we use —cg, —Cg41, -+, —Cx as the inner lower boundaries under the
alternative hypothesis Hy : g4 — pp = —0. Thus the inner boundaries, the inner upper
and inner lower boundaries, are (—cm,¢m), (—Cmt1,Cm+1) * * *, (%K, Cx) Tespectively.
3.2 Probabilities

In the group sequential design whether the inner boundary at the intermediate
stage appear or not depend on the values of # and A. Here we define the probability
for accepting Hy, for rejecting Hy and for continuation to test again at the next stage
in the following cases.

(i) 1st stage
The upper probability for rejecting Hy and the probability for continuation

*
Qy

o0 b1
o :/ fi(uw)du, 7 = f fi(u)du. (3.5)
b1 —b1
(ii) 2nd stage—(m-1)th stage
The upper probability for rejecting Hy,

(v—u)?

af oo pbiog 1 ;
— = e ——e" " 2 dud e =l 3.
2 A f_b{_lf 1(w) ot udv, 1=2,---,m (3.6)

The probability for continuation

by pbica 1 (v—2)? ;
— i_1(u eEEmEduay, = 2 el 3.7
% f_bi[bi_lf 1 (1) = (3.7)

(ili) mth stage
The upper probability for rejecting Hy,

O f°° | ) e (3.8)
2 T b J—bm_1 Tl v271’ : . ;




KMITL Sci. J. Vol. 3 No. 1 Feb. 2003 . 21

The upper probability for continuation

/bmfbm S -
iy fm-1(v) W udv. (3.9)
The probability for accepting Hy
: Cm bm—1 ; 1 (v—u)z
:/ f fm_l(u) e~ 7 dudv. (3.10)
=3 277

(iv) (m+1)th—Kth stage
The upper probability for rejecting Hp,

af o0 e G 1 (o—u)? i
- = : T
2 \/b‘i /—bi_J = (U) '\/ﬁe 5

bi—1 i e 1‘) A
+ o fz—l(u)\/2_7r du) dv,i=m+1,---, K. (3.11)

The upper probability for continuation

3 /’bi =Ei—1 | 1 _(w-u)? i
Mo ci [434-1 fPl(U) A/ 271’8 : -

1 (v —u)?

b;—1
+f Lol e e 312
- f 1(u)me ) Vi =i (3.12)

The probability for accepting Hy

Cq —Ci-1 . (:J—-uz.)2
e f ] - S
—c; ( —b;—1 f (U) ‘\/ 2776 7
bi—1 1
—I—f f,iﬁl(u)\/g_e_ 2 )dU,Em+1,’K (313)
Ci—1 7

Next we define the average sample size for a treatment as

m—1 K-1
E(Tl@) = Z ﬂiOf:; + Z ni(af =+ (5:) 4+ TLK{]. — (CEK_1 -+ 5}(_1)} (3.14)
=1 i=m

where ag_1 =of + -+ af_q, Og_1 =05 + -+ 0k ;.

4 SIMULATIONS

The purpose of the simulations is to compare our group sequential design with the
usual group sequential design in terms of the average sample number. First, we specify
Type I error a = 0.05, Type II error 8 = 0.03, total number of test K =4. We divide
o and f at each stage by the error spending function as preparation. We calculate
the boundaries ( upper boundaries(d;) and inner upper boundaries(c;)), the probabili-
ties (upper probability for rejecting Ho (o /2), probability for continuation(v; ), upper
probability for continuation(upper 7;), probability for accepting Ho(6F)) and the aver-
age sample number(E(n;)).

After constructing the usual group sequential design for § = 0, we set up the group.
sequential design having inner boundaries for 6 = 1.8. Table 4.1 and 4.2 show the
boundaries and the probabilities at each stage, the average sample number.
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Table 4.1  Boundaries, Probabilities and Average sample number for § = 0.0

Stage | Boundaries Probability E(n;)
bs G o7 /2 Uppervy! or
1 248  — | 0.0066 = 0.9870 T
2 342 — | 0.0061 = 0.9751 5
3 4.02 — | 0.0064 o 0.9625 e
4 449 — | 0.0063 T e 0.9500 | 39.2

Table 4.2  Boundaries, Probabilities and Average sample number for § = 1.8

Stage | Boundaries Probability E(n;)
bi ci af/2  Upper +} i oF
1 248 — | 0.0066 == 0.9870 =—
2 3.42  0.93 | 0.0061 0.2443 e 0.4922
3 4.02 2.49 | 0.0063  0.0537 073680
4 | 449 414 |0.0050 0.0035 == 00900:] 257

Thus we can confirm that £(n;) in Table 4.1 takes smaller than F(n;) in Table 4.2.
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