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ABSTRACT

Weight Finite Automata (WFA) image encoding is a method for encoding images which has
been brought up by Culik and Kari [1]. They suggest the way to encode a digital image by
applying quadtree partition to divide an image into subsquares and then construct subdividing
images with linear combination as a weighted automaton. Nonatree is a new way to partition
an image into a nine subsquare-tree. Instead of quadtree partition which is used by Culik and
Kari, nonatree partition is applied with WFA to encode digital images.

KEYWORDS:
WFA, partition image, compression

1: E-mail: thommarat_tum@yahoo.com
2: E-mail: kpkorako@kmitl.ac.th

321




KMITL Sci. J. Vol. 5 No. 1 Feb. 2005

1. INTRODUCTION

The scope of this research is based on a weighted finite automaton (WFA). WEA is a tool for
specifyirig digitized images: The image compression software based on this algorithm is
competitive with other compression methods in the compression of typical grayscale images.

Culik and Kari suggested WFA method to encode an image by first partitioning an
image into a set of level sub-images using quadtree-partition. Then, linear combination is
applied to each sub-image in order to construct a labeled graph which is called a weighted
finite automaton. This paper suggests a new method of encoding a digital image by
combining WFA with a new method of image partitioning called nonatree partition.

This paper includes five more sections. First, the background part is the explanation
of the general idea of the WFA encoding. Second part is the application of nonatree partition
with WFA. Third, some examples of encoding and decoding are demonsrated here in this
section. The last part of this paper concludes it and makes suggestion of the future work,

2. BACKGROUND

The WEA method was invented by K.Culik and J. Kari [2, 3, 5, 9, 10, 11] as arway of encode
gray scale images. This method applies Weight Finite Automata (WFA) to compress images.
The core idea of this method is to partition an image into quarters, then construct a weight
finite automaton to suit them. Finally, the intensity of each pixel is kept in term of an

automaton.
This background sectien explains some basic characteristics of WFA image

encoding with the quad-tree partitioning used by Kurik and the other [4, 6, 7, 8, 12].

A finite-resolution image means a gray scale image which each pixel value is a real
value between 0 and 2”-1. Normally the value is between 0-255. A multi-resolution image
defines 2"x2" resolution images, where n starts from 0, 1, 2, ... Each pixel at 2"x2" can be
defined by a word of length » over the alphabet $={0, 1, 2, 3}. Each letter of T is a quadrant
of the partitioned image. Each word in " of length k is an address of a specific node of the
quadtree at depth & [3]. ;

How to address the subsquares of T by words over Z is shown here. Let 2= {0, 1, 2,
34, weX’, w=a,a,...a, wis the address of the subsquare of the original image where aeZ, i
=1, 2, ..., n. Since thé typical way of partitioning images for WFA is a quadtree partition,
the original image has the address € and the address of the black square in fig. 1 (b) is 123.

3. WFA WITH NONATREE,PARTITION

3.1 Nonatree Partition

Nanotree partition is anew way to partitioning method for WFA image encoding. That is,
instead of partitioning the images into the basic quadtree partition the image is partitioned:
into 9 subsquares.

For Nonatree partition, a finite-resolution image is a gray scale image of the size

i

10 B =

(a) (b)
Fig.1 (a) Quadtree partition and
(b) The black subsquare of the address 123
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Fig.2 The addresses of the nonapartition sub-square.

3”x3" pixels. A Multi-resolution image, in this case, means a collection of 3"x3" resolution
images for n =0, 1, ..., n, where each pixel can be defined by a word of the length n over an
alphabet ¥={0,1,2,3,4,5,6,7,8}. The addresses of subsquare of nonapartition are shown in
fredllEi

For an image w, its subimages have addresses wo, Wi, Wa, Wi, Wa, Ws, Wg, W7, Ws.
Therefore, a multi-resolution image is a real function, thatcan be defined by f: "0
to be an average preserving function (ap-funciotn)
A function /: 'R is average preserving functlon (ap-function) i

w Z i (wa)

J ael
for each we, , 2=1{0, 1, 2,3, 4, 5,6, 7, 8} then
F00) = 3L Or)+ SO+ [ (wa)+ [lo3) = S )+ [ (ws) + [wg) + Fw) = fOwg) (1)
An ap-function f can be represented by an finite labeled quadtree when the multi-
resolution image size is 3"x3" resolution. Then the maximum value of labeled quadtree length
is n (when subimage size is 1x1 pixel). The grayness value of the root (labeled €) is f(€), its
children grayness value is f(wy), 71(w), flwa), f(ws), fiwa), fows), fiwe), fiwq), flwg) etc.
The formal definition of a weighted finite automaton (WFA) consist of a 5-tuple
A=(0, £ [, [, F) where
Q is a finite set of state,
£={0,1,2,3,4,5,6,7,8} is a finite alphabet
W,. OxQ—N is the weight function, for W, (p,q) the weights at edges labeled by a going
out of node p to node g, for each p,geQ, and each a€Z,
4. [.0—N is the initial distribution,
5. F:Q—-W is the final distribution.
For (p, a, ¢) € OxZx(Q is a transition a from node p to node g of 4 iff W,(p, g) # 0.

Ui

3.2 Encoding Algorithm

For the original image M which can be defined by an ap-function : /: Z*—R
M, define Subimage for address a

One has to construct the following vectors, in order to construct WFA:

F(g) = the final distribution of state ¢

1(g) = the initial distribution of state g

N = the index of the last state created

i =the index of the next processed state

y:0—Z* = a mapping of states to subsquares

Then follow the encoding flowchart shown in fig. 3 to construct a WFA.

3.3 Decoding Algorithm
The flowchart in fig. 4 shows how to decode a WFA for an image resolution 3"x3"

[nput: A WFA specified by W, a=0, 1,2, 3,4,5,6,7, 8,9,  and F, and a non-
negative integer n for image resolution 3"x3"
Output: The value f{w) for all weX”.
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/ Original imageJ

N=0, =0, FlgeEAe). 1lgn)=e
qel00102,3.4.5.6, 7. 8]

Fo=ceMo—. . —eady,

Vhere M=/, forj=0. ... . N

false

Yoy ) =wa,
Flygx-1)=/lva)
””u(qn‘f Yt ): 1 s

AN=N=1

true

Fig. 3 Encoding Algor
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true
L
lfor each weX”
LW =E oltg M (w)

End
Fig.4 Decoding Algorithm

Variable: /(p) = the initial distribution value of state p
M, (w) = the multiresolution of subimage address w of state p
F(p) = the final distribution value of state p
w = the address of the subimage
Ji(w) = the grayness value of the subimage address w
W.(ij) = the weight of label a from node / to node ;
@) = set of state of WFA
X =40, 152:3,2405:6,7. 8}

4. WFA IMAGE ENCODING AND ENCODING

4.1.1 Encoding Example 1

This section shows how to encode an image by creating a weight finite automaton from an
original image shown in fig. 5. To encode an image into an automata, one needs to follow
these steps. First, set Initial distribution for each node. Then, set all the transitions for the

automaton. Finally, set the final distribution for all the nodes.

First, state g, is assigned to the original image square, f,, whose its final

distribution, F(go)= /. is 1/9.
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Fig.5 An example of a gray scale image.

0,12,35,6,7.8(7)

0,1.2,3,4,5,6,7.8(1)
Fig.6 A WFA represents the multiresolution image in fig. 5.

Then, divide the original image into 9 subsquares (as in fig.2), 0, 1,2, 3,4, 5,6, 7, 8.

The image in the first subsquaré 0 can be expressed as Vs:f,. This can be obtained by
decreasing the contrast by a quarter from the original image f,, so that Walgo,q1)="+ and
F(g1)=1.

The image of the subsquare 1, 2, 3, 5, 6, 7, 8 is the same as the subsquare 0, so that
Wilqog1) = Yo, Walqugi) = Y, Wi(goq1) = Y4, Ws(qoqi) = Y, Welqo.q1) = %, Walqo,q1) = %,
Wg((]n,{h) =Y.

The image of the subsquare 4 can be represented by state g, with a linear
combination %7, so that Wi(qo.q1)= %.

At state gy, foralla =0, 1, 2, 3,4, 5, 6, 7, 8. Wa(q1,a)=1 the grayness value is
expressed by 1:/(gy) for all the subsquares, which results in the ap-WFA of fig. 6.

Finally, the initial distribution / is defined'by f(go)=1 and I(¢,)=0. The weight finite
automaton for fig.5 is shown in fig. 6.

4.1.2 Decoding Example 1
The multiresolution image can be constructed from a WFA as follows:

The grayness value or the weight can be gained by the multiplication of the initial
distribution value of the first node, the final distribution value of the last node and all the
transitions of the path. Then all the weight of the paths are added to all the corresponding

pixels.
For example, find f{w) if w is 04. This sub-image is the sum of 2 paths:

j ! ; : | 1
|. state gy to state g, the multiple product of the weight of this path is : l'z~l-l = q
2. state g, to state g, the multiple product of the weight of this pathis: 0 -1 -1-1 =0

Then, the weight is found by the summation of 2 paths: j'(04) = % +0= %

This is the grayness value of subimage 04 for resolution 3%3%

326




KMITL Sci. J. Vol. 5 No. 1 Feb. 2005

:

Fig.7 Another example of a digital image to be encoded.

4.2.1 Encoding Example 2 :
This section shows another sample of image encoding. From the original image in fig. 7, in
order to encode the image into an automaton, the firststep is to set the initial distribution and
the final distribution for all the nodes.

Then, divide the original image into 9 subsquare and set the addresses for them. The
subsquares 0, 1, 3, have a linear combination 1/, and are the same as the original image, so
that Wolgeg.) =1, W, (g0q0) =1, Wi(gage) =1.

The subsquare 2, 4, 6 can be expressed by the state g, with a linear combination 13-
make a new state for state g, by define subsquare 2 to be a new state, Then, Wi(gusq0) =1,
Wilgaqo) =1, We(q.q0) =1.

Subsquares 5, 7, 8 have a grayness value of zero, which represents black, so the
weight is zero. Its edge is not shown.,

[n state gy, the grayness values of subsquare 2, 4, 6 are the same image as the state
qo, S0 that Wa(qo,q0) =1, Wilgo.q0) =1, Wi(qo.q0) =1. The sub-square 0,1,3 can be represented
by 1+/(gy). so that Wilgo.q)) =1, Wi(go.g1) =1, Wi(go,q,) =1.

At state g, forall a = 0, 1, 2, 3, 4, ST R W.(g1.91)=1 as the grayness value is
expressed by 1:/(g) for all the subsquares, so that this gives the ap-WFA of fig. 8.

(1.%

/\\) 0,1,3(1)

S A

1.3(1)

e

e S
]
; (0.1)
2,3.4,5,6,7,8(1)
== 0N 203141516 78 (1)

Fig.8. WFA of the original image fig. 7.
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4.2.2 Decoding .
The WFA over £={0,1,2,3,4,5,6,7,8} in fig.6 represents the original image in fig. 5. The
straightforward way to decode the image of size 3"x3" from the WFA is to compute the
multi-resolution f{w) for all weZ", (all paths of length » in the automaton). The decoding
method is already shown in section 4.1.2.

5. CONCLUSIONS
A new way of encoding a digital image by applying nonatree partition to partitioning an
original image into nine non-overlapped sub-images instead of quadtree partition is reported.
By applying this alternative method of WFA, the size of the original image to be encoded is
not limited to only 2°x 2". Besides, in some images, this method needs fewer states than the
quadtree partition which leads to smaller compression ratio, suggesting that future work can
be done on the improvement of the entropy.
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