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Abstract

This paper proposes an automated mobile robot indoor system. A web camera sensor is equipped to
detect the current location of the vehicle. The web camera is located above to capture the object and
environment for mapping. The images come from the web camera via a USB interface to the
computer. The image processing method is used to determine the position of the mobile robot for
giving the input of path planning. The microcontroller obtains interactive actions with the
combinations of image processing and suitable path planning to control the direction of the mobile
robot. The experimental results show that the vision system can interact with the microcontroller.
The robot can move automatically from the starting point to the goal.
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1. Introduction

Nowadays, service transportation indoor systems repeat passages that involve traveling short and
these are controlled by humans. It is necessary that service transportation systems can recognize
traffic signals and signs on the way [1]. Operators control the vehicles enabling the vehicles to get
to their targets safely [2, 3]. Many researchers have been trying to create technology that can make
transportation more convenient [4] and part of this has been the creation of autonomous robots that
can travel to the destination safely [5] and improve the lifestyles of their users [6]. There are different
systems that can be used to make self-driving vehicles [7] in order to replace human operations. The
system is controlled by an interactive interface and reaches autonomous navigation by extracting
the appropriate mapping information [8] for better convenience, safety, and efficiency on the road
[9]. A sensor is one important part that measures physical input from its environment to convert
into a signal for the perception of a vehicle if the sensor is suitable to handle these tasks. It is able
to complete the identification [10 -12] and allows a vehicle to go to the target with precision [13].
Considering the key role of self-driving in the automatic mobile robot, it seems that the perception
sensors are necessary for a mobile robot to automatically self-drive [14]. These types of systems
also need improved vehicle navigation system [15], location system [16], electronic map, path
planning [17]. Furthermore, better vehicle speed control is crucial for overall vehicle control [18].
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Speed control is complex due to the large amount of information that needs to be dealt with, and
usually a single sensor is unable to efficiently perceive the mass information. However, an additional
performance of the automatic mobile robot based on those factors is necessary.

In order to develop a self-driving mobile robot for indoors, choosing a suitable method for
mapping is very important for the navigation of an autonomous driving robot [19]. There are several
methods to guide the mobile robot to reach the goal [20]. Magnetic tape is an easy way to guide the
mobile robot for tracking. It is attached to the floor and helps the robot to identify the surrounding
area for navigating mobile robots. The mobile robot often seems to be confused about moving when
something is obstructed on the road or when the magnetic tape is lost. Lidars are often used and they
play an important role in system navigation. Many researchers use a Lidar to perceive the
surrounding environment and establish the electronic map [21-23]. Lidar is a remote sensing method
that uses light in the form of a pulsed laser to measure ranges to the object. It is not appropriate for
some tasks that are too sensitive to laser light and the laser beams may harm the human eye in cases
where the beam is too powerful. A vision system is one innovation that can be applied in visual
perception [24, 25]. To provide more information than conventional sensors [26, 27], the accuracy
of data collected can be improved by methods based on image processing advanced sensory tools
[28], particularly with respect to physical measurement [29]. Vision system helps to automatically
locate [30], navigate [31], judge motion [32], and perform path planning [33] for the mobile robot
on the way to its destination. Such vision systems can provide better convenience, safety, and
efficiency for transportation systems.

This paper presents a mapping method with image processing that identifies the current
position of the mobile robot for path planning. The autonomous mobile robot is controlled by an
ESP8266 Node MCU board. The microcontroller interfaces with the vision system to control the
direction of the mobile robot for autonomous driving. The computer shows electric graphic mapping
in real-time. The system is also designed for path planning for navigation of the mobile robot on the
computer [34]. The vision system not only provides a graphic map via the image processing method
but it also navigates and guides the robot to the goal based on the path planning. The system also
helps autonomous mobile robots reduce the use of multiple sensors and is considered to be one of
the best options to reduce production costs [35].

2. Materials and Methods

2.1 The operation system

This section describes the design of an autonomous mobile robot for indoors. Considering the key
role of the components in self-driving vehicle, the system consists of three parts, as follows: 1) a
navigation system that requires the current location of the vehicle and position of destination, 2) a
path planning facility, and 3) vehicle control. In this research, the vehicle system consists of two
parts: 1) a vision system and 2) a mobile robot system as shown in Figure 1. The whole process of
the system consists of four steps.

1) A web camera captures the images and sends the information to a computer.

2) A computer determines the vehicle location which is obtained by image processing. The
vehicle location and destination position are inputs of path planning to guide the robot to go to the
goal. The path planning signal is sent to a microcontroller.

3) The microcontroller receives the path planning signal and converts it for wheel control
of the mobile robot. There are four functions as follows: Forward, Turn Left, Turn Right, and Stop.

4) The mobile robot is moved from starting to reach a goal by command of the
microcontroller.
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Figure 1. Block diagrams of the design of an autonomous mobile robot system

2.2 Vision system

The vision system consists of a web camera and a computer. The computer is used for image
processing and designed path planning for the mobile robots. The computer is the central interface

between the web camera and the microcontroller.

2.2.1 Web camera

The web camera is attached to a tripod stand. The web camera is installed from above as shown in
Figure 2. The tripod stand is 127 cm high. The field of view (FOV) of the camera covers the area in
1280x960 pixels (122 x 32 cm). The configuration of the web camera is set up. There are brightness,
contrast, exposure, sharpness, saturation, and white balance settings. The resolution of the web
camera is 1600X896 pixels with 30 fps for capturing. The information is sent to the computer and

the image is processed using the image processing method with LabVIEW software.

Figure 2. An autonomous mobile robot system

3
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2.2.2 Object extraction from red plane

The RGB color image is an input signal of the computer. RGB (Red, Green, Blue) is the basic
physical color of the object. The color of the robot is orange. This characteristic is distinguished
from the scene. The object is separated from the scene by using red plane extraction and then the
information is sent to thresholding.

2.2.3 Thresholding

Thresholding plays an important role in segmentation techniques and involves the separation of the
object from the scene. The scene is changed to black color background. The object becomes more
distinct. This process quickly determines the object and leads to finding the correct object.

2.2.4 Image matching

The image matching technique is used to evaluate the effect of the object by comparing the source
image and the input image. The image matching process finds the existence of a pattern within a
source image and it proceeds via the four steps as follows:
1) The object is captured as a source image to identify and reference patterns for matching
2) The web camera captures the image to send to the computer. The input image is
compared across the source image to identify similar features that provide a matching of pairs
between the source image and the input image.

(A1, B1) < (A2, B2) 1)

Where (A1, B1) is a feature in the source image and (A2, B2) is a matching feature in the input
image.

3) The angle orientation parameter is set up to allows an automated way to detect images
of an object in 360 degrees

4) The graphical interface is set up, and the trajectory of the robot is displayed in the graphic
map. The computer updates the current location of the vehicle movement and reports the current
position to the path planning.

2.2.5 Navigation system

The main purpose of the path planning is to guide the robot to its goal by locating the mobile robot’s
position relative to the destination position. The current position of the mobile robot is obtained by
image processing. The mobile robot’s position and the destination position can be derived by using
the parameters as follows:

[(Xd - Xc), (Yd - Y¢)] <100 @)

The design path planning consists of four terms as follows:

1) The mobile robot goes straight in the Y- axis direction until the distance between the
mobile robot’s position and target position is less than or equal to +100 pixels.

2) The mobile robot turns to the right when the result of distance in the Y axis direction
between the target and the mobile robot (Yd — Yc) has a positive value.

3) The mobile robot turns to the left when the result of distance in the Y axis direction
between the target and the mobile robot (Yd — Yc¢) has a negative value.
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4) The mobile robot moves forward in the X- axis direction until the distance between the
mobile robot’s position and target position is less than or equal to +100 pixels and then it stops.

The computer processes the information and sends data to the microcontroller at the same
time, which requests for commands to be executed as mobile robot movement. The program displays
the mobile robot trajectory graphic within a given position in the pixels of the monitor as shown in
Figure 3. Therefore, the vision system not only shows a graphic map by the image processing
method but also navigates to guide the robot to go to the goal as directed by path planning.

Figure 3. Tracking by using the image processing

2.3 Mobile robot system
2.3.1 The mobile robot’s structure

The mobile robot’s structural dimensions are 320 mm long, 250 wide, and 280 mm tall. The robot
has an orange color for image processing detection. There are four wheels on the mobile robot. Two
wheels of the mobile robot are attached to DC motors and the two additional wheels are attached to
the rear of a vehicle to assist when the robot performs the turn. The DC motors are connected to a
L298N board. The L298N board is used to generate a PWM signal from the microcontroller.

2.3.2 Microcontroller

The microcontroller mainly controls the speed and direction of the mobile robot. Generally, the
function of the microcontroller is to receive the mobile robot’s status perception from many sensors.
The control signal carries directional information including environment perception to control the
wheels and drives the robot to reach the goal. In this research, the ESP8266 NodeMCU
microcontroller board is used to interface with the vision system. Starting point, path planning, and
goal are fed as inputs into the vision system and then passed to the microcontroller. The
microcontroller executes those instructions to control the mobile robot’s direction and Speed
according to the path planning program. The ESP8266 NodeMCU is installed on the mobile robot
to control the wheels. A diagram of all physical connections between the ESP8266 NodeMCU board
and the several peripherals is shown in Figure 4. The described physical connections between
ESP8266. This diagram obviously presents that the marked position is linked to 1/0 of the ESP8266
NodeMCU board.
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Figure 4. The physical connections between ESP8266 and each block of the proposed system

The path planning obtains information about the mobile robot’s location and destination
from image processing, which is designed to facilitate a car’s movements and navigation from the
starting point to the goal. The microcontroller utilizes path planning from the computer to control
two wheels of a mobile robot into four functions: 1) Forward, 2) Turn left, 3) Turn right, and 4)
Stop. The two wheels of the mobile robot are directly used for direction control in which four
function datasets have been provided in Table 1.

Table 1. Control direction wheels of the mobile robot

Function Left Motor Right Motor
Forward High (CW) High (CW)
Turn Left LOW High (CW)
Turn Right High (CW) LOW

Stop LOW LOW

The stop toggle switch connects the digital inputs of the ESP8266 Node MCU board and
the L298N maotor driver module, which is used to stop in an emergency case. The ESP8266 Node
MCU board is connected to the computer via a USB serial port. This whole process is summarized
in Figure 5.

Computer Microcontroller
T e e s S ————————— 1
: i |
1 | Mabile robot position il 1
Start _i"' fm i8¢ Destination Position e > Path _i'lr" Control —L' Destination
i Processing planning | I} | Wheels !
i i i
e o o B I e o o 1

Figure 5. Blocks diagram of the mobile robot system
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3. Results and Discussion
3.1 Test 1: Four corner of starting

There are four corners for starting: 1) The upper left corner, 2) The upper right corner, 3) The lower
left corner, and 4) The lower right corner. The robot is required to autonomously execute a
movement from four corners to the goal at point (800,400) as shown in Figure 6. A simulation was
performed to evaluate the performance in order to reduce and eliminate errors before the test. The
result of the trajectory to control the mabile robot is shown in Figures 7.

The image processing method used to determine the position of the robot by setting the
web camera is attached above the mobile robot and the mobile robot executes the commands via the
microcontroller. The trajectory of the robot is displayed in data as shown in Figure 8. The accurate
trajectory followed the mobile robot movement. When the mobile robot is placed at the upper left
corner (a, b) and the lower right corner (g, h), the mobile robot can go straight in the Y-axis direction
then turn to the left and go straight to reach the goal by executing the command in range within
100 pixels. When the mobile robot is placed at the upper right corner (c, d) and the lower left corner
(c, d), the mobile robot can go straight in the Y-axis direction then turn to the right and go straight
to reach the goal by executing the command in range within £ 100 pixels.

X

(270, 110) (1254, 19)

(88, 862)

Figure 6. The trajectory of an autonomous mobile robot of four cornner of starting
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Figure 7. The trajectory simulation of an autonomous maobile robot at four corners
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Figure 8. The trajectory of an autonomous mobile robot at four corners
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3.2 Test 2: Two points of goal

To ensure that it confirmed the autonomous vehicle movement, the mobile robot was required to
autonomously execute a movement from the upper left corner to the goal at point (300,800) and
(110,450) as shown in Figure 9.

The simulations evaluated the performance as shown in Figure 10. The mobile robot moved
straight from the upper left corner to go to the point (300,800) as shown in Figure 11 (a, b). When
the goal has changed as shown in Figure 11 (c, d), the mobile robot was able to move straight along

Figure 9. The trajectory of an autonomous mobile robot from the upper left corner to the goal
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Figure 10. The trajectory simulation from the upper left corner to the point of goal

476



Current Applied Science and Technology Vol. 21 No. 3 (July-September 2021)

X-axis ml Y-axis ml
380 I 1000-
370 900 )
- 360 A| - 800 A\
2 350 | 1 T“J 700 /
¥ 340 2 /
B 330 /' | a, 600 /
E 320 /11 | 2 500 i/
2310 !l /11 \ Par TN % 400 //
_&'_;\500 i 7 ‘% 300
E 290 | / = 200 //
2?2 .V 10;;7_
260 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30

Time(Seconds) Time(Seconds)

a b
1300- 600
ey

1200 550 1 W\
i 1100 - Zgg ]
¢ 1000 7]
R I 2 100
& 900 = 'l
= ] = 350
2 800 A 2 |
° / 5 300
g 70 f T 250 /
L, 600 ’/\,/ RN /
T J L/ @ 200
= 500 v 50— 7

400 100 —\\._/

300- =1 50- ‘

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
Time(Seconds) Time(Seconds)
c d

Figure 11. The trajectory of an autonomous mobile robot from the upper left corner

the y-axis direction then the mobile robot turned to the left on the x-axis direction and went straight
to the point (1100,450). The overall trajectory was executed fully and autonomously, and the robot
successfully arrived at the goal. These experiments with the automated mobile robot using the
microcontroller under vision system navigation demonstrated that the system was sensitive and
responsive enough to automatically move the mobile robot, which arrived at the goal successfully.

Table 2 shows that the movements of the mobile robot simulation and experiment had an
average error rate of (X, Y) position of 7.51%, 1.63%, 9.00%, 4.26%, 3.01% and 1.18%,
respectively. This indicates that the image processing method by setting the web camera above the
robot interfacing with the microcontroller was able to take control of the autonomous vehicle
movement.
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Table 2. Function of movement the mobile robot

X Y X Y AVG

Function Sim Sim Test Test Error
(Px) (Px) (Px) (Px) (%)
The upper left corner 800 400 813 462 7.51
The upper right corner 800 400 786 406 1.63
The lower left corner 800 400 740 444 9.00
The lower right corner 800 400 779 378 4.26
Straight 300 800 310 310 3.01
Turn left 1100 450 1119 453 1.18

4. Conclusions

These results confirm that the path planning can be programmed and designed for autonomous
navigation in the vision system. The vision system can be interacted with the microcontroller to
move the vehicle to the destination successfully. In this research, the area is limited to the coverage
of the field of view of the camera. This method has been designed to support the system operation,
enabling the mobile robot to automatically move to the destination by only using a web camera
sensor. The mobile robot was enhanced and became more accurate upon the resolution of the
camera, light intensity and light stability. The mobile robot system was not only controlled by an
interactive interface but also achieved autonomous navigation by extracting the appropriate mapping
information. In future work, we will develop and design a vehicle system that is able to avoid
obstruction in various situations.

References

[1] Farag, W., 2018. Recognition of traffic signs by convolutional neural nets for self-driving
vehicles. International Journal of Knowledge Based and Intelligent Engineering Systems,
22(3), 205-214.

[2] Elbagoury, B. M., Maskeliunas, R. and Salem, A. B. M. M., 2018. A Hybrid Liar/Radar-based
deep learning and vehicle recognition engine for autonomous vehicle precrash control.
Eastern-European Journal of Enterprise Technologies, 5(9), 6-17.

[3] Zhou, Z., Akhtar, Z., Man, KL. and Siddique, K., 2019. A deep learning platooning-based
video information-sharing internet of things framework for autonomous driving systems.
International Journal of Distributed Sensor Networks, 15(11), https://doi.org/10.1177/
1550147719883133

[4] Boukerche, A., Siddiqui, A.J. and Mammeri, A., 2017. Automated vehicle detection and
classification: Models, methods, and techniques. ACM Computing Surveys, 50(5), 62,
https://doi.org/10.1145/3107614

[5]1 Li,B., Zheng, S. and Qiu, M., 2018. Research on picking identification and positioning system
based on IOT. International Journal of Online and Biomedical Engineering, 14(7), 149-160.

478


https://doi.org/
https://doi.org/10.1145/3107614

(6]

[7]

(8]

(9]

[10]

(11]

(12]

[13]

(14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

Current Applied Science and Technology Vol. 21 No. 3 (July-September 2021)

Visconti, P., de Fazio, R., Costantini, P., Miccoli, S. and Cafagna, D., 2019. Arduino-based
solution for in-car abandoned infants’ controlling remotely managed by smartphone
application. Journal of Communications Software and Systems, 15(2), 89-100.

Miiller, M., Casser, V., Lahoud, J., Smith, N. and Ghanem, B., 2018. Sim4CV: A photo-
realistic simulator for computer vision applications. International Journal of Computer Vision,
126(9), 902-919.

Wong, C.-C., Chen, H.-C., Lee, C.-T., Wang, C.-C. and Feng, H.-M., 2019. High interactive
sensory robot system design in the indoor autonomous services applications. Journal of
Intelligent and Fuzzy Systems, 36(2), 1259-1271.

Gwak, J., Jung, J., Oh, R.D., Park., M., Ramimov, M.A K. and Ahn, J., 2019. A review of
intelligent self-driving vehicle software research. KSII Transactions on Internet and
Information Systems, 13(11), 5299-5320.

Guillaumin, M., Kiittel, D. and Ferrari, V., 2014. ImageNet auto-annotation with segmentation
propagation. International Journal of Computer Vision, 110(3), 328-348.

Han, Y., Jiang, T., Ma, Y. and Xu, C., 2018. Pretraining convolutional neural networks for
image-based vehicle classification. Advances in Multimedia, 2018, https://doi.org/10.1155/
2018/3138278

Zhang, B., Zhou, Y., Pan, H. and Tillo, T., 2014. Hybrid model of clustering and kernel
autoassociator for reliable vehicle type classification. Machine Vision and Applications, 25(2),
437-250.

Martinez-Guanter, J., Aguera, P., Aglera, J. and Pérez-Ruiz, M., 2019. Spray and economics
assessment of a UAV-based ultra-low-volume application in olive and citrus orchards.
Precision Agriculture, 21(1), 226-243.

Wang, K., Yan, F., Zou, B, Tang, L., Yuan, Q. and Lv, C., 2019. Occlusion-free road
segmentation leveraging semantics for autonomous vehicles. Sensors, 19(21), 4711,
https://doi.org/10.3390/5s19214711

Ravankar, A., Ravankar, A.A., Kobayashi, Y., Hoshino, Y. and Peng, C.-C., 2018. Path
smoothing techniques in robot navigation: State-of-the-art, current and future challenges.
Sensors, 18(9), 3170, https://doi.org/10.3390/5s18093170

Layek, M.A., Chung, T.C. and Huh, E.-N., 2019. Remote distance measurement from a single
image by automatic detection and perspective correction. KSII Transactions on Internet and
Information Systems, 13(8), 3981-4004.

Zhao, J., Liang, B. and Chen, Q., 2018. The key technology toward the self-driving car.
International Journal of Intelligent Unmanned Systems, 6(1), 2-20.

Yenkaya, S., Yenkaya, G. and Diven, E., 2013. Keeping the vehicle on the road: A survey on
on-road lane detection systems. ACM Computing Surveys, 46(1), https://doi.org/10.1145/
2522968.2522970.

Ilias, B., Shukor, A.S., Yaacob, S., Adom, A.H. and Razali, M.H.M., 2014. A nurse following
robot with high speed kinetic sensor. ARPN Journal of Engineering and Applied Sciences,
9(12), 2454-2459.

Wong, C.-C., Chen, H.-C., Lee, C.-T., Wang, C.-C. and Feng, H.-M., 2019. High interactive
sensory robot system design in the indoor autonomous services applications. Journal of
Intelligent and Fuzzy Systems, 36(2), 1259-1271.

Ouyang, Z.-H., Cui, S.-A., Zhang, P.-F., Wang, S.-F., Dai, X. and Xia, Q., 2020. Iterative
closest point (ICP) performance comparison using different types of Lidar for indoor
localization and mapping. Lasers in Engineering (Old City Publishing), 47(4-6), 221-232.
Sidharta, H.A., Sidharta, S. and Sari, W.P., 2019. 2D mapping and boundary detection using
2D LIDAR sensor for prototyping autonomous PETIS (programable vehicle with integrated
sensor). Kinetik, 4(2), 107-114.

479


https://doi.org/10.1155/
https://doi.org/

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

[35]

Current Applied Science and Technology Vol. 21 No. 3 (July-September 2021)

Rivai, M., Hutabarat, D. and Nafis, Z.M.J., 2020. 2D mapping using omni-directional mobile
robot equipped with LIiDAR. Telecommunication Computing Electronics and Control, 18(3),
https://doi.org/10.12928/telkomnika.v18i3.14872

Mohammed, S.K.K. and Magbool, T.T., 2018. Android board based intelligent car anti-theft
system through face recognition using GSM and GPS. Journal of Applied Information Science,
6(2), 1-5.

Okarma, K. and Fastowicz, J., 2019. Adaptation of full-reference image quality assessment
methods for automatic visual evaluation of the surface quality of 3D prints. Elektronika Ir
Elektrotechnika, 25(5), 57-62.

Chiu, C.-C., Ku, M.-Y. and Wang, C.-Y., 2010. Automatic traffic surveillance system for
vision-based vehicle recognition and tracking. Journal of Information Science and
Engineering, 26(2), 611-629.

Ospina, R.E., Cardona, S.D. and Bacca-Cortes, B., 2017. Software tool for thermographic
inspection using multimodal fusing of thermal and visible images. Ingenieria y
Competitividad, 19(1), 53-68.

Bargoti, S. and Underwood, J.P., 2017. Image segmentation for fruit detection and yield
estimation in apple orchards. Journal of Field Robotics, 34(6), 1039-1060.

Franchetti, B., Ntouskos, V., Giuliani, P., Herman, T., Barnes, L. and Pirri, F., 2019. Vision
based modeling of plants phenotyping in vertical farming under artificial lighting. Sensors,
19(20), 4378, https://doi.org/10.3390/519204378

Esau, T., Zaman, Q., Groulx, D., Farooque, A., Schumann, A. and Chang, Y., 2018. Machine
vision smart sprayer for spot-application of agrochemical in wild blueberry fields. Precision
Agriculture, 19(4), 770-788.

Shinkuma, R., Nishio, T., Inagaki, Y. and Oki, E., 2020. Data assessment and prioritization in
mobile networks for real-time prediction of spatial information using machine learning.
EURASIP Journal on Wireless Communications and Networking, 2020, 92, https://doi.org/
10.1186/s13638-020-01709-1

Gomes, S.L., Reboucas, E.D., Neto, E.-C., Papa, J.P., Albuquerque, V.H., Filho, P.P.R. and
Tavares, J.M., 2017. Embedded real-time speed limit sign recognition using image processing
and machine learning techniques. Neural Computing and Applications, 28(1), 573-584.
Zhan, W., Xiao, C., Wen, Y., Zhou, C., Yuan, H., Xiu, S., Zhang, Y., Zou, X., Lu, X. and Li,
Q., 2019. Autonomous visual perception for unmanned surface vehicle navigation in an
unknown environment. Sensors, 19, 2216, https://doi.org/10.3390/519102216.

Xu, Y., Fang, G., Chen, S., Zou, J.L. and Ye, Z., 2014. Real-time image processing for vision-
based weld seam tracking in robotic GMAW. International Journal of Advanced
Manufacturing Technology, 73(9-12), 1413-1425.

Cubero, S., Aleixos, N., Albert, F., Torregrosa, A., Ortiz, C., Garcia-Navarrete, O. and Blasco,
J., 2014. Optimised computer vision system for automatic pre-grading of citrus fruit in the
field using a mobile platform. Precision Agriculture, 15(1), 80-94.

480


https://doi.org/
https://doi.org/10.3390/s19102216

