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Abstract 
 

The Twitter platform is a popular tool that is widely used by 
researchers to collect data on users’ personal lives, feelings and 
emotions. These data sets can be further analyzed using text mining 
techniques to predict the disorder of depression. There are nine 
symptoms of depression that are classified by American Psychiatric 
Association using DSM-5 criteria. The symptoms can be difficult to 
identify effectively. The unweighted vote ensemble is not practical 
for multi-class data. Therefore, this research proposes the multi-
objective optimization algorithms for depressive symptom 
prediction modeling (MOADSP) for the weighted voting ensemble, 
which can improve its effectiveness compared to the singer model. 
The objectives of this research were 1) to find the appropriate number 
of features; 2) to improve the weights of the prediction models based 
on the recall of the class for the ensemble; and 3) to compare the 
performance of the single, unweighted, and weighted voting 
ensemble models for depressive disorder. An information gain was 
used to select the features. The single classification techniques used 
in the experiment that had their frameworks tested were the Naïve 
Bayes, Random Forest, and K-Nearest techniques, while the vote 
ensemble models used were the unweighted and weighted models. 
MOADSP was applied to the weighted vote ensemble models. The 
results showed that the best recall classifier was KNN (98.60%), and 
the highest recall classifier was AVG TP weighted (98.43%) for the 
training model. The highest recall in the class depressive classifier 
was AVG TP weighted (80.00%) for the testing. This proposed 
method was beneficial for the prediction of depressive disorder.  
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1. Introduction 
 
Major depressive disorder (MDD) is a mental disorder characterized by people experiencing at least 
two continuous weeks of low mood, low self-esteem, dejection, sadness, desperation, and loss of 
interest in their activities [1]. An unbalanced level of neurotransmitters causes these symptoms of 
MDD to respond to cognitions, feelings, moods, behaviors, and depression. Like any other disorders, 
MDD can occur in people of all ages and genders. Risk factors for depression include stress, social 
rejection, adverse mental state, trauma, and specific behaviors. The symptoms vary among patients 
and can sometimes be severe as the patients may have low self-esteem, loss interest, insomnia or 
excessive sleepiness, unintentional weight loss or weight gain, fatigue, hallucinations, delusions, 
and even suicidal tendencies [2]. 

The World Health Organization (WHO) reported that 280 million people suffered from 
depression in 2021 [3]. Ukraine (6.3%), the United States (5.9%), Estonia (5.9%), Australia (5.9%), 
and Brazil (5.8%) were the countries with the most significant number of depression cases [4]. 
Moreover, depression can lead to suicide. More than 700,000 people per year committed suicide, 
and there were many more who failed in their attempt to commit suicide. Suicide was the fourth 
leading cause of death for young people aged 15-29 years [3] (after road accidents, tuberculosis, and 
interpersonal violence [5]). The cause of depression may be biological and social factors, such as 
lacking of proper life management, increasing emotional complexity, and changes in culture, values, 
or lifestyle. A significant number of adolescents need social support from friends and family to 
relieve stress and depression. Still, they are frequently perceived in a negative way by others around 
them. Often, appropriate treatments are needed to help them deal with the effects of social media 
[6]. People between the ages of 19-32 years with their frequent use of social media are highly 
susceptible to depression because most of the posts on social media display happiness and 
perception of a better lifestyle [6]. These posts can inadvertently make some people feel 
disappointment and resentment towards themselves. As of 2020, there were 396 million social media 
accounts worldwide [7]. The formats that appeared on social media include texts, images, 
animations, videos, emoticons, and so on. Since there is a massive amount of social media data 
generated by millions of users at a high rate, the data can be utilized can utilize for analysis to help 
and resolve the problems of depression. 

Data mining, or  the process of extracting significant data sets for relationships and patterns 
need to be understood and is precious to the data collector [8]. Nowadays, social media messages 
are analyzed via techniques such as text classification to find the relationships and patterns, the aim 
frequently being to use techniques  to study human behavior [9]. Several researchers in psychology 
have extracted behavioral data from the social media platforms such as Twitter, Sina Weibo, 
Tumblr, Reddit in order to analyze the psychological states of social media users [10]. Twitter data 
were obtain to analyze the four types of mental disorders: 1) emotional disorder, 2) trauma, 3) 
seasonal depression, and 4) major depressive disorder [11], to identify and study the types of 
depression symptoms, to detect the depression from features associated with depression [12], and to 
classify the depression [13]. User behavior from Reddit data was used to identify depression [14] 
and to detect depression evident in the users [15]. Onan et al. [16] researched with social media data 
and text classification consisted of experiments involving message filtering, stop word elimination, 
feature selection (FS), categorization, and efficiency measuring. They applied an appropriate 
method to transform raw data to information of interest that combined data mining, ensemble 
methods, and weight adjustment for prediction outputs through multi-objective optimization 
(MOO). Another method was the combination of ensemble pruning based on clustering and 
randomized search and multi-objective evolutionary algorithm to categorize messages. Zul et al. 
[17] specified the number of labels needed to analyze confidence level on Facebook and Twitter, 
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and Doenribram et al. [13] categorized depression by selecting features via the information gain 
(IG) method with Naive Bayes classification and vote ensemble. 

Furthermore, several researchers proposed data mining techniques to diagnose mental 
disorders [18], disease classification [19], and other areas that emphasized the FS method. 
Moreover, there were several methods used for reducing the dimension of data, optimizing the 
processing time, and increasing the performance model, such as the utilization of FS in the 
prediction of depression in the elderly [20], analysis of FS when identifying a depression model [2], 
and the reduction of the size of features of the prediction model of depression among adolescents 
[21]. 

A weighted voting ensemble is an ensemble machine learning algorithm that improves the 
performance for the classification models. The unstable problem of the unweighted called hard 
voting ensemble came from the number of weak classifiers having more than the robust classifiers, 
making the wrong vote and wrong answer [22]. Thus, the difficult task of the weighted voting 
ensemble and multi-objective optimization problem (MOOP) is to find the method, calculate, and 
determine the best-performing method from the various classifiers. 

The depressive disorder classification models have two problems, which are 1) finding the 
appropriate number of features by obtaining the accuracy and time effectiveness, and 2) determining 
the appropriate weight for the weighted voting ensemble.  

This research proposes 1) to find the appropriate number of features, 2) to improve the 
weights for the prediction models performance based on the recall of the class for the weighted 
voting ensemble model, and 3) to compare three methods: a single model, an unweighted model, 
and weighted voting models. In this research, data were collected from Twitter posts and comments 
from Doenribram et al. [13], classified the label of the data, and utilized the symptoms of depression 
via the DSM-5 questionnaire [23].  
 
 
2. Materials and Methods 
 
The materials and methods studied are divided into five categories: related work, information gain, 
classification algorithms, multi-objective optimization, and methodology. The details are as follows: 
 
2.1 Related work  
 
Nowadays, text classification has become a helpful tool for mental health applications such as 
depression. In particular, the analysis of user behavior in social networks involves correlation of key 
parameters and individual psychological traits. This research proposes a body of work related to the 
major depressive disorder classification (MDDC).  
 Twitter data was used to classify the severity of major depression disorder by considering 
the attributes and frequency of key words [24]. Kang et al. [25] analyzed comments, emoticons, and 
images to identify people susceptible to depression and then achieved accurate predictions through 
the weights assigned to various emoticons. Doenribram et al. [13] proposed the classification of 
depression from nine symptoms designated by the American Psychiatric Association using hashtags 
to assess the efficiency of the model and processing time. In that research, FS was performed using 
IG with various numbers of the features, 2000, 4000, 6000, and all features. The Naive Bayes 
technique was also used to classify symptoms with the probability boundaries specified as 0, 10, 20, 
30, 40, 50, 60, 70, 80, and 90 for filtering the message, then the vote ensemble utilized for the output 
predictions. Burdisso et al. [26] presented a text classification method called SS3 for depression 
detection over the social media streams. Alabdulkreem [27] studied posts from women during the 
COVID-19 pandemic, specifically in 50 or more posts, and compared the classification efficiency 
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of traditional and deep learning. Finally, Aldarwish and Ahmad [28] presented a classification of 
the severity of depression from social media posts to aid in diagnosis and treatment that was 
appropriate to the severity level. A method to correct imbalance in the dataset by randomly selecting 
an equal number of relevant and irrelevant posts, and by using the Porter stemming algorithm in 
shortening the word length were also recommended. 
 From Doenribram et al. [13], citing the American Psychiatric Association, Table 1 shows 
an analysis of DSM-5 questionnaires for respondent who had a history of symptoms lasting for 10-
14 days. The total sums of scores for all nine symptoms were used for the assessment of depression. 
They were divided into four levels, 1) 0-8 non-depression or minimal depression, 2) 9-14 mild, 3) 
15-19 moderate, and 4) 20-27 server level. These questionnaires were one of the standard methods 
used to estimate the level of depression of the respondents. 
 
Table 1. DSM-5 criteria from American Psychiatric Association 

No Symptoms Non Someday Frequently Symptoms 

1 Depressed mood 0 1 2 3 
2 Diminished interest 0 1 2 3 
3 Change in appetite 0 1 2 3 
4 Change in sleep 0 1 2 3 
5 Slowed thinking 0 1 2 3 
6 Worthlessness or guilt 0 1 2 3 
7 Fatigue 0 1 2 3 
8 Agitation or retardation 0 1 2 3 
9 Suicidal ideation 0 1 2 3 

 
2.2 Information gain  
 
An information gain (IG) method in FS reduces the size of the original data without loss of essential 
data characteristics and can help to make a fast and efficient model. IG is a filter method that is fast, 
accurate and easy to interpret [29]. Among the filter methods, IG has often been seen to give better 
results than other filter methods [30]. It is widely used to reduce the number of features for text 
classification [31], and many researchers have applied it in their research [13, 30, 32].  
 IG considers the probability of each possible feature, then measures the entropies to select 
the important attributes or divide the data into subsets by calculating the gain value. If the gain value 
of the highest dimension is chosen, it will identify the tuple in set D. Entropy is the measurement of 
the impurity of the data. The information gain based on the information theory is calculated, 
computed the difference between entropy before and after the splitting process, and specified the 
impurity in the class elements from equations (1) (2) and (3). This can partition the classification 
[33].  

 

 Info(D)= -∑ Pi log2 Pi
m
i=1  (1) 

InfoA(D) =�
|Dj|
|D|

v

j=1

 × InfoDj 
(2) 

Gain(A) = Info(D) - InfoA(D) (3) 
 
where Pi is the probability of record i, m is the number of members in set data D 
 Dj is the member of set data D. 
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2.3 Classification algorithms  
 
Classification problems can be solved by various algorithms, but this research focuses on multi-
class classification algorithms because it deals with the nine symptoms specified by the American 
Psychiatric Association.  
 Naive Bayes (NB) is a simple supervised learning method for classification by calculating 
the probability to infer the solution. A conditional probability model is used as the data training 
model [8]. It is appropriate for classifying a large sample set with independent features and is famous 
for text classification [34] as calculated by equation (4). 

 

P( A ∣ B )=
P(B|A) P(A)

P(B)  
(4) 

 
where P(A|B) is the probability of A, given B, denoting the incidence of B happening on condition 
that A happens. P(A), P(B) is the likelihood of event A or B. 
 K-nearest neighbors (KNN) is a simple classifying method that involves scrutinizing the 
closest distance between the data and the learning set, where k is the number of the nearest 
neighbors. K should be an odd number to avoid the same number of label neighbors problems [35]. 
The KNN method compares all the features between the unknown and the training dataset then 
considers the rows closest to the classified rows measured by a distance function such as Euclidean 
Manhattan and Minkowski. The simple Euclidean formula calculates the nearest distance as shown 
in the equation (5). 
 

d=���pi - qi�
2

n

i=1

 
(5) 

                    
where p and q are two n-space coordinate points, d is the distance between pi and qi, and i is the 
number of set members.   
 Random forest (RF) is a technique of ensemble learning. The training data and distinct 
features are randomly selected into multiple sets. Then the models are constructed using a collection 
of decision trees [36], where the out-of-bag data are collected into the data test for the prediction. 
Finally, the model results are brought into voting, and the result with the most votes is the solution. 
Random forest has a better prediction efficiency than class tree classifiers. 
 Vote ensemble is a classification method of voting that is very simple, efficient, and 
prevalent in ensemble learning. This method applies the same training data to the models from 
various techniques. Similarly, the same set of test data is then applied to the models. Finally, the 
prediction results from the models are voted, and the one with the most votes is taken as output. 
Generally, there are two types of voting schemes: unweighted and weighted voting schemes. The 
unweighted voting scheme is simple and widely used, and all classifiers get the same weight [37]. 
A disadvantage of the unweighted vote technique is that it is not always possible to predict well 
because sometimes predictions may not find plurality voting. If weak classifiers are voted, the 
model’s performance is affected. The weighted voting method can solve this problem. It chooses 
the label by the most weighted value instead of the majority votes. There are a number of variations 
of weighted voting and included are simple weighted voting, rescaled weighted voting, best-worst 
weighted voting, and quadratic best-worst weighted voting [22]. 
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2.4 Multi-objective optimization  
 
Optimization is a method used to find the best solution for a problem under specific conditions, and 
it may involve single-objective optimization problem (SOP) or MOOP. The difficulty of finding a 
solution depends on various factors such as the nature of the problem, search space, local optima, 
and the size of the search space. The SOP method finds out the output to serve only one objective 
and the single best output. Therefore, it is not suitable for multi-objective situations in which there 
is more than one conflicting objective function, and a suitable solution is required to assign the 
weights to each output for a different class. The determining solutions to the problem include the 
weighted sum approach and the Pareto-based approach [22]. This research focuses on the weighted 
sum approach and MOOP. The weights were obtained by the correct prediction rate of the classes 
from the true positive values. The basic classifier techniques [38] are combined as shown in 
equations (6) (7) and (8). 
 

TP-rate=
True positive class n

Total member of class n
 

 
(6) 

 
The formula calculates the new weights (TP-weight class) as shown in the following equations. 
 

TP-weight class = Probability x TP-rate   (7) 

AVG TP-weight class = weight max
�  �P x (Tr�)w

class

n=c
C

 
 

 (8)    

 
where n is the number of the class, P is the probability of each member of class n,  Tr is the weight 
of class from the prediction (TP-rate), w refers to the total number of instances, and C is the number 
of basic models used to create learning models. 
 This research uses the theory of information gain to feature selection, Naive Bayes, K-
nearest neighbors, Random forest and compares the performance of the unweighted and weighted 
voting of the MOOP method using equations (6)(7) and (8) of the models. 
 
2.5 Methodology  
 
Text mining is currently a popular method of finding and extracting hidden information in a large 
amount of data. It is often used in text classification, and includes data selection, data preparation, 
model construction, and evaluation [9]. This research proposed a multi-objective optimization 
algorithm for depressive symptoms prediction modeling (MOADSP) to solve the problems of the 
unweighted vote method, which was then deployed to predict the depression from Twitter data. The 
MOADSP calculates the maximum average weight of the predicted results from the probability of 
each record and the calculated recall of each class. This research methodology is divided into four 
phases, i.e. 1) data collection, 2) feature selection, 3) MOADSP, and 4) evaluation, as shown in 
Figure 1. 
 
2.5.1 Data collection 
 
The data collection consisted of the following dataset from the depression dataset from Twitter [13]. 
The data set was divided into two parts, which were the training data and testing data. The training 
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data was selected from hashtags that indicated the nine symptoms of depression and normal 
behavior, as shown in Table 2. It contained 30,000 messages indicative of 10 symptoms of 
depression: 1) depressed mood, 2) diminished interest, 3) changes in appetite, 4) changes in sleep, 
5) slowed thinking, 6) feelings of worthlessness or guilt, 7) fatigue, 8) agitation or retardation, 9) 
suicidal ideation, and 10) normality. The testing data comes from the post of 30 persons who are 
celebrity patients: 15 persons with depression (34,435 messages) and 15 persons with non-
depression samples (22,498 messages). 
 
Table 2. The training data selected from the hashtags 

No Symptoms Hashtag Number of 
messages 

1 Depressed mood #sadness #depressive 3,000 
2 Diminished interest #loss of interest #lose interest 3,000 
3 Change in appetite #appetite #hunger 3,000 
4 Change in sleep #sleepless #lethargy 3,000 
5 Slowed thinking #unthinking #out thinking 3,000 
6 Worthlessness or guilt #guilt #disgrace #dishonor 3,000 
7 Fatigue #tired #bored #fatigued 3,000 
8 Agitation or retardation #lackadaisical #lazy #loafing #phlegmatic 3,000 
9 Suicidal ideation #suicidal #dangerous #destructive 3,000 
10 Normal #happy 3,000 

 Total  30,000 

 
2.5.2 Feature selection 
 
The feature selection process of the training data was divided into two sections, and the details are 
as follows:  
 The text preprocessing section managed the training data for modeling. The information 
obtained from Twitter had to be modified or have information removed. Unnecessary data and 
insignificant words such as the stop words, links, punctuation, symbols, emails, retweets, and 
usernames were removed. This section was divided into five steps: Step I: Regular expression 
management, Step II: Word segmentation management, Step III: Transformation management, Step 
IV: Filter stop words, and Step V: Binary term weighting. 
 Step I: Filtering the irrelevant data, such as retweeted messages, links, and usernames. 
 Step II: Dividing the words from each sentence and constructing the bags of words (BOW) 
to compute the frequency of each word. 
 Step III: Transforming the words in the bags of words to the lowercase. 
 Step IV: Filtering out the stop words such as any, before, cannot, into, most, shan't, which, 
and yourself. 

Step V: Performing the weighting designates for each word in the bag of words using the 
binary term occurrence. 
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Figure 1. The research framework 
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Optimal feature selection performs an efficient model, which can be divided into four steps, 
i.e. Step I: Preparing the data and selecting the method of feature section, Step II: Calculating IG 
and ranking, Step III: Finding the model effectiveness, and Step IV: Applying the optimal feature 
for MOADSP modeling as follows. 
 Step I: Preparing and performing the feature selection using IG by finding the appropriate 
k constant, the resultant number of features enabling the most efficient model and fast processing 
time. 
 Step II: Calculating and ranking the features using top k from the follow values: 200, 300, 
400, 500, 600, 700, 800, 900, 1000, 1100, 1200, 1300, 1400, 1500, 1600, 1700, 1800, 1900, 2000, 
2100, 2200, 2300, 2400, 2500, 2600, 2700, 2800, 2900, 3000, 4000, and 6000 to find the number of 
features increasing the accuracy in balance with the processing time. 
 Step III: Finding the model with the effectiveness created from the NB, RF, and KNN 
classification techniques. The construction of the model utilizes the 10-fold Cross-validation 
method, which constitutes the training data of 90% and the testing data of 10%. The results have 
provided the accuracy and time effectiveness, as shown in Figure 2 and Table 3. 

Step IV: The best way to balance models from step III is applied to MOADSP modeling. 
Figure 2 shows the 1,300 features used to model the accuracy and the processing time. The recall of 
the 1,300 features modeling (shown in Table 6) was applied in phase III. 
 

 

 
 

Figure 2. The accuracy and time consuming represented from the three primary classifications 
with various numbers of features 
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Table 3. The results of the accuracy and time 

Features Accuracy 
    NB                 RF                  KNN 

Time (minute) 
      NB                   RF               KNN 

200 85.35 87.10 84.61 0.10 1.44 3.12 

300 86.11 87.29 87.29 0.13 2.34 4.26 

400 86.26 87.31 89.14 0.18 3.18 5.19 

500 86.33 87.88 89.50 0.24 4.20 6.09 

600 86.44 88.22 90.12 0.29 4.58 6.15 

700 86.55 88.21 90.32 0.34 5.07 6.32 

800 86.58 88.11 90.44 0.37 5.28 7.06 

900 86.32 87.98 91.24 0.38 8.27 7.38 

1000 86.77 87.92 90.35 0.40 7.27 8.10 

1100 86.74 88.32 90.78 0.51 7.35 8.28 

1200 86.54 88.45 90.78 0.55 8.02 9.18 

1300 86.77 88.30 90.79 1.01 8.03 10.05 

1400 86.52 88.25 90.93 1.09 12.38 10.52 

1500 86.58 88.49 91.09 1.18 15.32 11.32 

1600 86.56 88.09 91.20 1.25 14.51 12.25 

1700 86.64 87.63 91.24 2.03 17.19 14.28 

1800 86.36 88.00 91.24 1.40 19.00 14.38 

1900 86.51 88.29 91.24 1.45 18.51 14.33 

2000 86.01 87.88 91.03 1.58 22.37 14.42 

2100 86.16 88.14 91.23 2.06 23.37 19.02 

2200 86.10 87.76 91.20 2.11 24.34 17.22 

2300 85.88 87.46 91.22 2.17 25.54 19.01 

2400 85.89 87.96 91.34 2.24 27.44 18.52 

2500 85.92 87.02 91.33 2.52 28.53 19.42 

2600 85.77 87.43 91.36 2.38 29.60 20.36 

2700 85.64 87.41 91.30 3.25 31.19 18.41 

2800 85.44 87.37 91.38 3.24 31.30 19.45 

2900 85.33 87.61 91.35 3.34 33.12 25.51 

3000 85.34 86.19 91.36 4.07 37.22 27.42 

4000 84.64 86.28 91.28 5.09 50.06 34.43 

6000 83.53 82.97 91.22 8.48 83.40 43.08 
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2.5.3 Multi-objective optimization algorithms for depressive symptoms prediction (MOADSP) 
 
The MOADSP modeling stage was divided into two steps: 1) Basic classification uses of the outputs 
of the model from phase II of the training data, and 2) Calculation of the weighting values and 
adjustment of the multi-objective optimization (MOO); the details are as follows:   
 Calculating the weighting values that were calculated from the number true positives (TP) 
dividing the number of members in each class (6) called TPrate. The probability multiplied by 
TPrate of the class n was called the TP weight (7), and the average maximum of TP weight of class 
n was called the AVG TP weight (8). 
 Adjusting the multi-objective optimization that the MOADSP chose for the AVG TP 
weight of each class n for final prediction.  
 Calculating the weighting values algorithm and adjusting the MOO steps to compute as 
shown in Table 4. 
 The vote ensemble compares unweighted and weighted votes of the MOADSP model for 
the prediction decision stage are unweighted, TP weight, and AVG TP weight by the testing data. 
An example of the principle of calculating the results of each model is in Figures 3-5. 
 
Table 4. The calculation of the TP weight and AVG TP weight value algorithm 

Algorithm calculation the weighted vote ensemble 
1. Calculating TPraten of each classifier c  
                TPrate = (true positive class n) / (total member of class n) where n is class 
 
2. Calculating TPweight(m,n) = (Probability x TPrate)n  where m is member and n is class 
3. Assigning the weight of each classifier c the NewTPweight(m,n) = TPweight 
4. Calculating AVGTPweight of each classifier c  

AVGTPweight(m,n)= sum (TPweight(m,n)) / (number of classifier c) 
                where m is member, n is class, and c is the number of classifiers 
 
5. Assigning the weight of each classifier c the NewAVGTPweight(m,n) = AVGTPweight 
6. Adjusting the MOO for the final prediction of the TP weight voting ensemble 
 6.1  PreTPn= max(NewTPweight(m,n)) 
 6.2  Assigning the final prediction class of PreTPn  = class n  
 
7. Adjusting the MOO the final prediction for the AVGTP weight voting ensemble   
          MOADSP 
 7.1  PreAVGn= max(NewAVGTPweight(m,n)) 
 7.2  Assigning the final prediction class of PreAVGn  = class n  
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Figure 3. Unweighted vote algorithm 
 

 
 

Figure 4. TP weighted vote algorithm 
 

 
 

Figure 5. AVG TP weighted vote algorithm 
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2.5.4 Evaluation 
 
The evaluation phase was divided into three stages, and the details are as follows: 
 Applying the model: deployment to classify the depressive symptoms that were contained 
in 30 datasets as 15 non-depressive and 15 depressive samples for checking and demonstrating the 
classification model performance.  
 Depressive analysis: Using the results of a model predicting nine symptoms of depression. 
This involved counting the frequency and symptom duration in the system for 14 days, with moving 
up of the period with a one-day moving window, and calculating the new frequency until completed. 
Then the sum of the scores was calculated to measure the severity level of depression.  
 Evaluation: This research evaluates the efficiency of the models using Accuracy, Precision, 
Recall, and F1 as shown in equations (9) (10) (11) and (12), respectively. 
 

Accuracy=
TP+TN

TP+TN+FP+FN
 (9) 

Precision=
TP

TP+FP
 (10) 

Recall=
TP

TP+FN
 (11) 

F1=
2 * (Precision * Recall)

(Precision + Recall)
 

(12) 

 
where TP is an outcome for the model correctly predicted event values, FP is an outcome for the 
model incorrectly predicted event values,  TN is an outcome for the model correctly predicted no-
event values, and  FN is an outcome for the model incorrectly predicted no-event values. 
 
 
3. Results and Discussion 
 
This section is divided into three parts: 1) training data part to modeling for the feature for 
application of MOADSP, 2) testing data performance to evaluate the model, and 3) paired samples 
t-test [39] to compare the significance of the result between the unweighted and weighted voting 
ensemble method. The parameter settings and the results of the experiment are shown in Table 5. 
 
Table 5. Parameter setting for each basic classification 

Method Parameter Setting 

NB estimation mode = greedy, minimum bandwidth = 0.1, number of kernels = 10,  
use application grid = true, application grid size =200 
 

RF number of trees = 100, criterion = gain ratio, maximal depth =10,  
guess subset ratio = true, voting strategy = confidence vote  
 

KNN k=3, measure type = NumericalMeasures, numerical measure = 
CosineSimilarity, weighted vote = true 
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3.1 Training data performance 
 
The results of the text classification of the training data are shown in Table 6. The best accuracy and 
recall values came from KNN, and were 90.79% and 98.60%, respectively. It works and produces 
well when decision conditions are complex and it is robust for noisy data [ 40] .  However, RF 
performed with the best precision for six classes, namely depressive, appetite, thinking, guilt, 
suicidal, and normal classes. KNN gave the best recall in the loss of interest class, equal to 98.60%. 
NB had the best precision in the loss of interest class, equal to 98.95%. The processing time directly 
varied with the number of features. 

Table 7 shows that the unweighted vote method gave the best recall for thinking and 
tiredness classes; the TP weighted vote method offered the best recalls for loss of interest, appetite, 
sleep, and guilt. The AVG TP weighted vote method gave the highest recall equal to 98.43% in the 
loss of interest class, and the best recall for the depressive, movement, suicidal, and normal classes. 

 
3.2 Testing data performance 
 
This process used the testing data of 15 people with depression (Yes) and 15 non-depression (No) 
people to measure the efficiency of the MOADSP modeling. 

Table 8 shows that RF had the highest recall, equal to 86.67% for the depression class in 
the single model case. The AVG TP weighted gave the best recall equal to 80.00% in the depression 
class, and accuracy equal to 66.67% in the ensemble model. The unweighted voting had the highest 
processing time. Table 8 also shows the results of the data testing, and it was found that the group 
of non-depression showed a high overfitting rate because the number of posts per day affected the 
predictions due to comments or condolences made in reference to the news, events, and important 
days, as can be seen in the training data in comments such as:  

 
Table 6. Single modeling with 1,300 features performance 

Class NB RF KNN 
 Precision Recall Precision Recall Precision Recall 
Depressive 87.90 91.07 96.56 89.83 84.08 96.30 

Loss of interest 98.95 87.70 96.33 97.17 97.17 98.60 

Appetite 94.30 87.13 97.09 90.17 92.82 95.20 

Sleep 82.02 78.30 69.30 83.07 73.34 91.07 

Thinking 91.97 86.23 93.46 89.53 91.49 78.17 

Guilt 87.28 89.40 96.54 88.40 95.44 93.53 

Tired 66.21 91.70 75.47 88.60 94.28 85.77 

Movement 87.58 83.00 78.43 86.43 95.23 88.43 

Suicidal 91.21 83.67 96.46 83.67 95.94 89.77 

Normal 88.79 87.63 95.56 87.60 95.02 91.63 

Accuracy 86.77 88.30 90.79 
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Table 7. The recall of the 1,300 features of the vote ensemble modeling 

Class Unweighted TP Weighted AVG TP Weighted 

Depressive 96.30 96.33 96.47 

Loss of Interest 97.97 98.40 98.43 

Appetite 94.47 95.17 95.13 

Sleep 87.07 91.17 89.50 

Thinking 91.27 75.30 91.13 

Guilt 92.93 94.87 94.63 

Tired 89.97 87.33 87.63 

Movement 86.90 89.30 90.00 

Suicidal 87.73 90.83 91.17 

Normal 90.40 92.13 92.37 

  
Table 8. The testing data performance modeling 

 Models Precision Recall F1 Accuracy Time 

  Yes No Yes No Yes No  (Minute) 

Si
ng

le
 NB 56.25 57.14 60.00 53.33 58.06 55.17 56.67 10:02 

RF 60.00 52.00 20.00 86.67 30.00 65.00 53.33 15:58 

KNN 47.37 45.45 60.00 33.33 52.94 38.46 46.67 60:46 

En
se

m
bl

e 

Unweighted 45.00 45.00 60.00 26.67 51.43 32.00 43.33 72:13 

TP weighted 61.11 66.67 73.33 53.33 66.67 59.26 63.33 - 

AVG TP 
weighted 

63.16 72.73 80.00 53.33 70.59 61.54 66.67 - 

 
 “We are lost. Our children are seeing yet another school shooting”, 
 “ How to reduce mass shooting deaths? Experts rank gun laws”, 
 “Another school shooting last Thursday w/3 dead and I’m only now hearing about it”  
 “Chants of no more guns break out as thousands attend candlelight vigil honoring Florida 
shooting victims and death ”, and 
 “ Watching yet another school shooting, big loss, condolences to their families”.  

These are not related to the symptoms but contains words that be within the scope of the 
depression symptoms, such as loss, shoot, dead, and gun. Moreover, it was found for groups with 
depression that their messages were routinely related to work. It had nothing to do with expressing 
feelings or symptoms of depression, and then it was an analysis based on DSM-5 that provided the 
results that were different from the training data. Example were “Throwback Thursday: this photo 
was taken yesterday?”, “Fashion today show”, and “Almost time for the next Flower Shop Mystery: 
Snipped in the Bud! Mark calendars Sunday”. The same applied for differences in the training data 
and testing data of the features such as tiredness, sadness, lethargy, loafing, depressive, fatigued, 
and laziness. 
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3.3 Paired samples t-test  
 
This research compared the effectiveness of the models for the unweighted and weighted voting 
methods by the paired samples t-test and the hypotheses that expressed the differences and the 
significance of the deployment performance as follows:  
 H0= The unweighted has a better performance method than TP weighted voting method. 
 H1= The TP weighted has a better performance method than the unweighted voting method.   
And H0= The unweighted has a better performance method than AVG TP weighted voting 
method. 
 H1=  The AVG TP weighted has a better performance method than the unweighted voting 
method.   

The precision, recall, and F1 from the results of the testing data were calculated as shown 
in Table 9. From Table 9, the difference between the unweighted and TP (Yes and No) methods that 
was statistically very significant (p-value < 0.05), meaning rejection of the H0 hypothesis and 
acceptance of the H1 hypothesis. The difference between the unweighted and AVG TP (Yes and No) 
methods was statistically very significant (p-value < 0.05), indicating rejection of the H0 hypothesis 
and acceptance of the H1 hypothesis. Therefore, the TP weighted and AVG TP weighted methods 
were suitable for the major depressive disorder classification models. 
 
Table 9. The paired samples t-test between the performance of the unweighted and weighted vote 
ensemble 

 Methods Mean S.D. SEM 95% Confidence 
Interval of This 

Difference 

t Sig  
(2-tailed) 

     Lower Upper   

Y
es

 

Unweighted 52.143 7.525 4.344 
-18.426 -11.360 

18.140 0.0030 
TP weighted 67.037 6.118 3.532   

Unweighted 52.143 7.525 4.344 
-22.878 -13.336 

35.926 0.0008 
AVG TP weighted 71.250 8.439 4.873   

N
o 

Unweighted 34.557 9.429 5.444 
-32.820 -17.573 

14.221 0.0049 
TP weighted 59.756 6.684 3.859   

Unweighted 34.557 9.429 5.444 
-31.593 24.3604 33.286 0.0009 AVG TP weighted 62.533 9.738 5.622 

 
  
4. Conclusions 

 
In this research, we found the appropriate number of features, improved the weighted vote ensemble 
using multi-objective optimization, and compared the performance models of single and vote 
ensemble models for depressive disorder from Twitter. Creating the model for the number of 
features was done using the IG method, and a binary term occurrence weighting was appropriate for 
the short term. The single classification techniques used the NB, RF, and KNN techniques for 
creating the classification model. The vote ensemble models used the unweighted, TP weighted, and 
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AVG TP weighted methods. The weighting values were calculated from the True Positive from the 
single model applied to MOADSP. The feature selection process revealed the 1,300 features 
modeling to apply MOADSP to calculate each class’s weighting. Then the deployment phase used 
the test set for comparing the performance model, paired-samples t-test of the results between the 
unweighted and TP weighted, the unweighted and AVG TP weighted voting methods.  
  The results of the 1,300 features modeling for the single modeling showed that the best 
precision of all classes was NB (98.95%) of the loss of interest class, but the best recall and accuracy 
of all classes was KNN with (98.60%) and (90.79%) for the loss of interest class, respectively. The 
resulting proposed model was better and used less features than described by Doenribram et al. [13]. 
After that, the application to the MOADSP phase for the vote ensemble modeling showed that the 
best recall of all classes was AVG TP weighted (98.43%) for the loss of interest class. The results 
for all classes except the sleep and tired classes were greater than 90% because the words were 
ambiguous and found in both classes. The example words are “tired” and “time”. This model was 
found to be more effective and accurate when the text contained more than three terms. The result 
of the deployment phase using the test data of 15 people with depression and 15 non-depressive 
persons showed that the best accuracy was the AVG TP weighted (66.67%). The highest recall in 
the non-depressive class was RF (86.67%), and the highest recall in the depressive class was AVG 
TP weighted (80.00%). The result of the paired samples t-test process of the TP and AVG TP 
weighted in the depression of both classes was statistically significant, and the p-value was less than 
0.05. 
  This research can solve the unstable problem of unweighted voting in case of a non-
majority vote; the inefficiency results occur because of weak classifiers. The training data reached 
high performance, and conversely with the testing date because some people fed many Tweets and 
retweets of news that were social news such as "bored with the time #bored", which affected the 
model.  
  Finally, this research can resolve the problems of the single classification model and the 
unweighted voting ensemble and we chose the appropriate number of attributes for the dataset. This 
made the model effectively when the number of terms was more than three terms and took a short 
time to process. Therefore, in future work, we would like to analyze the keywords that are within 
the scope of levels 1-3 for depression and the sequence of symptoms leading to depression. 
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