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Abstract 
 

The purpose of this recent work was to investigate the efficiency of ultrasonic (US) treatment 

on the postharvest quality and bioactive compounds of ‘Kim Ju’ guava fruits during storage at 

room temperature (RT) (28±1°C) for 6 d. The fruit samples were sonicated at 40 kHz and 150 

w for 10 min. Visual appearance, colour attributes, weight loss, total soluble solids (TSS), 

titratable acidity (TA), texture, pectin substances, antioxidant activity, total phenols and 

flavonoids contents of the fruits were monitored during storage. The fruits treated with US had 
better visual appearance than that of untreated fruits. US treatment could delay weight loss but 

it had no effect on all colour attributes, TSS and TA of fruits. Fruit softening was inhibited by 

US treatment due to delay in the formation of increased soluble pectin and decreased insoluble 

pectin contents. Moreover, US treatment could enhance antioxidant activity and the total 

phenols and flavonoids contents. Nevertheless, there was no change of ascorbic acid content in 

fruits during storage. These results suggest that US treatment is an effective postharvest 

approach, which could preserve postharvest quality and level of bioactive compounds of ‘Kim 

Ju’ guavas during short-term storage at RT. 

 

Keywords: guava; ultrasound; bioactive compound; firmness; fruit 

DOI 10.14456/cast.2021.19 
 

 

1. Introduction 
 

Guava (Psidium guajava L.) fruit is a commercial fruit in Southeast Asian countries including 

Thailand. Thailand has been widely known as a potential country producing tropical fruits such 

as durian, rambutan, papaya, pineapple, and guava [1]. Guava has been produced for domestic 
and international markets. Three commercial cultivars such as ‘Klomsali’, ‘Salithong’, and 

‘Kim Ju’ have been commonly grown in Thailand [2]. They are white guavas and they are best 

consumed at full mature green stage when the flesh is still crisp. Besides their crispy texture and 

bright-green skin, white flesh and sweet-and-sour taste are other attractive characteristics of 

Thai guava. Among the commercial cultivars of guava, ‘Kim Ju’ is one of the most popular 

cultivars in the domestic and export market. In the domestic market, guava fruits are mostly 

kept at room temperature (RT) rather than storage in a cold room, a condition which limits its 

shelf-life and marketing period. Skin browning, rotting, softening, and weight loss are the main 
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factors affecting quality and marketability of guava fruits [3, 4]. Guava is classified as a 

climacteric fruit that exhibits peaks of respiratory rate and ethylene production during the 

ripening process [5, 6].  At the average atmospheric temperature in Thailand (28-32°C), guavas 

typically undergo rapid deterioration within 3-4 days [7]. Recently, many postharvest treatments 

such as heat treatment [8], calcium treatment [9], exogenous plant-growth regulators treatment 
[4, 7] have been applied to maintain postharvest quality and reduce the deterioration of guavas 

during storage.  

The potential of ultrasonic (US) treatment has been recognized in food industry since 

the 1970s. It has been used in food processing and extraction due to its cavitation effect [10]. 

Recently, US application has been accepted as an effective physical treatment for controlling 

postharvest quality and inducing pathogenic resistance in fruits and vegetables such as tomatoes 

[11, 12], table grapes [13] and loquats [14]. Many previous works suggested that US could 

enhance defence mechanisms, antioxidant activities, secondary metabolites biosynthesis [12, 

15, 16] as well as strengthen cell walls and membrane structures in plants [17, 18]. It has also 

been claimed that US treatment for an appropriate time could enhance product quality, reduce 

chemical hazards, lower energy consumption and be an environmentally friendly technique 

[10]. However, the investigation of US effects on the postharvest quality of Thai guava fruits 
has not been reported yet. Thus, the purpose of this study was to investigate the efficiency of 

US treatment on physiochemical quality and bioactive compounds of ‘Kim Ju’ guava during 

short-term storage at RT. 

 

 

2. Materials and Methods 
 

2.1 Plant materials preparation 
 

Guava (Psidium guajava L.) cv. ‘Kim Ju’ fruits at commercial maturity (100 days after anthesis) 

were harvested from an orchard in Rachaburi province, Thailand. Then, the fruits were delivered 

to Laboratory at Department of Agricultural Education, King Mongkut’s Institute of 

Technology Ladkrabang within 3 h. The fruit samples were then screened on the basis of 

uniform size (180-200 g per fruit) and quality (being without damages and diseases). 

Afterwards, the selected guava fruits were cleaned by rinsing with chlorinated water and dried 
at RT for 10 min. 

 

2.2 Treatments 
 

In our preliminary experiment, the effect of ultrasonic (US) treatment at 40 kHz and 150 w, for 

5, 10, 15 or 20 min compared with the control treatment (without US) on visual appearance of 

the fruit during storage at RT (28 ± 2 °C) for 5 d was investigated. The result indicated that the 

visual appearance of fruit treated with US for 5 min was not different from untreated fruit. 

Moreover, browning skin was obviously found in the fruit samples treated with US for 20 min. 
US treatment for 10 or 15 min maintained the visual appearance of the fruit being storage in a 

superior way than other treatments (data not shown). Therefore, US treatment for 10 min was 

selected to study its effect on physicochemical quality of ‘guavas during short-term storage at 

RT. In this study, the US treatment was operated using an ultrasonicator at 40 kHz and 150 w 

(GT-1860QTS, China). The guava fruits were treated for 10 min and the fruit samples dipped 

in water for 10 min were used as negative control samples. After treatment, each individual 

guava fruit was wrapped in a LLDPE film (commercial plastic film for guava) and then stored 

at RT for 6 d. The physicochemical quality parameters such as visual appearance, superficial 

colour attributes, total soluble solids (TSS), total acidity (TA), texture, pectin substances, 

antioxidant activity, phenolic compounds, flavonoids and ascorbic acid contents of both US 

treated and untreated guava fruits were monitored during storage. 
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2.3 Visual appearance and superficial colour measurement 
 

The visual appearance of guavas during storage was evaluated by taking photographs. 
Photographs of the fruit samples were at day 0, 2, 4 and 6. Colour attributes such as L*, a*, b*, 

hue and chroma values were determined using a Minolta colorimeter CR-300 (Minolta Camera 

Co., Japan). 

 

2.4 Total soluble solids (TSS) and titratable acidity (TA) measurement 
 

TSS content of guava fruit was determined using a refractometer (ATAGO, Japan). The data 

were expressed as percentage of TSS (%). TA content was assayed using the titration method 

of Association of Official Analytical Chemists [19]. The guava juice was titrated with 0.1 N 
NaOH using phenolphthalein as an indicator. The volume of titrated NaOH was used for 

calculation.  The data were shown as the percentage of citric acid (% citric acid). 

 

2.5 Texture measurement 
 

The texture of guava fruits was measured using a TA Plus Texture Analyzer (Lloyds, England). 

A cylindrical probe (3 mm diameter) was used to measure the hardness of fruits at the operation 

rate of 1 mm sec-1. The maximum force (Newton, N) was recorded as hardness. 

 

2.6 Soluble- and insoluble-pectin substances determinations  
 

Acetone insoluble solid (AIS) of guava was prepared according to the method of Supapvanich 

et al. [4]. All gained AIS was then used to extract pectin substances. The soluble pectin in AIS 

was extracted with 50 mM ethylenediaminetetraacetic acid (EDTA) consisting of 50 mM 

sodium acetate (pH 7) for 6 h at RT. The filtrate was collected and soluble pectin was 

precipitated using absolute ethanol. The cake was again extracted with 50 mM sodium carbonate 

(Na2CO3) consisting of 20 mM sodium borohydride (NaBH4) for 24 h at 4±1°C followed by at 

ambient temperature for 2 h.  The insoluble pectin was precipitated using absolute ethanol. Both 
the soluble and insoluble pectins were assayed using the method described by Ahmed and 

Labavitch [20]. The data were expressed as gram of galacturonic acid per kilogram fresh weight 

of sample (g kg-1). 

 

2.7 Antioxidant activity determination   
 

Guava pulp (5g) was extracted with 60 % (v/v) ethanol. The extract was used to determine ferric 

reducing antioxidant potential (FRAP), and the concentrations of total phenolic compounds and 

flavonoids. FRAP was assayed using the method of Benzie and Strain [21]. The sample was 
mixed with FRAP reagent, consisting of acetate buffer (pH 3), 10 mM 2,4,6-tripyridyl-1,3,5-

triazine (TPTZ) and 20 mM ferric chloride hexahydrate in the ratio of 10:1:1. The mixture was 

incubated at RT for 30 min and the absorbance at 630 nm wavelength was then recorded. FRAP 

was computed and expressed as mmole Trolox equivalents per kg fresh weight of sample (mmol 

kg-1). 

 

2.8 Total phenols and flavonoids contents determinations 
 

The concentrations of total phenols and flavonoids were assayed using the methods described 
by Slinkard and Singleton [22] and Jia et al.  [23], respectively. Total phenol determination was 

begun when 1 ml of the extract was reacted with 1 ml of 50 % (v/v) Folin-Ciocalteu reagent and 

2 ml of saturated Na2CO3 solution. The absorbance at 750 nm wavelength was measured. The 

data was calculated and expressed as g gallic acid per kg fresh weight (g kg-1). Flavonoids 

determination was initiated when 0.25 ml of the extract was mixed with 1.25 ml of distilled 
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water and 0.075 ml of 0.5 % NaNO2, and the mixture was then incubated for 6 min. After 

incubation, 0.15 ml of 10 % AlCl3-6H2O was added into the mixture and left for 5 min before 

0.5 ml of 1.0 M NaOH was added. Absorbance at 510 nm wavelength was measured and the 

data were computed and shown as mg catechin equivalents per kilogram fresh weight of sample 

(mg kg-1). 
 

2.9 Ascorbic acid determination  
 

A 5 g sample of guava was extracted with cold 5% metaphosphoric acid. Ascorbic acid 

concentration was determined using the method described by Hashimoto and Yamafuji [24]. 

The 0.8 ml of extract was well-mixed with 0.4 ml of 2 % 2,6-dichlorophenolindophenol and 

then 0.4 ml of 2 % thiourea and 0.4 ml of 1 % dinitrophenol hydrazine were added. The reaction 

was incubated at 37 °C for 3 h and 2 ml of 85 % H2SO4 was then added. Absorbance at 540 nm 

wavelength was measured and the data were expressed as g ascorbic acid per kilogram fresh 
weight of sample (g kg-1). 

 

2.10 Statistical analysis 
 

The presented data were the mean of 4 fruit samples (n = 4) with standard deviation (SD). T-

test was used for statistical analysis. Differences at P < 0.05 were considered as significant. 

 

 

3. Results and Discussions 
 

3.1 Visual appearance and superficial colour attributes 
 

Figure 1 shows the visual appearance of ‘Kim Ju’ guava fruits treated without and with US 

during storage at RT for 6 d. The US treatment inhibited fruits rotten and retained desirable 
visual appearance during storage. The rotten fruits were detected in the control at day 4 of 

storage, whilst no rot was found on the US treated fruits over the storage. Brown flecks occurred 

evidently on the control fruits’ skin after storage for 4 days but were not found on the skin of 

US treated fruits over the storage period. The overall colour appearance of both control and US 

treated fruits did not change markedly during the storage. Table 1 shows that no significant 

differences in colour attributes between control and US treated fruits were found throughout the 

storage. L* value tended to decrease, while a* and hue values remained constant; b* and chroma 

values increased slightly in the both treatments during storage. The negative values of a* and 

hue exhibited the green colour of guava fruit which were concomitant with the visual colour 

appearance shown in Figure 1.  We also found that no significant differences in colour attributes 

existed between control and US treated fruits over the storage (P > 0.05). This s suggested that 
US treatment did not affect colour of the fruit skin; however, it reduced fruit decay and brown 

flecks on fruit skin during storage at RT for 6 day. Cao et al. [25] suggested that US destroys or 

removes contaminated microorganisms by cavitation effects. The cavitation provides free 

radicals in aqueous medium which attack the cell wall structures of microorganisms leading the 

weakening of cell wall and cell injury. Previous works reported that US treatment markedly 

reduced the numbers of bacteria, yeasts and mould in postharvest commodities and in turn 

alleviated deterioration incidence and prolonged commercial shelf-life [10, 26]. Moreover, da 

Silva and Dobránszki [27] suggested that US also induces antioxidative defence systems in 

plants. It is commonly recognised that skin browning of fruits and vegetables is caused by the 

oxidative reaction of polyphenol oxidase (PPO) and phenolic compounds. Lo’ay and Taher [28] 

suggested that the reaction of PPO and phenolic compounds caused the skin browning of guava 
fruit. The antioxidants induced by US prevented the oxidative reaction between PPO and 

phenolic compounds resulting in the inhibition of browning incidence [10]. Furthermore, Nadar  
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Figure 1. Visual appearance of ‘Kim Ju’ guava fruits treated with and without US during 

storage at RT (28±1ºC) for 6 days 

 

Table 1.  L*, a*, b*, hue and chroma values of guava fruits treated with and without US during 

storage at RT (28±1ºC) for 6 days 

Storage 

time 

(day) 

Treatments 
Colour attributes 

L* a* b* hue chroma 

0 Control 63.90±1.30 -7.31±1.44 37.32±0.94 101.28±1.87 37.51±0.84 

 US 63.75±1.65 -7.68±0.86 37.25±1.25 101.65±1.25 38.05±1.26 

2 Control 63.87±0.33 -7.90±1.24 37.94±1.92 101.21±1.66 39.41±1.37 

 US 63.23±1.91 -7.65±0.56 37.53±0.95 101.53±0.98 38.31±0.89 

4 Control 62.06±1.48 -7.35±1.76 38.11±1.32 100.94±2.31 38.22±1.33 

 US 61.29±0.91 -7.56±0.70 37.80±0.85 101.31±1.04 38.59±0.84 

6 Control 61.74±2.00 -7.02±1.96 38.36±1.52 100.41±2.45 39.04±1.75 

 
US 61.18±1.71 -7.71±0.85 38.26±1.12 101.42±1.42 39.13±1.00 

Data are shown as mean ± SD (n = 4).  

 

and Rathod [29] concluded that hydrodynamic cavitation from US treatment causes the damage 

of enzyme structure. Therefore, the skin browning of ‘Kim Ju’ guava fruit was inhibited by US 

treatment due to increased antioxidant system against oxidative browning reaction and 

hydrodynamic cavitation effect on enzyme structure. 
 

3.2 Weight loss, TSS and TA 
 
The fresh weight loss and taste-related parameters such as TSS and TA of guava fruit are shown 

in Figure 2. The loss of fresh weight was delayed by US which was significantly lower than that 

of control fruits over storage time (P < 0.05). The loss of fresh weight of control fruits reached  
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Figure 2. Weight loss (A), TSS (B), and TA (C) of guava fruits treated without and with US 

during storage at RT (28±1ºC) for 6 days. Vertical bars represent SD of means. Asterisks 

indicate the differences between treatments [** (P < 0.01), * (P < 0.05)]. 
 
6.16% whereas that of US treated fruits reached 3.74% at the end of storage. The TSS of both 

control and US treated fruits was not significantly different although a slight increase in TSS 

was found in control fruits during storage for 4 days. On day 6 of storage, an increase in TSS of 

both treatments was found and TSS of control fruits was significantly higher than that of US 

treated fruits (P < 0.05). However, US treatment did not significantly affect TA of the guava 

fruit over the storage. The increased weight loss of guavas was positively concomitant with skin 

browning during storage, as described by Supapvanich et al. [4]. The recent study showed that 

the lower weight loss of guava fruits was related to the lower level of skin browning.  The 

reduction of weight loss by US might be related to the strengthening of cell walls and cell 

membranes.  Chen et al.  [16]  reported that US reduced lipid peroxidation and dysfunction of 

plant membrane occurred due to the inducements of antioxidant enzymes and bioactive 

compounds.  Zhi et al.  [18]  reported that US treatment strengthened cell wall structure and 
reduced membrane peroxidation of jujube fruit during storage period.  Lagnika et al.  [30] also 

reported that US treatment could delay the increased weight loss of white mushroom during 

postharvest storage.  The increase in TSS of control fruits might be related to the ripening 

process. It is commonly recognised that guavas are a climacteric fruit for which an increase in 

TSS has been used as an indicator of the ripening process [1]. Xu et al. [10] suggested that 

hydrodynamic cavitation from US treatment could delay the ripening process by altering 

ethylene biosynthesis and ethylene signalling pathways. 

 

3.3 Hardness and pectin substances 
 

Fruit softening is an important factor limiting the success of Thai guava fruit industry because 

the fruit is typically consumed when its texture is still firm and crisp [7] .   Figure 3 shows the 

effect of US treatment on texture (hardness)  and pectin substances of ‘Kim Ju’  guava fruit 

during storage at RT.  The hardness of guava fruits treated with US slightly decreased during 
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Figure 3.  Hardness (A) and the concentrations of soluble pectin (B), and insoluble pectin (C) 

of guava fruits treated without and with US during storage at RT (28±1 ºC) for 6 days. 

Vertical bars represent SD of means. Asterisks indicate the differences between treatments  
[** (P < 0.01), * (P < 0.05)]. 

 

storage, whereas that of control was markedly decreased (P < 0.01). The change of texture was 

related to the changes of soluble and insoluble pectin substances during storage. It is commonly 

acknowledged that the modification of pectin substances, especially the depolymerisation of 

pectin polymers, causes fruit softening [7, 9]. Our previous studies found that the softening of 

‘Kim Ju’ guava fruit was accompanied by increased soluble pectin and decreased insoluble 

pectin during storage [4, 7]. The recent result showed that US treatment obviously delayed the 

increase of soluble pectin and the reduction of insoluble pectin during storage. The soluble 

pectin and insoluble pectin of US treated guava fruit were significantly lower and higher, 

respectively, than those of control fruits (P < 0.05). Zhi et al. [18] suggested that US induced 

cellular calcium distribution, resulted in the creation of calcium pectate and inhibition of the 
generation of water- and CDTA-soluble pectin fractions in jujube fruit. Moreover, the increase 

of intercellular Ca2+ by US treatment was reported by Wang et al. [17].  

 

3.4 Antioxidant activity and bioactive compounds 
 

Figure 4 showed the effect of US on antioxidant activity (FRAP)  and bioactive compound 

contents of ‘Kim Ju’ guavas during storage. It was found that US enhanced FRAP and the total 

contents of phenols and flavonoids of guavas compared to control fruits.  However, there was 

no effect on ascorbic acid content of fruits during storage.   This was in the agreement with the 
findings of Ding et al.  [ 11] , who observed that the combined US and slightly acidified 

electrolytic water treatment had no effect on ascorbic acid content of cherry tomatoes.  Both 

FRAP and total phenols content of US treated guavas were significantly higher than those of 

control fruit throughout storage time (P < 0.05). The flavonoids content of US treated fruits was  
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Figure 4.  Antioxidant activity (FRAP) (A) and the contents of total phenols (B), flavonoids 

(C) and ascorbic acid (D) of guava fruit treated without and with US  during storage at RT 

(28±1ºC) for 6 days. Vertical bars represent SD of means.  Asterisks indicate the differences 

between treatments [** (P < 0.01), * (P < 0.05)]. 

 

significantly higher than that of control fruits during storage for the first 4 days of storage (P <  

0.01) and it then declined and reached to the same level as the control fruits on day 6 of storage. 

The results indicated that US treatment enhanced antioxidant system and biosynthesis of 
secondary metabolites such as phenolic compounds and flavonoids contents of guava fruit 

during storage. It has been recognised that US is claimed as a physical elicitor of plant defence 

mechanisms [10]. The hydrodynamic cavitation from US creates abiotic stress in plant tissues 

which stimulates defence-related genes expression and the biosynthesis of secondary 

metabolites in order to protect against stressors [16]. Wu and Lin [15]  and Chen et al.  [16] 

proved that US treatment induces defence mechanism by stimulating phenylpropanoid pathway. 

It is widely recognised that phenylalanine ammonia lyase (PAL)  is the key enzyme inducing 

the pathway. The effect of US treatment at hermetic dosage increases PAL activity and bioactive 

compounds including phenolic compounds and flavonoids, and this has been reported for 

tomatoes [11], fresh-cut pineapples [31], table grapes [13], and sweet potato slices [32]. 

 
 

4. Conclusions 
 

The US treatment at the frequency of 40 kHz and the power of 150 w for 10 min could maintain 

desirable visual appearance, inhibit decay incidence and reduce increased weight loss of ‘Kim 

Ju’ guava fruits during storage at RT (28 ± 1 ºC). The US treatment could retard the increment 

of soluble pectin and the reduction insoluble pectin leading to the retention of fruit texture. 
Moreover, FRAP and the contents of total phenolic compounds and flavonoids were enhanced 

by US treatment. However, US treatment had no effect on colour attributes, TSS, TA and 

ascorbic acid content of the guava fruits. Thus, the US treatment is a potential postharvest 
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approach maintaining quality and enhancing nutritional values of ‘Kim Ju’ guava fruits during 

short term storage at RT. 
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Abstract 
 

Particulate matter (PM), according to World Health Organization (WHO), has caused several 

millions of deaths, and both the young and old have been affected. To mitigate this problem, the 

compositions of the elements that make up the PM and their sources must be determined. These can 

provide the necessary information needed by stakeholders to work on. To this end, the study 

determined the mass concentrations of the PM10 obtained from the Federal University of 

Technology, Akure (FUTA), National Museum and Monuments and Oba-Ile; for a period of ten 

months (January-October, 2018). A total of thirty samples was collected. The PM concentration was 

calculated gravimetrically and the data were subjected to statistical analyses. The results for PM in 

µg/m3 were: FUTA (39.10±0.31-133.22±0.21), Museum (49.71±0.11-196.70±0.01), and Oba-Ile 
(34.50±0.31-161.30±0.42). The results were well above the WHO standard limits. Air Quality Index 

(AQI) was calculated for each location, and the results for the air quality in Akure showed that the 

locations were unhealthy for sensitive groups. 

 

Keywords: particulate matter; AQI; anthropogenic activities; WHO; Akure; Nigeria 
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1. Introduction 
 

Air pollution is a major global issue due to its impact on human health and property [1-4]. Due to 

urbanization and industrial development, environmental quality has declined throughout the globe 

in recent times [5, 6]. It is thought that more than 2.4 million individuals die each year globally due 

to PM pollution issues [4, 7, 8]. According to Ilyas et al. [9] and Ndamitso et al. [4], PM moves into 

the lungs when inhaled, and thus has adverse effects that ultimately cause health-related problems 

such as cancer, asthma, and cardiovascular and respiratory diseases.  

It has been confirmed that PM in Europe is a pollutant and has surpassed the recommended 

normal limits [10, 11]. Schweizer et al. [12] mention that PM is a complex mixture of chemical 
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species from anthropogenic and natural emission sources and from secondary pollutants which form 

in the atmosphere. In particular, in developing nations, rapid urbanization and population growth 

are part of the causes of the world-wide PM issue. This statement was verified by Arnfield [13], 

who indicated that by 2025, more than 45% of the population will live in metropolitan towns around 

the globe. Balogun et al. [14] and Owoeye and Ibitoye [15] revealed that city migration could have 
risen to over 30 billion over the next 30 years. A town established in 1976, Akure is no exception. 

Its population has been estimated at 476,159 by the National Population Commission [16] since its 

founding, the population, business, industrial, farming and petroleum products (bitumen) have 

increased which may have an impact on particulate matter and other anthropogenic pollutants. 

In Akure, Nigeria, several road constructions, farming, industrial activities, and heavy 

traffic have been on the increase during the past years. In these areas, no doubt, metals, gas particles, 

and dust are transported by wind or runoff waters. Often these particles can cause negative effects 

on man and buildings. To this effect, it is essential to characterize the distributions and 

concentrations of these metals and atmospheric deposits in the environment especially air and 

aquatic. This research evaluates the concentration of particulate matter (PM10) obtained in Akure, 

Ondo State, Nigeria. 

 
 

2. Materials and Methods 
 

Three different locations [National Museum and Monuments (005 11 40.2 E, 07 15 11.6 N), Oba-

Ile (005 14 29.1 E, 07 16 04.4 N), and Federal University of Technology-FUTA (005 08 06.5 E, 07 

18 07.6 N)] were selected for the sampling within the town (Figure 1). These locations represent 
commercial, residential, and educational settings respectively. Samplings took place once every 

month from 8 am to 4 pm (8 h) for 10 months (January to October 2018) using a "Gent" stacked 

filter unit. The PM10 were filtered through quartz filters (47mm) and kept in a desiccator at room 

temperature. By the end of the sampling period, thirty samples (ten per sampling area) were 

collected monthly. The filters were put in a chamber kept at 20oC, and 35% relative humidity (RH) 

for 48 h to stabilize the weight. The particulate mass was determined gravimetrically (the difference 

of filter's weight before and after sampling) using an analytical balance (0.001mg) (Model Sartorius 

Microbalance ME 5 Balance). 

The PM mass concentration was calculated based on these parameters: 

 The average flow rate = averaging flow rate at the beginning and end of 8 h sampling    (1) 

Average PM mass concentration (µg/m3) = Mass/total volume                                                     (2) 

The data obtained from the study data were extrapolated and scaled up to 24 h mean before 
computing the air quality index. The AQI (Air quality index) for the particulate matter was 

calculated by using the equation given by Osimobi et al. [17]. 

 

𝐴𝑄𝐼  =    [
𝐴𝑄𝐼𝑚𝑎𝑥−𝐴𝑄𝐼𝑚𝑖𝑛

𝑃𝑀𝑚𝑎𝑥−𝑃𝑀𝑚𝑖𝑛
 𝑥 (𝑃𝑀𝑚𝑒𝑎𝑠 − 𝑃𝑀𝑚𝑖𝑛)] + 𝐴𝑄𝐼𝑚𝑖𝑛                (3) 

 
Where: 

    PMmeas is the 24 h measured average concentration of particulate matter (µg/m3), 

PMmax is the maximum concentration AQI color category containing PMmeas 

PMmin is the minimum concentration of AQI color category containing PMmeas 

AQImax is the maximum AQI value for color category corresponding to PMmeas 

AQImin is the minimum AQI value for color category corresponding to PMmeas 

 

The results were statistically analyzed using Minitab 16 Statistical Software. 
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Figure 1. Map of the sampling points 
 

 

3. Results and Discussion 

 

Table 1 depicts a summary of the statistical results of the PM collected and analyzed in this study. 

The PM ranged between 39.10 and 133.20 (FUTA), 49.70 and 196.70 (Museum), and 34.50 and 

161.30 (Oba-Ile) with mean values of 100.50, 125.20, and 112.80 µg/m3 respectively. The Standard 
Error (SE) and Standard Deviation (SD) range were 10.9, 13.1 and 10.4 and 34.3, 41.3 and 33.0, 

while the Coefficient of Variation in percent (CV%) range was 34.17, 33.02, and 29.25, for FUTA, 

Museum, and Oba-Ile, respectively. The Skewness and Kurtosis gave -0.98, -0.01, -1.29 and -0.65, 

0.68, and 3.80 for FUTA, Museum, and Oba-Ile, respectively. From Table 1, it could be deduced 

that the low standard error showed that the variability in the PM values was low during the sampling 

periods, while the CV (%) showed moderate variability. The variations could be due to the variations 

from the different months of sampling. The coefficients of variation of the PMs show that there was 

not much variation with locations, but the variance depicts high values due to the differences 

(variations) in the values obtained in each location as shown in the minimum and maximum values 

from each location.  

The highest PM concentration occurred during the summer months when there was high 
temperature, solar radiation, low humidity and low wind speed. The most polluted months were 

April and October, which could have been due to the harsh weather conditions and high secondary 

transformations, as noted by Wang et al. [18]. The former could have been due to emissions from 

traffic and also agricultural burning during the April land as part of the preparation towards planting 

season, while the latter could have been due to the October harvest season [1]. The high PM values  
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Table 1. Summary of the statistical results of PM (particulate matter) (µg/m3) measured during 

January to October 2018 
 

 FUTA Museum Oba Ile 
 

January 68.39 174.69 144.11 

February 39.06 85.42 108.80 

March 119.47 49.69 34.48 

April 52.08 196.67 161.30 

May 115.94 114.22 108.49 

June 106.88 124.27 115.73 

July 131.35 133.86 127.55 

August 112.40 118.07 112.69 

September 133.23 115.73 104.43 

October 126.20 139.48 110.83 

Mean 100.50 125.20 112.80 

SE 10.90 13.10 10.40 
SD 34.30 41.30 33.00 

CV (%) 34.17 33.02 29.25 

Min 39.10 49.70 34.50 

Max. 133.20 196.70 161.30 

Q1 64.30 107.00 107.50 

Q3 127.50 148.30 131.70 

Skewness -0.98 -0.01 -1.29 

Kurtosis -0.65 0.68 3.80 

 

obtained in the Museum area could have been a result of the accumulation of re-entrained and re- 

suspended dust resulting from vehicular emissions (low, medium and high) and unpaved terrain 

activities. The variations in the emissions, meteorological conditions, type of long-distance transport 
and secondary production are associated with the pollution levels in different seasons [19-21]. 

According to US. EPA [22], the air quality index of PM is categorized into good, moderate, 

unhealthy for sensitive groups, unhealthy, very healthy, and hazardous categories. The results were 

compared with this index and the results whose values were above 50 AQI range were grouped 

under the 'Moderate' and 'Unhealthy' groups while those with values less than this were classified 

as "Good" (Table 2). The average AQI in January through October of the three locations in Akure 

were 126.17, 131.34, and 138.96 (museum, Oba-Ile, and FUTA, respectively). All the locations 

were categorized as 'unhealthy for sensitive groups'. The health-related problem of PM is linked to 

particle sizes and particularly PM10 [21]. The PM deposits considered in this study were PM10, 

which was found in reasonable quantities in the sampling locations of this study and formed the 

basis of the classifications given in this study.  

The values recorded in all the locations were more than 100 µg/m3 recommended by 
India's Central Pollution Control Board [23], and more than three times greater than the European 

limit [24].  Our results (minimum-maximum values) were compared with other authors - Greilinger 

et al. [25] reported between10 and 45 µg/m3 for Masemberg and from 20 to above 60 µg/m3 for 

Bockberg, Austria;  Mehta [26] gave 3.19 and 152.88 µg/m3,  for Ahmedabad, India; Abe and 

Miraglia [27] put that of São Paulo, Brazil to be 8 - 131 µg/m3, and the Eastern part of Nigeria (14-

504 µg/m3) by Osimobi et al. [17]; Contini et al. [28] reported of South-Eastern Italy as 5.6 - 127.8 

µg/m3. It was observed that the minimum values from our study were higher than those reported by  
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Table 2. Air quality index of the selected sampling locations 

 
these authors. It is worthy of note that the maximum results obtained by Mehta [26] for Ahmedabad, 

India, and Osimobi et al.  [17] were higher than ours.  Also, the maximum results reported in this 

study, however, were lower than 109. 60±10. 83 -  453. 45±62. 92 µg/ m3 reported by Mandal et al. 

[29] for Delhi's industrial region and 584.8 µg/m3 by Jain et al. [30] in Delhi, India. The variations 

between these results and those of others could be due to the climatic conditions of the areas, the 

methodology used and the natural and anthropogenic activities of the different locations.  Also, the 

differences could be due to the differences in the weather conditions ( temperature, humidity, and 

air exchange rates) [31]. 

The locational contributions of the PM to the total amount obtained in the study are shown 

in Figure 2. It could be noted that Oba-Ile, a residential area contributed 47% to the PM as against 

36% (Museum) and 17% (FUTA) in February. The reason for the high contribution by Oba-Ile could 
have been the result of traffic diversion to this sampling location as a result of an accident that 

occurred on the Akure-Owo expressway during the sampling period. This increase in anthropogenic 

activities might have contributed immensely to the increase observed in the PM10 deposit of the 

said area during the said period (February). Likewise, the elevations in FUTA PM10 results could 

have been due to the waste dumps around the vicinity and also the on-going renovation activities of 

a lecture theater besides the sampling area [31]. 

 

 

4. Conclusions 
 

To conclude, the evaluation of PM in this study shows that the concentrations were high. The results 

were well above the WHO standard limits. The highest value was obtained within the Museum 

vicinity, which could have been due to anthropogenic (dust, soil, traffic, and commercial) activities. 

The results, when compared with International Air Quality Index, indicate that the PM quality in 

Akure is unhealthy for sensitive groups. Constant monitoring of the vicinities is recommended. 

 

 

 

Sampling 

Locations 

Air Quality Index Categories 

 

0-50 

(Good) 

51-100 

(Moderate) 

101-150 

(Unhealthy 

for 

sensitive 

groups) 

151-200 

(Unhealthy) 

201-300 

(Very 

Unhealthy) 

>301 

(Hazardous) 

FUTA - - 138.94 - - - 

Museum - - 126.17 - - - 

Oba-Ile - - 131.34 - - - 
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Figure 2. Distribution of PM10 in the locations (January-October, 2018) 
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Abstract 

 
This research proposes an optimal double acceptance sampling plan (DSP) for manufacturing that 

is affected by zero-inflated data. Suppose that the number of defective items for sample inspection 

is considered to be under Zero-inflated Poisson (ZIP) distribution. A multi-objective optimization 

using Genetic Algorithm is applied to calculate the optimal parameters (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗  of the 
proposed DSP, which is concerned with maximizing the probability of acceptance sampling 

plan (𝑃𝑎)  and minimizing the total cost of inspection (𝑇𝐶)  and the average number of 

samples(𝐴𝑆𝑁)simultaneously. The optimal solution was focused on the design of the required 

sample sizes (𝑛1, 𝑛2)  based on three different scenarios. The results showed that the first sample 

and the second sample should be equal (𝑛1 = 𝑛2). Moreover, it was found that the probability of 

extra zeros (∅) under the ZIP distribution affects the required sample sizes and the performance of 

the proposed DSP. Illustrations for selecting the optimal parameters of the proposed DSP are also 

provided. Real data with excess zero is used to illustrate the application of the proposed DSP. 
 

Keywords: double acceptance sampling plan; zero-inflated poisson distribution; probability of extra 

zeros; probability of acceptance sampling plan; Genetic Algorithm; multi-objective optimization 
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1. Introduction 
 

One important tool in the product control technique is an acceptance sampling plan (ASP). An ASP 

is applied in many areas to inspect the quality of items such as raw materials, some partial products 

of the production process, and finished products. This technique helps consumers decide whether to 

accept or reject a product that is produced by manufacturers based on sampling results selected from 

a lot.  Users can decide to choose the minimum sample size from a sampling plan to achieve the 
acceptance criteria or the rejection criteria for that lot. Dodge and Romig's tables are widely used to 
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decide on a sampling plan in which users know the lot size, percent nonconformance of the lot, 

producer’s risk, and consumer’s risk for the production process [1].  In practice, if some necessary 

values are unknown, then they cannot choose the optimal ASP.  This problem can affect the total 

cost of the inspection.  Recently, many researchers have studied the determination of optimal ASP 

model using optimization techniques as follows. Duarte and Saraiva [2] proposed a method to find 
the optimal value of the ASP model.  The objective function was used to find the lowest value of 

error for the probability of accepting the ASP model for single and double sampling plans that 

corresponded to the sample size and the acceptable number. Kaya [3] applied a Genetic Algorithm 

(GA)  to determine the sample size of the attribute control chart for a multi- state process.  The 

objective function used to find the minimum cost and the maximum probability of accepting the 

model was found.Kobilinsky and Bertheau [4] presented a cost function for the inspection process 

that depended on the number of inspection groups and sample sizes for single and double ASPs 

based on the manufacturer's risk and the consumer’ s risk.  Cheng and Chen [5 ]  applied the GA 

methods to design a DSP.  These models increased the efficiency of the design ASP and reduced 

errors that impacted on the manufacturer's risk and consumer’ s risk.  Moreover, GA methods were 

applied to find the best information more efficiently and more accurately.  Sampath and Deepa [6] 

designed a DSP by applying the GA methods to determine the optimal sample size and acceptance 
number under the manufacturer's risk and the consumer’ s risk.  Braimah et al.  [7]  evaluated the 

optimal value of a mathematical model to determine the sample size and the random range for the 

ASP. It was found that the condition of these models provided an acceptance number equal to zero. 

 In addition, some researchers have studied the economic aspects of various ASPs. Hsu and 

Hsu [8]  studied the cost aspects of a single ASP in order to evaluate the minimum cost that was 

appropriate for both manufacturers and consumers.  Results showed that the proposed cost model 

was used to inspect a group of defective items. Fallahnezhad and Aslam [9] designed an economic 

model of the ASPs that involved Bayesian inference in which a decision was taken depending on 

the proposed model. Fallahnezhad and Qazvini [10] designed a new economic model of the ASP in 

a two-stage approach based on the Maxima Nomination Sampling (MNS) technique. Fallahnezhad 

et al.  [ 11]  presented an ASP based on the MNS method with current inspection errors.  An 
economical model was proposed in terms of inspection errors and clarified the impact of errors from 

an economic point of view.  

 Currently, most production processes have excellent quality control. It was found that when 

the production process was well inspected, zero defects were more often discovered in sample 

inspections. For this reason, some researchers presented the idea that a zero-inflated Poisson (ZIP) 

distribution was appropriate for the probability distribution of the number of defects. A ZIP 

distribution was presented by Lambert [12], McLachlan and Peel [13]. It was a special type of mixed 

distribution that degenerated at zero and yet was a Poisson distribution. The ZIP distribution was 

applied in many disciplines such as manufacturing, public health, epidemiology, medicine, etc. 

Recently, many researchers developed ASPs with ZIP distributions. Loganathan and Shalini [14] 

considered a single sampling plans (SSP) in which the number of defective items was a ZIP 

distribution. The optimal plan parameters were calculated using unity values. Uma and Ramya [15] 
presented a Quick Switching System (QSS) that fell under a ZIP distribution. Rao and Aslam [16] 

designed resubmitted lots plan in which the number of defects was a ZIP distribution. The 

parameters of the proposed sampling plan were considered based on nonlinear optimization 

solutions. A nonlinear optimization is used to determine the optimal plan parameters of the proposed 

sampling plan.Wang and Hailemariam [17] proposed a repetitive group sampling (RGS) and 

multiple dependent state (MDS) sampling under a ZIP distribution. Moreover, they developed DSP 

and sequential sampling plans for the ZIP distribution. The unity value approach was applied to 

determine the optimal plan parameters of the proposed sampling plans. 

The above-mentioned research showed that the production process was well inspected, the 

zero defects were more discovered in sample inspections. Three important objectives that the 
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manufacturer expected to achieve from an optimal ASP: the lowest cost, the smallest ASN, and the 

highest probability of acceptance. From this idea, a multi-objective optimization is used to find the 

optimal DSP under the proposed process. Furthermore, GA is one of the most popular methods used 

to find the optimal value that provides the best answer to the problem and is flexible enough to solve 

complex problems, like those which are developed for genetic processes [18] .  Many researchers 
indicate that GA can be used to resolve the problem of optimizing in ASP [3, 5, 6]. 

The aim of this research is to design the sample sizes required to achieve an optimal DSP 

with zero-inflated defective data. The optimal parameters for DSP under the ZIP distribution 

(𝐷𝑆𝑃𝑍𝐼𝑃) are calculated to maximize the 𝑃𝑎 and minimize the 𝑇𝐶 and 𝐴𝑆𝑁 simultaneously (multi-

objective function). The MATLAB software (R2019b) [19] is used to provide a simulation study of 

the GA with multi-objective optimization. Additionally, we focus on studying the relationship 

between the required sample sizes and the economic models of the proposed ASP because, in 

practice, smaller value of required sample sizes or ASN are more satisfactory for designing an 

optimal ASP. Therefore, an economic model of 𝐷𝑆𝑃𝑍𝐼𝑃  under multi-objective optimization is also 

considered based on three different scenarios that compare the size of the first sample (𝑛1) and the 

second sample (𝑛2). In illustrations, the ratio of sample size, the different scenarios of the required 

sample sizes, and the optimal OC function of the 𝐷𝑆𝑃𝑍𝐼𝑃  are presented. Real data example were 

applied to determine the optimal plan parameters under proposed 𝐷𝑆𝑃𝑍𝐼𝑃 . 

 

 

2. Materials and Methods 

  

Currently, the number of defective items for many samples will be zero when most production 

processes have excellent quality control, and the production process is well inspected. 

In this situation, the proper probability distribution function of the number of defective items for 

sample inspection is the Zero-Inflated (ZI) distribution. 

  The ZI distribution is a mixture of a process that generates zeros and the other processes 

that are a counted distribution under non-negative integers.  Suppose X is a random variable under 

the ZI distribution, then the probability mass function (pmf) of X is given by 

 

    𝑃(𝑋 = 𝑥|∅, Θ) = ∅𝑓(𝑥) + (1 − ∅)𝑔(𝑥;  Θ)                     (1) 

 

where                 𝑓(𝑥) = {
1, 𝑥 = 0                   
0, 𝑥 = 1,2,3, …      

             (2) 

 

Let ∅ be a zero-inflation parameter,  such that 0 < ∅ < 1, and 𝑔(𝑥;  Θ) is the pmf of  X  with a vector 

of the parameter, Θ = {𝜃1, 𝜃2, … , 𝜃𝑛}. 
  Now, we consider a zero- inflated count model corresponding to the Poisson Binomial 

distribution, called zero-inflated Poisson (ZIP) distribution. Lambert [11], McLachlan and Peel [12] 

proposed the ZIP distribution, which is a special type of of mix of the Bernoulli distribution and 

Poisson distributions.  From the pmf of Poisson distribution is given as 𝑔(𝑥;  𝜆) =
𝑒−𝜆𝜆𝑥

𝑥!
;   𝑥 =

0,1,2, …,  and substituting in eq.(1), then the pmf of ZIP distribution has the form 

   𝑃(𝑋 = 𝑥|∅, 𝜆) = {
∅ + (1 − ∅)𝑒−𝜆 , 𝑥 = 0                   

(1 − ∅)
𝑒−𝜆𝜆𝑥

𝑥!
, 𝑥 = 1,2, …,      

                  (3) 

where 𝜆 = 𝑛𝑝, 𝜆 > 0, 0 < ∅ < 1. Furthermore, the mean and the variance of the ZIP distribution 

are given by 𝜇𝑍𝐼𝑃 = (1 − ∅)λ and 𝜎𝑍𝐼𝑃
2 = λ(1 − ∅)(1 − λ∅) respectively.  
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2.1 Design of the double acceptance sampling plan under ZIP distribution 

 
The double acceptance sampling plan (DSP) requires the specification of four quantities which are 

known as its parameters. These parameters are 𝑛1, 𝑐1, 𝑛2 and 𝑐2. In a DSP, the decision of accepting 

or rejecting a lot is taken based on two samples.  

  1.  The first sample:  the lot is accepted if the number of defective units (𝑑1) in the first 

sample is less than the acceptance number 𝑐1. 

 2. The second sample:  the lot is accepted if the number of defective units (𝑑1 + 𝑑2) in 

both samples is greater than 𝑐1 and less than or equal to the acceptance number 𝑐2. 

  Therefore, if 𝑃𝑎
1 and 𝑃𝑎

2 denote the probabilities of accepting a lot on the first sample and 

the second sample, as shown in eq.(4) and eq.(5), respectively, then the probability of accepting a 

lot (𝑃𝑎) of 𝑝 is given by equation (6). 

 

    𝑃𝑎
1(𝑝) = 𝑃(𝑑1 ≤ 𝑐1: 𝑛1)            (4) 

 

    𝑃𝑎
2(𝑝) = 𝑃(𝑐1 < 𝑑1 ≤ 𝑐2: 𝑛1) × 𝑃(𝑑1 + 𝑑2 ≤ 𝑐2: 𝑛2)           (5) 

 

𝑃𝑎(𝑝) = 𝑃𝑎
1(𝑝) + 𝑃𝑎

2(𝑝)            (6) 

 

In this section, the optimal DSP under the ZIP distribution (𝐷𝑆𝑃𝑍𝐼𝑃) is described.  From 

eq.(3) and eq.(6), the probability of accepting a lot for ZIP distribution is given in eq.(7). 

 
𝑃𝑎(𝑝) = ∅ + (1 − ∅)𝑒−𝜆1

+ ∑ (1 − ∅)
𝑒−𝜆1𝜆1

𝑑1

𝑑1!

𝑐1

𝑑1=1

+ ∑ {[(1 − ∅)
𝑒−𝜆1𝜆1

𝑑1

𝑑1!
] × [∅ + (1 − ∅)𝑒−𝜆2 + ∑ (1 − ∅)

𝑒−𝜆2𝜆2
𝑑2

𝑑2!

𝑐2−𝑑1

𝑑2=1

]}

𝑐2

𝑑1=𝑐1+1

 

 

Moreover, the average sample number function (𝐴𝑆𝑁) of the 𝐷𝑆𝑃𝑍𝐼𝑃  is given in eq. (8). 

 

    𝐴𝑆𝑁 = 𝑛1 + 𝑛2(1 − 𝑃𝐼) 

 = 𝑛1 + 𝑛2 ∑ (1 − ∅)
𝑒−𝜆1𝜆1

𝑑1

𝑑1!

𝑐2
𝑑1=𝑐1+1            (8) 

 

where 𝑃𝐼 is the probability of deciding on the acceptance or rejection of the lot on the first sample 

and is given by 𝑃𝐼 = 𝑃(𝑑1 ≤ 𝑐1: 𝑛1) + 𝑃(𝑑1 > 𝑐2: 𝑛1). 

 

2.2 Total cost function of DSP 
 
In this section, the total cost function of the product inspection of a lot for the DSP plan under ZI 

distribution is discussed. In this research, three different types of costs are considered: cost of 

inspection per lot, cost of internal failure per lot, and cost of an outgoing defective per lot, as 

presented in eq. (9). 

 

𝑇𝐶 = 𝐶𝐼 (𝑛1𝑃𝑎
1(𝑝) + (𝑛1 + 𝑛2)𝑃𝑎

2(𝑝) + 𝑁(1 − 𝑃𝑎(𝑝))) 

               +𝐶𝐹 ((𝑛1 + 𝑛2)𝑝 + (1 − 𝑃𝑎(𝑝))(𝑁 − (𝑛1 + 𝑛2))𝑝) 

    +𝐶𝑂(𝑃𝑎(𝑝)(𝑁 − (𝑛1 + 𝑛2))𝑝).                           (9) 

(7) 
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where 𝐶𝐼 is the cost of inspection per unit, 𝐶𝐹 is the cost of the internal failure per unit, and 𝐶𝑂 is 

the cost of an outgoing defective per unit.The component of the total cost function for the inspection 

of a lot for the DSP under the ZIP distribution can be expressed as follows: 

 

First- term denotes the cost of inspection per lot, where 𝑛1𝑃𝑎
1(𝑝) + (𝑛1 + 𝑛2)𝑃𝑎

2(𝑝) +
𝑁(1 − 𝑃𝑎(𝑝)) represents the expected number of units inspected per lot.  

Second- term denotes the cost of the internal failure per lot, where (𝑛1 + 𝑛2)𝑝 +
(1 − 𝑃𝑎(𝑝))(𝑁 − (𝑛1 + 𝑛2))𝑝 represents the expected number of defective items detected 

per lot. 

Third- term denotes the cost of an outgoing defective per lot, where 𝑃𝑎(𝑝)(𝑁 −

(𝑛1 + 𝑛2))𝑝 represents the expected number of defective items not detected per lot. 

 

 

3. Results and Discussion 
 

In this section, the optimal parameters of the 𝐷𝑆𝑃𝑍𝐼𝑃  are calculated to achieve the minimum value 

of 𝑇𝐶 and 𝐴𝑆𝑁 when the maximum probability of accepting a lot is received.  The MATLAB 

software ( R2019b)  is used to perform a simulation study of the GA with multi-objective 

optimization. In the optimal solution of 𝐷𝑆𝑃𝑍𝐼𝑃 , the minimum of the 𝑇𝐶 and 𝐴𝑆𝑁 is calculated by 

considering the optimal values of 𝑛1, 𝑛2, 𝑐1 and 𝑐2.  The constraints of the producer’s risk (𝛼) and 

the consumer’s risk (𝛽) are satisfied immediately by the provision of the acceptable quality level 
(𝐴𝑄𝐿) and the lot tolerance percent defective (𝐿𝑇𝑃𝐷).  In practice, the constraints of 𝛼 and 𝛽 are 

satisfied immediately when 𝐴𝑄𝐿 and 𝐿𝑇𝑃𝐷 are provided. For the effectiveness of the proposed 

sampling plan, two points (𝐴𝑄𝐿, 1 − 𝛼) and (𝐿𝑇𝑃𝐷, 𝛽) are considered for changes on the OC curve. 

A manufacturer intends that the probability of acceptance of a lot of items should be greater than 

1 − 𝛼 at the quality level of 𝐴𝑄𝐿.  In reality, a customer requests that the probability of the lot 

acceptance should be less than 𝛽 at 𝐿𝑇𝑃𝐷.  In the optimization technique, the optimal solution is 

considered on three objective functions simultaneously. 

 

Multi-objective function 

   Minimize
 

𝑇𝐶 and 𝐴𝑆𝑁            (10) 

   Maximize 𝑃𝑎(𝑝)             (11) 

    

Subject to: 𝑃𝑎(𝐴𝑄𝐿) ≥ 1 − α and 𝑃𝑎(𝐿𝑇𝑃𝐷) ≤ 𝛽, 

   𝑛1 + 𝑛2 ≤ 𝛿𝑁, 𝑛1 > 0, 𝑛2 > 0, 

   𝑐1 ≥ 0, 𝑐2 > 0 and 𝑐2 > 𝑐1 ≥ 0.  

 
The following input parameters are used to design the proposed illustrations.  Some input 

parameters are assigned the same values for the proposed illustrations, that is the lot size  𝑁 =
1,000, the proportion of sample size from lot size 𝛿 = (0.10,0.20), the producer's risk 𝛼 = 0.05, 
and the consumer's risk  𝛽 = 0.01. Furthermore, the input parameters of the cost function are given 

[8] :  𝐶𝐼 = 1, 𝐶𝐹 = 2, and 𝐶𝑂 = 10, respectively.  Some input parameters are assigned the different 

values for each sample illustrations as shown in Table 1, that is,  the proportion of defective (𝑝), the 

zero- inflation parameter (∅), the acceptable quality level (𝐴𝑄𝐿), and the lot tolerance percent 

defective (𝐿𝑇𝑃𝐷).  Most studies presented a comparison between different values of 𝐴𝑄𝐿  and 

𝐿𝑇𝑃𝐷 used to find the optimal ASP [4-11, 15-17].   
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Table 1. Input parameters used to design the proposed illustrations 

 

Input 

parameter 

Illustration 1 Illustration 2 Illustration 3 

𝑝 0.01 0.05 0 to 0.20 

∅ 0.001,0.01,0.05,0.10 0.01,0.05,0.10,0.20,0.30, 0.40, 0.50 0.01,0.05,0.10 

𝐴𝑄𝐿 0.01,0.05 0.05 0.05 

𝐿𝑇𝑃𝐷 0.05,0.075,0.10 0.10 0.10 

 

3.1 Illustration 1: The three conditions of the ratio of sample size 
 

From eq.(8) and eq.(9), we can see that the values of  𝑇𝐶  and  𝐴𝑆𝑁  of the  𝐷𝑆𝑃𝑍𝐼𝑃   depend on the 

required sample sizes (𝑛1, 𝑛2). Therefore, in this illustration, the sensitivity analysis of the required 

sample sizes (𝑛1, 𝑛2) is considered based on two constraints of the proportion of sample size from 

lot size  (𝛿) by assigned that 𝛿 = 0.10 (𝑛1 + 𝑛2 ≤ 100) , and 𝛿 = 0.20 (𝑛1 + 𝑛2 ≤ 200), 
respectively.  

Moreover, the ratio of sample size, 𝑟 =
𝑛1

𝑛2
, is used to measure of discrimination of the 

𝐷𝑆𝑃𝑍𝐼𝑃  that is concerned with the required sample sizes. There are three conditions of the ratio of 

sample size:  𝑟 = 1 or 𝑛1 = 𝑛2, 𝑟 > 1 or 𝑛1 > 𝑛2, and 𝑟 < 1 or 𝑛1 < 𝑛2.  
Depending on the above, the following multi-objective optimization problem is solved to 

determine the optimal plan parameters (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗ of the 𝐷𝑆𝑃𝑍𝐼𝑃  as per eq. (10)  and eq. (11) . 

Referring to the numerical of this illustration from Table 1, suppose 𝑝 = 0.01 and 𝑃𝑎(0.01) = 0.99 

under the different combinations of ∅ = (0.001,0.01,0.05,0.10), 𝐴𝑄𝐿 = (0.01,0.05), and  

𝐿𝑇𝑃𝐷 = (0.05,0.075,0.10). 

From Table 2, the sensitivity analyses of (𝑛1, 𝑛2, 𝑐1, 𝑐2) under the 𝐷𝑆𝑃𝑍𝐼𝑃  are shown by 

considering two constraints of the required sample sizes  (𝛿) and three conditions of the ratio of 

sample size  (𝑟). The investigating values are given as follows. 

1. Based on two constraints of the required sample sizes with  ∅ = 0.01 and  𝐴𝑄𝐿 = 0.01, 

the results show that when 𝐿𝑇𝑃𝐷 increases the value of 𝑇𝐶 and 𝐴𝑆𝑁 decrease.  Furthermore,  𝑟 

further approaches to 1 when 𝐿𝑇𝑃𝐷 increases. 

2. When  ∅  increases under the same values of 𝐴𝑄𝐿 and 𝐿𝑇𝑃𝐷 , the results are not 

different, that is, the more ∅ increases  𝑟 also approachs 1. 

3. Two constraints of the required sample sizes for the same values of ∅, 𝐴𝑄𝐿 and 𝐿𝑇𝑃𝐷 

are considered. The results indicate that the first constraint (𝑛1 + 𝑛2 ≤ 100) is given a smaller value 

of 𝑇𝐶 and 𝐴𝑆𝑁 than the second constraint (𝑛1 + 𝑛2 ≤ 200) with 𝑃𝑎(0.01) = 0.99. On the other 

hand, the second constraint is given a smaller 𝑟 than the first constraint respectively.  This means 

that 𝑇𝐶 and 𝐴𝑆𝑁 further decrease when the value of 𝑟 approaches 1. 

For both constraints of the required sample sizes, it can interpret that when  𝐴𝑄𝐿 = 0.05, 

𝐿𝑇𝑃𝐷 = 0.10 , and ∅=0.10, the value of 𝑟 approaches 1. This means that the required sample sizes 

should be equal  (𝑛1 =  𝑛2) which provides the maximum value of 𝑃𝑎, and the minimum value of 

𝑇𝐶 and 𝐴𝑆𝑁. 

 

3.2 Illustration 2: The optimal solution under three different scenarios of the required 

sample sizes 
 
In the general sampling system, the user expects that the smaller value of required sample sizes 
(𝑛1, 𝑛2) or 𝐴𝑆𝑁 would be more satisfactory for designing the optimal ASP. So, this illustration aims  

 



 
 

 

 

 

Table 2. Optimal parameters of the 𝐷𝑆𝑃𝑍𝐼𝑃  for the minimum value of 𝑇𝐶 and 𝐴𝑆𝑁 under the constraints of the required sample sizes with       

𝑝 = 0.01 and suppose that 𝑃𝑎(0.01) = 0.99 

𝑨𝑸𝑳 ∅ 𝑳𝑻𝑷𝑫 𝒏𝟏 + 𝒏𝟐 ≤ 𝟏𝟎𝟎 𝒏𝟏 + 𝒏𝟐 ≤ 𝟐𝟎𝟎 

𝒏𝟏 𝒏𝟐 𝒄𝟏 𝒄𝟐 𝒓 𝑻𝑪 𝑨𝑺𝑵 𝒏𝟏 𝒏𝟐 𝒄𝟏 𝒄𝟐 𝒓 𝑻𝑪 𝑨𝑺𝑵 

 

 

 

 

 

 

0.01 

 
0.001 

0.05 81 19 2 8 4.26 218 81.00 145 52 3 5 2.79 269 145.65 

0.075 71 22 2 3 3.23 186 71.18 90 67 3 8 1.34 198 90.01 

0.10 55 32 2 4 1.72 157 55.07 53 60 2 4 0.88 161 53.12 

 0.05 82 16 2 3 5.13 220 82.20 148 52 3 9 2.85 277 148.00 

0.01 0.075 66 18 2 3 3.67 185 66.45 98 73 3 6 1.34 198 98.00 

 0.10 55 44 2 4 1.25 151 55.0 55 85 2 4 0.65 161 55.18 

 
0.05 

0.05 81 12 2 3 6.75 216 81.45 137 26 3 4 5.27 262 137.91 

0.075 65 35 2 3 1.86 182 65.80 83 87 2 4 0.95 201 83.71 

0.10 55 43 2 3 1.28 164 55.66 63 72 2 4 0.88 164 63.23 

 
0.10 

0.05 81 19 2 3 4.26 212 80.63 143 56 3 5 2.55 263 143.61 

0.075 63 32 2 4 1.97 201 77.12 110 76 3 5 1.45 210 110.31 

0.10 52 47 3 4 1.10 179 80.14 51 85 1 3 0.60 195 52.01 

 
 

 

 

 

 

0.05 

 
0.001 

0.05 90 10 2 5 9.00 230 90.02 158 42 4 8 3.76 261 158.01 

0.075 51 42 2 4 1.21 154 51.07 81 68 4 6 1.19 174 81.01 

0.10 44 54 3 5 0.81 137 44.01 41 103 2 4 0.40 139 41.08 

 

0.01 

0.05 89 11 2 5 8.09 228 89.02 155 45 3 5 3.44 288 155.72 

0.075 55 18 2 4 3.06 162 55.04 66 68 3 7 0.97 162 66.01 

0.10 44 46 3 6 0.96 137 44.01 43 104 3 7 0.41 136 43.00 

 

0.05 

0.05 51 49 1 3 1.04 199 51.60 116 84 2 4 1.38 265 117.89 

0.075 52 41 2 4 1.27 155 52.10 68 41 3 5 1.66 164 68.02 

0.10 36 48 2 5 0.75 133 36.01 58 92 4 6 0.63 142 58.01 

 

0.10 

0.05 87 13 2 5 6.69 226 87.02 109 21 2 5 5.19 268 109.08 

0.075 52 41 2 4 1.27 155 52.07 66 42 3 5 1.57 161 66.02 

0.10 35 48 2 4 0.73 131 35.02 58 75 4 6 0.77 150 58.01 

C
u
rre

n
t A

p
p
lie

d
 S

c
ie

n
c
e
 a

n
d
 T

e
c
h
n
o
lo

g
y
 V

o
l. 2

1
 N

o
. 2

 (A
p
ril-J

u
n
e
 2

0
2
1
) 

2
3
3
 



 
 

Current Applied Science and Technology Vol. 21 No. 2 (April-June 2021) 

 

234 

 

to minimize the required sample sizes (𝑛1, 𝑛2) under the optimal parameters of the 𝐷𝑆𝑃𝑍𝐼𝑃 .  Based  

on this reason, the conditions of the required sample sizes (𝑛1, 𝑛2) are considered as the constraints 

to find the optimal 𝐷𝑆𝑃𝑍𝐼𝑃  to achieve the maximum value of 𝑃𝑎 and the minimum value of 𝑇𝐶 and 

𝐴𝑆𝑁 simultaneously.  

In this illustration, a comparison between the size of the first sample (𝑛1) and the second 

sample (𝑛2) is considered.  The smaller value of sample size (𝑛1, 𝑛2) or 𝐴𝑆𝑁 is always more 

satisfactory for designing the optimal ASP.  

There are three different scenarios of the required sample sizes (𝑛1, 𝑛2) used to find the 

optimal multi-objective function of a 𝐷𝑆𝑃𝑍𝐼𝑃  as follows. 

   Scenario1 (S1):  𝑛1 = 𝑛2 and  𝑛1 + 𝑛2 ≤ 𝛿𝑁(𝑟 = 1)  

   Scenario2 (S2):  𝑛1 > 𝑛2 and  𝑛1 + 𝑛2 ≤ 𝛿𝑁(𝑟 > 1) 
   Scenario3 (S3):  𝑛1 < 𝑛2  and 𝑛1 + 𝑛2 ≤ 𝛿𝑁(𝑟 < 1) 

 The maximum value of 𝑃𝑎(𝑝) and the minimum value of  𝑇𝐶 and 𝐴𝑆𝑁 can be determined 

by solving eq.10 and eq.11, with a given input parameter from Table 1. Suppose 𝐴𝑄𝐿 = 0.05, and 

𝐿𝑇𝑃𝐷 = 0.10 based on the reasons from the Illustration 1, the optimal parameters (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗ 

of the 𝐷𝑆𝑃𝑍𝐼𝑃  are determined by satisfying two inequalities, 𝑃𝑎(𝐴𝑄𝐿) ≥ 1 − α and 𝑃𝑎(𝐿𝑇𝑃𝐷) ≤ 𝛽, 
and three scenarios of the required sample sizes as mentioned above. 

From Table 3, the main goal is achieved (the maximum 𝑃𝑎 and the minimum 𝑇𝐶 and 𝐴𝑆𝑁) 

by obtaining the optimal values of (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗ under the 𝐷𝑆𝑃𝑍𝐼𝑃 .  The investigating values are 

given as follows. 

1.  Based on three different scenarios of (𝑛1, 𝑛2) with 𝛿 = 0.10(𝑛1 + 𝑛2 ≤ 100), and 𝛿 =
0.20(𝑛1 + 𝑛2 ≤ 200) , when ∅ increases, the value of 𝑃𝑎 tends to increase while 𝑇𝐶 tends to 

decrease. 

2.  The three different scenarios of (𝑛1, 𝑛2) are compared under the same value of  𝛿 and 

∅. The results show that S1, (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗ = (50,50,1,2)∗, provides the lowest 𝑇𝐶 and highest 𝑃𝑎, 

whereas S3, (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗ = (40,60,0,2)∗ provides the lowest 𝐴𝑆𝑁.  

3.  Considering under the same scenario, when 𝛿 increases under the same value of ∅, the 

value of 𝑃𝑎 is increasing while the value of 𝑇𝐶 and 𝐴𝑆𝑁 is decreasing. 

It can interpret that the optimal required sample sizes is Scenario 1 (𝑛1 = 𝑛2) because S1 

provides the lowest 𝑇𝐶  and highest 𝑃𝑎 and these parameters are an important factor in the 

construction of the optimal 𝐷𝑆𝑃𝑍𝐼𝑃 .  Moreover, the smaller of required sample sizes ( lower 𝛿) 

provides the optimal 𝐷𝑆𝑃𝑍𝐼𝑃  . 

 

3.3 Illustration 3: The optimal OC function of the 𝑫𝑺𝑷𝒁𝑰𝑷 
 

Illustration 2 indicates that the required sample sizes of the first and second sampling should be the 

smallest and equal values (𝑛1 = 𝑛2).  In this illustration, the input parameters are assigned from 

Table 1. The performances of the 𝐷𝑆𝑃𝑍𝐼𝑃  with different values of  ∅ under the optimal scenario (S1) 

are presented in Figures 1-3.  The OC curves of  𝐷𝑆𝑃𝑍𝐼𝑃  are shown in Figure 1 when 
(𝑛1, 𝑛2, 𝑐1, 𝑐2)∗ = (50,50,1,2)∗. Other than that, the OC curves of  𝐷𝑆𝑃𝑍𝐼𝑃  are compared with 𝐷𝑆𝑃𝑃  

. Suppose 𝐷𝑆𝑃𝑃  is the DSP under traditional  Poisson distribution.  

  From Figure 1, for the same value of 𝑝 and a different value of ∅, the results indicate that 

a higher value of  ∅ under 𝐷𝑆𝑃𝑍𝐼𝑃  provides the larger 𝑃𝑎.  Based on the same condition of optimal 
(𝑛1, 𝑛2, 𝑐1, 𝑐2)∗, 𝐷𝑆𝑃𝑍𝐼𝑃  gives a larger 𝑃𝑎 than 𝐷𝑆𝑃𝑃  for each value of 𝑝.  In practice, an optimal 

sampling plan should give a small 𝐴𝑆𝑁.  From Figure 2, it can be seen that 𝑝 = 0.04 gives the 

maximum value of 𝐴𝑆𝑁 of all the proposed sampling plans. Moreover, a larger of  ∅ under 𝐷𝑆𝑃𝑍𝐼𝑃   
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Table 3.  The optimal solution of  𝐷𝑆𝑃𝑍𝐼𝑃  under three different scenarios of the required sample 

sizes 

 

𝜹 

 

∅ 

S1 S2 S3 

(𝟓𝟎, 𝟓𝟎, 𝟏, 𝟐)∗ 

 

(𝟔𝟎, 𝟒𝟎, 𝟏, 𝟐)∗ (𝟒𝟎, 𝟔𝟎, 𝟎, 𝟐)∗ 

  𝑷𝒂 𝑻𝑪 𝑨𝑺𝑵 𝑷𝒂 𝑻𝑪 𝑨𝑺𝑵 𝑷𝒂 𝑻𝑪 𝑨𝑺𝑵 

 

 

 

0.10 

0.01 0.2944 924 62.70 0.2071 977 68.87 0.1836 990 56.08 

0.05 0.3229 913 62.18 0.2392 963 68.51 0.2150 976 55.43 

0.10 0.3586 887 61.54 0.2792 942 68.07 0.2545 946 54.62 

0.20 0.4298 844 60.26 0.3593 890 67.17 0.3341 901 52.99 

0.30 0.5011 808 58.98 0.4394 847 66.27 0.4145 855 51.37 

0.40 0.5724 764 57.70 0.5195 796 65.38 0.4958 801 49.74 

0.50 0.6436 721 56.41 0.5996 752 64.48 0.5778 754 48.12 

  

 
(𝟏𝟎𝟎, 𝟏𝟎𝟎, 𝟐, 𝟒)∗ (𝟏𝟐𝟎, 𝟖𝟎, 𝟐, 𝟒)∗ (𝟖𝟎, 𝟏𝟐𝟎, 𝟏, 𝟑)∗ 

 

 

 

 

0.20 

 𝑷𝒂 𝑻𝑪 𝑨𝑺𝑵 𝑷𝒂 𝑻𝑪 𝑨𝑺𝑵 𝑷𝒂 𝑻𝑪 𝑨𝑺𝑵 

0.01 0.1380 1024 117.37 0.0778 1056 130.60 0.1028 1038 102.21 

0.05 0.1727 1001 116.67 0.1148 1039 130.17 0.1309 1020 102.27 

0.10 0.2160 978 115.79 0.1611 1007 129.64 0.1842 987 101.10 

0.20 0.3027 924 114.04 0.2538 957 128.57 0.2747 935 98.76 

0.30 0.3896 878 112.28 0.3466 907 127.50 0.3652 884 96.41 

0.40 0.4765 823 110.53 0.4395 857 126.42 0.4557 825  94.07 

0.50 0.5635 777 108.77 0.5326 799 125.35 0.5463 773 91.72 

 
 

 

 
 

Figure 1. The optimal OC function of the 𝐷𝑆𝑃𝑍𝐼𝑃  under optimal plan (50,50,1,2)∗ 
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Figure 2. The optimal 𝐴𝑆𝑁 curves of the 𝐷𝑆𝑃𝑍𝐼𝑃  under optimal plan (50,50,1,2)∗ 

 

 

 
 

Figure 3. The optimal total cost of the 𝐷𝑆𝑃𝑍𝐼𝑃  under optimal plan (50,50,1,2)∗ 

 

 

provides smaller 𝐴𝑆𝑁.  From Figure 3, the results show that  larger values of  ∅ under 𝐷𝑆𝑃𝑍𝐼𝑃  

provides the lower 𝑇𝐶 for 0 < 𝑝 ≤ 0.13. Furthermore, the OC function under the optimal plans 
(50,50,1,2)∗ and (100,100,2,4)∗ are compared in Figure 4. The result indicates that for  𝑝 = 0.01, 
the optimal plan (100,100,2,4)∗ has a slightly larger 𝑃𝑎 than (50,50,1,2)∗. On the other hand, when 

𝑝 increase, the optimal plans (50,50,1,2)∗ has a slightly larger 𝑃𝑎 than (100,100,2,4)∗. 
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Figure 4. A comparison of the OC function under the optimal plans(50,50,1,2)∗and 
(100,100,2,4)∗ 

 

3.4 Real data application 
 

In this section, a real dataset with excess zero counts is the number of read-write errors discovered 

in a computer hard disk in a manufacturing process (see Xie et al. [20]) as shown in Figure 5. This 

data set includes a total of 208 samples with a mean of 1.16 and a standard deviation of 1.20. From 

this dataset, the input parameters are calculated as follows:  
 

∅ =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑧𝑒𝑟𝑜 𝑣𝑎𝑙𝑢𝑒 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
= 0.87, 𝑝 = 0.006,  and  𝑁 = 208. 

 

Some of the input parameters  are assigned by the user: 

 

𝛿 = (0.10,0.20), 𝛼 = 0.05,  𝛽 = 0.01, 𝐴𝑄𝐿 = 0.05, 𝐿𝑇𝑃𝐷 = 0.10, 𝐶𝐼 = 1, 𝐶𝐹 = 2, and 𝐶𝑂 = 10. 

 

  Substituting input parameters in  multi-objective optimization using GA methods, we then 

obtained the optimal plan parameters (𝑛1, 𝑛2, 𝑐1, 𝑐2)∗.The result shows that at 𝛿 = 0.10 (𝑛1 + 𝑛2 ≤
20), the optimal plan parameters are (10,10,0,2) which provide the optimal solution 𝑃𝑎 = 0.9917, 
𝑇𝐶 = 37, and 𝐴𝑆𝑁 = 10.27. However, for 𝛿 = 0.20 (𝑛1 + 𝑛2 ≤ 40), the optimal plan parameters 

are (20,20,0,1),  which provide an optimal solution 𝑃𝑎 = 0.9911, 𝑇𝐶 = 47, and 𝐴𝑆𝑁 = 20.95 . 
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Figure 5. Number of read-write errors discovered in a computer hard disk 
 

 

4. Conclusions 

 

Nowadays, It can be observed that when the production processes are well inspected, zero defects 

are often found in sample inspections.  There are many ways to achieve the optimal DSP that is 

affected by zero- inflated data.  In this research, the proposed method was modified to make an 
optimal decision for the manufacturer.  The optimal parameters were proposed to maximize the 

𝑃𝑎(𝑝) and minimize the 𝑇𝐶 and 𝐴𝑆𝑁 simultaneously. The proposed method was designed based on 

three different scenarios of the required sample sizes using multi-objective optimization with GA 

methods.  

In conclusion, according to the proposed method, the result indicates that the values of 

𝑃𝑎(𝑝), 𝑇𝐶 and 𝐴𝑆𝑁 under the 𝐷𝑆𝑃𝑍𝐼𝑃  depend on the required sample sizes. Based on the same 

value of 𝐴𝑄𝐿 and 𝐿𝑇𝑃𝐷, when ∅ increases, the smaller value of required sample sizes provides the 

optimal 𝐷𝑆𝑃𝑍𝐼𝑃  to achieve maximum value of the 𝑃𝑎(𝑝) and minimum value of the 𝑇𝐶 and 𝐴𝑆𝑁. 

Furthermore, under 3 different scenarios of the required sample sizes, we found that the first sample 
(𝑛1) and the second sample (𝑛2) should be equal (𝑛1 = 𝑛2). The performance of the 𝐷𝑆𝑃𝑍𝐼𝑃  is 

considered by the OC function with a different value of ∅  based on 𝑛1 = 𝑛2 scenario.  The results 

indicate that the 𝐷𝑆𝑃𝑍𝐼𝑃  provides more performance when ∅ is increased.  Furthermore, under the 

same condition, 𝐷𝑆𝑃𝑍𝐼𝑃  provides more performance than the 𝐷𝑆𝑃𝑃  in each value of 𝑝. 

To apply the proposed methods, the manufacturer should know some necessary values of 

input parameters such as lot size, the proportion of defect per lot, cost per unit, etc.  In future work, 

the proposed method can be applied to optimize multiple acceptance sampling plans. Moreover, the 

proposed method can be extended under other zero- inflated distributions such as the zero- inflated 
Negative binomial distribution. 
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Abstract 
 
Kidney stone is a major health problem occurring in many individuals, especially men, and it is 

caused by dietary intake and excess excretion of chemicals in the urine. The aim of this study was 

to evaluate the inhibitory potential of Acalypha indica Linn. against calcium oxalate stones. Various 

solvent extracts of A. indica Linn. were prepared using cold extraction method. These extracts were 

then used for analyzing inhibitory action against three stages of crystal formation: nucleation, 

growth, and aggregation. The ethanolic extracts were found to have maximum inhibitory potential 

of approximately 90±0.0011%, 99.4±0.002%, and 93±0.002% against the crystal nucleation, 

growth, and aggregation of calcium oxalate. The inhibitory potential of calcium oxalate precipitation 

in artificial urine by the ethanolic extract was found to be approximately 99.231±0.0001%. The 

ethanolic extract was fractionated by column chromatography and the bioactive compound was 

identified as an aliphatic group from the structural characteristics of the ethanolic extract obtained 

from 13C nuclear magnetic resonance. Finally, the effectiveness of partially purified extract was 
tested on calcium oxalate stones, which were highly dissolved by the ethanolic extract 

(61.82±0.133%) compared to calcium phosphate stones (35.71±0.06%). It was also tested on oxalate 

induced Vero cell lines and the cell viability was found to be approximately 70.5±2.99%. On the 

basis of the present study, it was concluded that the crude extract had higher activity against calcium 

oxalate stones than a partially purified extract. 
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1. Introduction 
 

Renal calculi are generally called kidney stone. Being able to successively treat kidney stone these 

days is a milestone because it eventually leads to the death of the affected individuals. Kidney stone 

affects approximately 4-8% of population in the UK, 15% in the USA, and 11% in India [1]. 

Different forms of kidney stones that are present worldwide are calcium-containing stones of 

approximately 75-90%, followed by struvite crystals (10-15%), uric acid (3-10%), and cysteine (0.5-

1% ) [2, 3]. Lithiasis is a process in which calcium oxalate (CaC2O4 or CaOx) is formed in the 

kidney. Calcium oxalate stones are present in two forms: calcium oxalate monohydrate (COM) or 

whewellite, and calcium oxalate dihydrate (COD) or weddellite. COM stones are 

thermodynamically more stable than COD and have more affinity for the formation of renal calculi 

in the kidney [4-6]. It is noteworthy that the lifestyle and dietary intake of individuals also play a 
role in the formation of stones in the kidney. The major causes are high intake of calcium- and 

phosphorus-rich cereals and oxalate-rich vegetables, as well as lack of animal proteins [7]. There 

are several ways to treat renal stones. Some of the practices such as surgical approaches are 

endoscopic stone removal lithotripsy and extracorporeal shock wave lithotripsy, which cause 

traumatic effect and reduction in renal function with acute renal injury [8]. The alternative resource 

for the treatment of renal stones is the use of herbal extracts. The plants used to prepare these extracts 

are commonly found and the technique is also a cost-effective [9, 10]. This study deals with 

assessing the inhibitory effects of Acalypha indica Linn. leaves compared to in vitro analysis and 

on Vero cell lines. 

 

 

2. Materials and Methods 

 

2.1 Collection and authentication of plant materials 
 

Acalypha indica Linn. plants were collected from nearby K. S. Rangasamy College of Technology, 
Tiruchengode, Tamil Nadu, India, from March to April 2014. The validation of plants was 

accomplished by Botanical Survey of India, Tamil Nadu Agricultural University, Coimbatore, 

Tamil Nadu, India. Renal stone formation can be identified by three stages, via calcium oxalate 

crystal nucleation, growth and aggregation, and these can be analyzed by the following in vitro 

techniques in the presence and absence of leaf extracts. 

 

2.2 Preparation of plant extracts and nucleation assay 
 

The plant leaves of A. indica Linn. were washed with distilled water, dried, and powdered. The 
powdered leaves were used for cold extraction process with different solvents such as chloroform, 

ethyl acetate, acetone and ethanol in the ratio of 1:10 based on their polarity. After 48 h of interval, 

the extracts were filtered through Whatman Grade 40 filter paper and air dried. Different 

concentrations of dried leaf extracts were prepared (1%, 3%, 5%, 7%, and 10%) in respective 

solvents for in vitro analysis. The nearness of nuclei prompts the emergence of kidney stones, and 

this was studied using the modified method [11] in which a 1.5 ml aliquot of 3.5 mmol/l calcium 

chloride (in TBS pH 6.5) and 150 μl of the extracts were mixed, then a 1.5 ml aliquot of 6 mmol/l 

sodium oxalate (in TBS pH 6.5) was included, and absorbance was estimated at 620 nm for different 

time intervals. Rate restraint was determined using the equation below. 

 

      % 𝐼𝑛ℎ𝑖𝑏𝑖𝑡𝑖𝑜𝑛 =
𝐶−𝑆

𝐶
∗ 100                                          (1) 

where C is the turbidity without leaf extracts and S is the turbidity with leaf extracts.  
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2.3 Growth assay 
 

The hindrance of the development of COM crystal was contemplated with small alterations [12] 
where 1.5 ml of each calcium chloride and sodium oxalate solutions of 1 mmol were prepared in the 

TBS buffer (pH 7.2) and mixed with 2.5 mg/ml COM crystal slurry (in acetate buffer). The 

absorbance was estimated at 214 nm with and without leaf extracts, and inhibition percentage was 

determined as follows: 

 

% 𝐼𝑛ℎ𝑖𝑏𝑖𝑡𝑖𝑜𝑛 =
𝐶−𝑆

𝐶
∗ 100                                          (2) 

where C is the oxalate reduction rate without leaf extracts and S is the oxalate reduction rate with 
leaf extracts. 

 

2.4 Aggregation assay 
 

At the point when crystals are present in the solution, they bunch together and form large particles 

as aggregates. The formation of aggregates can be inhibited with the help of leaf extracts with some 

changes in the method [13]. For this, a COM crystal can be shaped with solutions of calcium chloride 

and sodium oxalate at 75 mmol/l. These solutions were blended and kept in a water bath at 60C for 

1 h and then dried to collect the COM crystals. Then, 2 mg/ml COM crystals were prepared in the 

TBS buffer (pH 6.5). On the basis of the turbidity with and without leaf extracts, the rate of 
aggregation was analyzed. The rate of aggregation inhibition (Ir) was broken down by estimating 

the slope of turbidity with the leaf extracts and control, as follows. 

 

                               𝐼𝑟 =   1 −
𝑇𝑢𝑟𝑏𝑖𝑑𝑖𝑡𝑦 𝑖𝑛 𝑠𝑎𝑚𝑝𝑙𝑒

𝑇𝑢𝑟𝑏𝑖𝑑𝑖𝑡𝑦 𝑖𝑛 𝑐𝑜𝑛𝑡𝑟𝑜𝑙
∗ 100                                                                 (3) 

 

2.5 Precipitation of calcium oxalate in artificial urine 
 

Artificial urine (AU) was prepared with compositions containing sodium chloride (105.5 mmol/l), 

sodium phosphate (32.3 mmol/l), sodium citrate (3.21 mmol/l), magnesium sulfate  (3.85 mmol/l), 

sodium sulfate (16.95 mmol/l), potassium chloride (63.7 mmol/l), calcium chloride (4.5 mmol/l), 

ammonium hydroxide (17.9 mmol/l), and ammonium chloride (0.0028 mmol/l) [14]. The AU was 

prepared freshly each day and the pH was adjusted to 6.0. The examination was directed by adding 

2 ml AU, 0.5 ml extract, and 1.5 ml sodium oxalate (0.01 M), and absorbance was estimated at 620 
nm. Percentage inhibition was determined using the following equation: 

 

      % 𝐼𝑛ℎ𝑖𝑏𝑖𝑡𝑖𝑜𝑛  =   1 −
𝑆𝑖

𝑆𝑐
∗ 100                                     (4) 

 

where Si is the slope of the graph with leaf extracts and S is the slope of the graph without leaf 

extracts. 

 

2.6 Separation of bioactive compounds by column chromatography 
 
The potential leaf extract was identified by the above methods, and the extract was subjected to 

column chromatography. The column was packed with activated silica gel of 60-120 mesh and filled 

with respective solvent. Then, approximately 3 g extract was added and fractions were eluted out at 

constant time intervals and stored for further analysis.  
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2.7 TLC Analysis 
 

The collected fractions were analyzed by thin-layer chromatography, and the mobile phase selected 
was chloroform/ethanol/methanol (8:2:1) [9, 15, 16]. This helps to identify the bioactive compound 

containing fractions. The plates were observed under UV light and the spots were identified.  

 

2.8 Fourier Transform-Nuclear Magnetic Resonance (FT-NMR) analysis 
 

The bonding regions and type of carbons present in the bioactive compound were analyzed using 

FT-NMR. The 13C nuclear magnetic resonance (NMR) was used for the distinguishing proof of the 

carbon atoms in the bioactive compounds. The sample was prepared with DMSO and the spectra 

were read on a Bruker Advance Ultra Shield 400 spectrometer (Bruker Biospin GmbH, Rheinstetten, 
Germany), working at 400.13 MHz, using a broadband inverse probe head. The raw data points 

were obtained from the spectra.  

 

2.9 Kidney stone analysis 
 

Precisely expelled kidney stones were obtained from Senthil Multispeciality Hospital, Erode, Tamil 

Nadu, India. These stones were categorized into calcium oxalate stones and calcium phosphate 

stones (Figure 7 (a-b)). The initial size and weight of the stones were noted. The stones acted towards 

various concentrations of plant extracts and control (NaCl 10 g/l) for a period of 4 weeks with 
constant stirring. The stones were removed from the extracts at the end of each week and weighed 

after drying at 100C. The parameters determined were decrease in weight and size of the stone, rate 

weight decrease, and disintegration rate [7]. 

 

% 𝑅𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝑠𝑡𝑜𝑛𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 =   1 −
𝐹𝑖𝑛𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 (g)

𝐼𝑛𝑡𝑖𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 (g)
∗ 100                   (5) 

𝐷𝑖𝑠𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝑟𝑎𝑡𝑒 =   
𝐼𝑛𝑡𝑖𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 (g) − 𝐹𝑖𝑛𝑎𝑙 𝑤𝑒𝑖𝑔ℎ𝑡 (g)

𝑇𝑖𝑚𝑒 (h)
                  (6) 

 

2.10 MTT assay 
 

African Green Monkey Kidney cell lines (Vero cells) were acquired from the National Culture for 

Cell Sciences (NCCS, Pune). The cells were maintained in minimal essential medium (MEM) 

attuned with penicillin (100 units/ml), streptomycin (1 mg/ml), and 10% fetal bovine serum, and 

kept in a 25 cm2 tissue-culture-treated flasks at 37C and 5% CO2 in humidified chambers. For 

oxalate induced cell injury, cells were refined with MEM medium alongside with 100 µg/ml sodium 

oxalate and various concentrations of plant extracts for 72 h [17, 18]. Cytotoxicity was measured by 

3-(4,5-dimethyl-2-thiazolyl)-2,5-diphenyl-tetrazolium bromide (MTT) assay.  

The viability of the cells was evaluated and estimated by the measure of decrease of MTT 
to purple formazan and it was evaluated by an altered method [19, 20]. The 96-well plates were used 

for culturing the Vero cells (1 × 105/wells). The cells were hatched at various concentrations of 

extracts and hatched at 37C for 48 h. In the wake of gathering, the cells were cultured with MTT 

(5 mg/ml) in phosphate buffer (pH 7.4) and incubated at 37C for 2 h. The absorbance was estimated 

at 540 nm by adding 0.2% DMSO to the treated cells and wells containing cells without extracts. 

Cell viability (%) was calculated from the following equation: 

                                                        % 𝐶𝑒𝑙𝑙 𝑣𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =  
𝐴540 𝑜𝑓 𝑡𝑟𝑒𝑎𝑡𝑒𝑑 𝑐𝑒𝑙𝑙𝑠

𝐴540 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑜𝑙 𝑐𝑒𝑙𝑙𝑠
∗ 100                               (7) 
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2.11 Statistical analysis 
 

All experiments were done in triplicates. These were presented as mean ± SD of three independent 
filters. Statistical analysis was performed by using the Analysis of Variance (ANOVA) with 

GraphPad Prism, V5.0, software. The distinction in the experiments was viewed significant if P-

value was <0.05. 

 

 

3. Results and Discussion 
 

3.1 Inhibition of calcium oxalate crystal nucleation 
 

The inhibitory potential of leaf extracts of A. indica Linn. was measured against crystal nucleation, 

which is the most critical stage in kidney stone development. Figure 1 shows the inhibitory activity 

in nucleation formation. It is observable that the ethanolic extracts of 1% and 5% concentration, and 

1% of ethyl acetate had higher inhibition of approximately 90±0.0011% compared to all the other 

extracts. There is a deviation and decrease in the inhibitory activity against nucleation of the CaOx 

crystals, even after increasing the concentration of extracts. The results obtained by studies in 

Bergenia ciliata [5] show approximately 32%-92% inhibition in the nucleation formation.  
 

 

 

  
 

Figure 1. Effect of Acalypha indica Linn. leaf extracts on CaOx nucleation. Statistical analysis 

was depicted as p value < 0.0001.  
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3.2 Calcium oxalate crystal growth inhibition 
 

Figure 2 illustrates that the concentration of ethyl acetate and ethanolic extracts has a comparable 
inhibition rate. The 5% concentration of both ethyl acetate and ethanolic extracts yielded 

99.4±0.002% (P < 0.0001). The percentage inhibition of growth of CaOx crystals was comparable 

on increasing the concentration of leaf extracts. In banana cultivator Monthan [8] and in Tribulus 

terrestris [2], the inhibitory activity was found to increase in the inhibition of growth about 84% 

and 85.7% in ethanol extract respectively. 

 

 
 

Figure 2. Effect of Acalypha indica Linn. leaf extracts on CaOx growth. Statistical analysis was 

depicted as p value < 0.0001. 

 

3.3 Inhibition of calcium oxalate aggregation 
 

The process of binding of kidney stone crystals to one another, called aggregation, is induced by a 

strong electric field. This is important in the lithiasis process. The inhibitory activity of different 

extracts is shown in Figure 3, which depicts that the ethanolic extracts at 3% and 5% concentrations 

have higher activity (93±0.002%) than other extracts. On increasing the concentration of ethanolic 

extract, a fall in the inhibitory activity against CaOx aggregation was observed. Aerva lanata [21] 

and Bergenia ciliata (Haw.) [22] showed considerable inhibition of 58%-97% against aggregation 

and decreased inhibition with increased concentration, and the results obtained in plants such as 

Tachyspermum ammi, [23] Terminalia arjuna [9], and Tetraclinis articulate [24] showed 
approximately 28%-78% inhibition. 

 

3.4 Inhibition of calcium oxalate precipitation in artificial urine 
 

In general, dissolved stones can be eliminated and excreted via urine. The inhibitory potential of 

CaOx precipitation in AU was studied with the help of leaf extracts of A. indica Linn. An increasing 

percentage of inhibition was observed for increasing concentration of ethanolic extracts and reached 

99.231±0.0001% at 5% concentration (Figure 4). This is far greater compared to that of all the other  
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Figure 3. Effect of Acalypha indica Linn. leaf extracts on CaOx aggregation. Statistical analysis 

was depicted as p value < 0.0001.  

 

 

 
 

Figure 4. Effect of Acalypha indica Linn. leaf extracts on CaOx precipitation in artificial urine. 

Statistical analysis was depicted as p value < 0.0001.  

 

extracts. A small increase in the concentration will have a negative effect on the inhibition rate. The 

formation of CaOx crystals in AU was considerably reduced by 99.23% with the ethanolic extract 

of A. indica Linn. The results acquired in Achyranthes indica Linn [10] and Achyranthus aspera 

[25] showed reductions of approximately 67%-95%. 
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3.5 Analysis of bioactive compounds 
 

The ethanolic extract was found to have higher potential than other extracts based on the in vitro 
studies performed. The crude extract was subjected to column chromatography and purified 

fractions were obtained. The fractions were collected at definite time intervals and 53 fractions were 

obtained after elution. The fractions were analyzed by thin-layer chromatography for identifying the 

potential fractions and single band was observed in fractions 17-23 (Figure 5). The fractions 17-23 

were pooled together and were analyzed using 13C NMR for the carbon shift data and the results are 

shown in Figure 6. The peak shift data are shown in Table 1, which illustrates the compounds present 

in the extract. The peak 74.58 represents C=N group. Peaks 58.49-53.86 denote the presence of 

OCH3 group; DMSO is indicated from 38.91 to 38.33 and 17.21 shows the occurrence of the CH2 

group. From these data, it can be inferred that the bioactive compound has aliphatic nature. The 

ethanolic extract was subjected to column chromatography and 53 fractions were obtained. Then, 

the single-band fractions were identified by TLC and pooled together for further process [15]. 
 

3.6 Analysis of efficacy of ethanolic extracts on kidney stone  
 

The reduction in various properties of surgically removed stones was tested using ethanolic extracts 

on calcium oxalate and calcium phosphate stones. The results, tabulated as reduction in weight of 

the stone (g), % solubility, size reduction (cm) and mean dissolution rate (g/h), are depicted in Table 

2. Figure 7(c-e) shows the kidney stones after treatment with ethanolic extract for 4 weeks. This 

shows the weight of the calcium oxalate and calcium phosphate stones and control stone reduced 

after 4 weeks (61.82±0.133%, 35.71±0.06%, and 58.75±0.03%, respectively). Similarly, the 
reduction in size of the kidney stones for calcium oxalate and calcium phosphate stones and control 

stones was 0.23±0.002, 0.30±0.017, and 0.28±0.0006, respectively. The solubility percentage and 

mean dissolution rate of the kidney stones after 4-week treatment with ethanolic extracts in calcium 

oxalate and calcium phosphate stones and control were 35.55±0.03 and 25±0.173, 15±0.115 and 

0.018±0.016, and 0.04±0.06 and 0.02±0.01, respectively. From these results, it can be inferred that 

ethanolic extracts have less inhibitory potential against calcium phosphate stones. 

 

 

 
 

Figure 5. TLC plates showing bands of ethanolic extracts viewed under UV light  

(a) Fractions 17-20, and (b) Fractions 20-23 
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Figure 6. 13C NMR spectrum of ethanolic extract of Acalypha indica Linn. at 400 MHz  

 
 

Table 1.13C NMR chemical shift data and their carbon types 

S. No. Chemical Shift (ppm) Type of Carbon 

1. 74.58 -C=N 

2. 58.49 -OCH3- 

3. 56.19 -OCH3- 

4. 55.46 -OCH3- 

5. 53.86 -OCH3- 

6. 38.91 DMSO Solvent 

7. 38.73 DMSO Solvent 

8. 38.52 DMSO Solvent 

9. 38.33 DMSO Solvent 

10. 17.21 -CH2- 

 

 



 

 

 

 

Table 2. Weight reduction, % solubility, size reduction, and mean dissolution rate of calcium oxalate and calcium phosphate stones after treatment 

with ethanolic extracts 

 
Particulars Control Calcium oxalate stone Calcium phosphate Stone 

Initial weight of the 

stone (g) 
0.08 0.11 0.56 

Initial Size of stone 

(cm) 
0.6 0.6 1.1 

Week 1 2 3 4 1 2 3 4 1 2 3 4 

Weight of the stone (g) 

 
0.07 0.006 0.045 0.033 0.103 0.1 0.08 0.042 0.56 0.56 0.5 0.36 

% in weight reduction 

after 4th week 

 

58.75±0.03 61.82±0.133 35.71±0.06 

Solubility of stone (g) 

 
0.01 0.01 0.015 0.012 0.007 0.003 0.02 0.038 0 0 0.06 0.14 

% Solubility of stone 

after 4th week 

 

15±0.115 35.55±0.03 25±0.173 

Size of stone (cm) 0.55 0.53 0.44 0.32 0.59 0.57 0.45 0.37 1.1 1.1 1 0.8 

             
Reduction in size of 

stone (cm) after 4th 

week 

 

0.28±0.006 0.23±0.002 0.3±0.017 

Dissolution rate (g/h) 

 
0.006 0.012 0.021 0.028 0.0042 0.006 0.018 0.04 0 0 0.036 0.12 

Mean Dissolution rate 

(g/h) after 4th week 
0.02±0.01 0.018±0.016 0.04±0.06 
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Figure 7. Stones before and after treatments with ethanolic extracts. 

Before treatment with ethanolic extract; (a) calcium oxalate stone,                                  

(b) calcium phosphate stone, and (c) control,  

After Treatment with ethanolic extract; (d) calcium oxalate stone,                                  

and (e) calcium phosphate stone  

 

Comparable results were produced with food extracts having 9.09%-39.9% activity in 
dissolving the kidney stones [7] and in Phy and Art having inhibitory activity of 40.5%-52.1% [26]. 

Solanum xanthocarpum, Rhamnus prushinae, S. granulate and Tribulus terrestris extracts dissolved 

the kidney stones by approximately 15%-76.5% [27].  

 

3.7 MTT Assay 
 

The cytoprotective activity of ethanolic extracts of A. indica Linn. on oxalate-induced Vero cell 

lines (renal epithelial cell lines) was studied and results are shown in Figure 8. It was clearly visible 

that the purified extract with 1000 µg/ml concentration showed some white spots of viable cells 
along with untreated cells and with crude extract and all other concentration of the extracts showed 

little variations in the viable cells. Cell viability (%) was measured and shown in Figure 9. It was 

revealed that the crude extract alone can maintain the viability up to 77.4%, whereas 1000 µg/ml of 

purified extract can only retain the cell viability up to 70.5±2.99% compared to crude extracts and 

untreated cells. The viability of cells was measured and found to be high at 1000 µg/ml concentration 

of the ethanolic extracts. Similar results were observed in other studies [2, 28]. 
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Figure 8. Viability of oxalate induced Vero cells treated with purified ethanolic extract of 

Acalypha indica Linn. (a) untreated cells, (b) extract alone, (c) 125 µg/ml extract, (d) 250 µg/ml 

extract, (e) 500 µg/ml extract, and (f) 1000 µg/ml extract.  
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Figure 9. Effect of purified ethanolic extract of Acalypha indica Linn. on the viability of          

Vero cells  

 

 

4. Conclusions 
 

From the present study it can be concluded that Acalypha indica Linn. leaves show potential 

inhibitory activity against calcium oxalate stones. The three stages of formation and occurrence of 

kidney stones are nucleation, aggregation and growth of the CaOx crystal, and formation of calcium 

oxalate in the artificial urine was highly inhibited in the presence of the ethanolic extracts at an 

optimum concentration of about 5%. The efficiency of the partially purified and pooled fractions of 

ethanolic extracts was tested against surgically removed stones and oxalate-induced Vero cells 

(renal epithelial cell lines). The calcium oxalate stones were highly dissolved in the ethanolic 

extracts, whereas the calcium phosphate stones showed small amount of inhibition. This shows that 
the crude extract had higher activity compared to the partially purified extracts. Furthermore, this 

can be efficiently tested against animal models for the analysis of the inhibitory activity against 

calcium oxalate stones. 
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Abstract 
 

In this study, the edible mushrooms; Termitomyces robustus and Pleurotus ostreatus were fermented 

with lactic acid bacterium. The proximate composition, minerals, amino acids and fatty acids of 

unfermented and lacto-fermented mushrooms (mushrooms fermented with Lactobacillus fermentum) 

were revealed. The free radical scavenging and antimicrobial activities of ethanolic extracts from the 

mushrooms were carried out. The protein content of P. ostreatus and T. robustus fermented with L. 

fermentum increased (p<0.05) up to 17.7±1.9% and 10.4±0.4%, respectively. The crude fiber 

(7.8±0.0%) and total carbohydrates (76.6±7.9%) in lacto-fermented T. robustus as well as crude fiber 

(9.0±0.6%) and total carbohydrates (67.3±8.4%) in lacto-fermented P. ostreatus were reduced 

(p<0.05) when compared to unfermented mushroom samples. Lacto-fermented P. ostreatus had the 

highest valine content of 11.1±0.2 mg/100 g mushroom, while palmitic acid was found to be the most 

abundant saturated fatty acids (SFA) with 23.0±2.1 % in lacto-fermented T. robustus. The phenolic 

content of the studied mushrooms ranged from 5.6±0.0-7.8±0.0 mg GAE/g extract, while flavonoid 
was within 3.1±0.0 - 4.9±0.1 mg QE/g extract. The scavenging activity of the unfermented and lacto-

fermented mushrooms against DPPH ranged from 62.8±6.8% to 91.3±10.2%. The extracts from lacto-

fermented mushrooms showed better zones of inhibition ranging from 5.0±0.0 mm to 12.5±0.7 mm 

against tested isolates. The research suggests that the probiotic fermentation of mushrooms is a food 

processing method that can be adopted to enhance nutritional and functional properties of edible 

mushrooms. 
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1. Introduction 
 

Edible mushrooms are often regarded as vegetables or meat substitutes due to their culinary usage 

[1]. Mushrooms are commonly consumed as popular dishes and are frequently used as partial 

substitutes for red meat due to their attractive sensory attributes like flavour, texture, aroma and 

taste [2]. Edible mushrooms are highly appreciated and in demand for human consumption due to 

the significant amounts of nutrients [3]. Nutritional excellence and biological activities of edible 

mushrooms contribute to their efficacious uses as fresh ingredients in soups, salads, sauces, 

stuffing and meat dishes, and to their inclusion as value-adding ingredients into novel products 

like pickles, chips, paste, soup-powder formulation, ketchup, pâté, noodles and pasta, biscuits, and 

nuggets [4, 5]. 

Mushrooms are widely consumed and can be eaten in various processed forms following 
different innovative and unconventional food processing methods like drying, frying, canning, 

salting, blanching, and freezing [5]. In recent times, some traditional methods have been adopted 

to preserve wild-grown and cultivated edible fungi [6, 7]. Lactic fermentation is a simple food 

biotechnological approach to preserve, to enhance the nutritional quality and improve functional 

properties of mushrooms. The studies of Jabłonska-Rys et al. [8] and Liu et al. [9] reported the 

effect of lactic acid bacteria (LAB) fermentation on the nutritional and functional activities of 

edible mushrooms. Mushrooms such as Lenzites quercina, Lactarius deliciosus, Boletus edulis, 

Suillus luteus, Armillaria spp., Leccinum spp., Paxillus spp., Cantharellus cibarius, Amanita 

muscaria, Russula spp., Ganoderma spp., T. robustus, Flammulina velutipes, Agaricus bisporus, 

Pleurotus spp. and certain members of the genus of Tricholoma were reportedly fermented to 

improve their nutritional profiles and their free radical scavenging and antimicrobial properties 
[10, 11]. Hence, edible macrofungi are very good sources of bioactive constituents and are 

increasingly used as functional foods, dietary supplements, and traditional medicines [12]. 

Lactic fermentation expedites food preservation and renders food products resistant to 

microbial spoilage due to the availability of naturally occurring secondary metabolites. Thus, it 

provides foods with attractive organoleptic qualities and longer shelf life [13]. The presence of 

viable LAB and their secreted metabolites in fermented foods enhances the health-promoting 

properties of the final product [14]. On this note, lactic fermentation is widely available and 

acceptable as a cheap technique that can be adopted for various types of food processing [15]. 

Hence, there is a need for more research about nutritional composition and functional potentials of 

certain mushrooms fermented via lactic fermentation. In this study, the nutrient contents, free 

radical scavenging and antimicrobial potentials of T. robustus or and P. ostreatus fermented with 

L. fermentum were investigated. 
 

 

2. Materials and Methods 

 

2.1 Chemical reagents 
 

Folin-Ciocalteu’s-reagent, 1,1-diphenyl-2-picrylhydrazyl (DPPH), butylated hydroxytoluene 

(BHT), gallic acid, quercetin, and dimethyl sulfoxide (DMSO) were products of Sigma-Aldrich 

(Steinheim, Germany); trichloro acetic acid, hydrogen peroxide (H2O2) were from Acros Organics 

(Geel, Belgium); deoxyribose, aluminium trichloride, and ethylenediaminetetraacetic acid (EDTA) 

were from Amresco (Ohio, USA); sodium carbonate (anhydrous), chloroform, and methanol were 

from Univar (Downers Grove, IL, USA), boron trifluoride, Fatty Acid Methyl Ester (FAME) 

Standards (C4-C22) were from Sigma-Aldrich (Saint Louis, MO, USA). All the reagents used 

during this study were of analytical grade.   
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2.2 Source of microorganisms 
 

Termitomyces robustus and Pleurotus ostreatus were harvested from a farmland in Akure, Nigeria. 
Lactobacillus fermentum was isolated from a locally fermented cereal food (Ogi) using standard 

microbiological techniques described by Cheesbrough [16] and identified according to Cowan et 

al. [17]. The indicator microorganisms were Methicillin Resistant Staphylococcus aureus 

(MRSA), Escherichia coli, Shigella dysenteriae, Pseudomonas aeruginosa, Candida troplicalis 

and Candida albicans. The microorganisms were obtained from Nigeria Institute of Medical 

Research (NIMR), Lagos. The microorganisms were maintained at -4oC until they were needed for 

the experimental study. 

 

2.3 Fermentation of mushrooms and extract preparation 
 

The fermentation procedure reported by Liu et al. [9] with a little modification was adopted. 

Briefly, freshly harvested mushrooms were cleaned with 75% v/v alcohol and rinsed with sterile 

distilled water. The mushrooms were blanched in boiling water at 96oC for 4 min. The pre-treated 

mushrooms (500 g each) were placed in 2000 ml glass jars followed by the addition of 2% w/w 

NaCl and 3% sucrose at a solid-liquid ratio of 2:1 (w: v). The starter culture (L. fermentum) was 

adjusted to 105 cfu/ml and mixed with the prepared samples. The mixtures were incubated at 

20±2oC for 14 days in 3.5 l anaerobic culture jar (Sigma-255, Sigma Scientific Glass Company, 

India). Thereafter, the mushroom samples were freeze dried at -65±3oC using a vacuum freeze 

dryer (FD-10-MR, Xiangtan Xiangyi Instrument Ltd, China) until constant weight was achieved. 

Then, the unfermented and lacto-fermented mushroom powder (100 g) samples were separately 
soaked in ethanol (1000 ml of 95% v/v) for 48 h. Thereafter, the samples were filtered with 

Whatman No. 1 filter paper. The filtrates were concentrated in a rotary evaporator (RE-52A, 

UNION Laboratories, England) and lyophilized. The extracts obtained were re-dissolved in 0.1 % 

v/v DMSO prior to further analysis.  

 

2.4 Proximate and mineral analysis of mushrooms 
 

The proximate composition like moisture, ash, crude fiber, protein, fat, total carbohydrates the 

mineral content of unfermented and lacto-fermented mushrooms were carried out according to the 
methods of Association of Official Analytical Chemists [18]. Minerals were analyzed by using 

mushroom ash obtained at 600oC.  The ash (1.0 g) was digested in 5 ml of HCl and 2 ml of 5 % 

v/v lanthanum chloride, boiled, filtered and made up to standard volume with deionized water. 

Atomic Absorption Spectrometer (Buck Scientific, Model 200, Inc. East Norwalk, Connecticut, 

U.S.A) was used at the appropriate wavelength to determine minerals; Zn, Fe, Ca, Mg, Na, and K. 

In order to determine Na and K contents in mushroom samples, a flame photometer (Jenway PFP 

7, Staffordshire, UK) was used. 

 

2.5 Determination of amino acids and fatty acids in mushrooms   

 
The unfermented and lacto-fermented mushrooms (2.0 g) were defatted with chloroform: 

methanol (1:1v/v) in a Soxhlet apparatus equipped with a thimble. Defatted mushrooms (40 mg) 

were weighed into glass ampoules followed by the addition of 7.0 ml of 6 M HCl.  Nitrogen gas 

was passed into each ampoule to expel oxygen, which can cause oxidation of amino acid during 

hydrolysis.  After sealing the ampoules, they were put in an oven at 105±3oC for 22 h and cooled 

to remove humins through filtration. Filtrate obtained was concentrated at 40oC in a rotary 

evaporator, and the residue was dissolved with acetate buffer (5 ml), stored in a specimen bottle 
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and kept at 4oC. The amount of hydrolysate loaded was between 5-10 𝜇l and each aliquot was 

dispensed into the cartridge of the analyzer. Technicon Sequential Multisample (TSM-1 

Technicon Instruments Company Ltd, Basingstoke, UK) was used to analyze free acidic, neutral 

and basic amino acids of the hydrolysate for 76 min. The net height of chromatogram peak 
representing an amino acid was measured. The approximate area of each peak was obtained by 

multiplying height with width at half-height [19]. The fatty acids of mushroom samples were 

determined by the trans-esterification method described by Stojković et al. [20]. Briefly, fat 

extracted from the mushrooms was esterified with 0.5 M KOH in methanol (3.4 ml) for 5 min at 

95°C. After neutralizing the mixture with 0.7 M HCl, 3 ml of boron trifluoride (14%) in methanol 

was added and heated for 5 min at 90 °C. To obtained Fatty Acid Methyl Esters (FAMEs), each 

mixture was extracted with n-hexane three times and concentrated to 1 ml. From concentrated 

sample, 1 μl was injected into gas chromatography (GC-2010, Shimadzu, Japan) with auto injector 

(AOI) and capillary column (BPX-70). Quantification of FAMEs was achieved using a mix 

standard (C4-C22). The concentration and area of each peak of FAMEs was computed using GC 

post-run analysis software (Shimadzu, Japan).  

 

2.6 Total phenolic content in mushroom extracts  
 

Total phenolic content in extracts from the unfermented and lacto-fermented mushrooms was 

determined using the method of Singleton et al. [21]. Briefly, 2.5 ml of 10% Folin-Ciocalteu’s 

reagent was mixed with the extract (0.5 ml). After 2 min, 2 ml of 7.5% sodium carbonate was 

added. The blank contained all the reaction reagents except the mushroom extract. The solution 

was incubated for 1 h at 25oC. Thereafter, absorbance was measured at 765 nm and compared to a 

gallic acid calibration curve. Total phenols were determined as gallic acid equivalents from a 

standard curve, which was prepared with a calibration range of 0-100 μg/ml (coefficient of 
determination R2=0.9941) and the results were expressed as mg of gallic acid equivalents (GAE)/g 

of extract). 

 

2.7 Flavonoid content in mushroom extracts 
 

The total flavonoid content of the extracts from the unfermented and lacto-fermented mushroom 

was determined using aluminum chloride method described by Meda et al. [22]. Mushroom 

extract (0.5 ml) and 0.5 ml of methanol were mixed with 0.1 ml of 10% w/v aluminum trichloride 

(AlCl3), followed by 0.5 ml of potassium acetate (1.0 M) and 1.4 ml of distilled water. Each 
solution was incubated at 28oC for 30 min. Absorbance was taken at 415 nm in a 

spectrophotometer. Quercetin was used to prepare a standard curve. The concentration of total 

flavonoids in mushroom samples was calculated as equivalent of quercetin (mg Quercetin (QE)/g 

extract). 

 

2.8 Ferric reducing property of mushroom extracts 
 

The reducing power of the unfermented and lacto-fermented mushroom was determined by 

assessing the ability of extracts to reduce FeCl3 solution as described in the studies of Oyaizu [23]. 
Extract (2.5 ml) of each sample was mixed separately with 2.5 ml of 200 mM sodium phosphate 

buffer and potassium ferricyanide (2.5 ml of 1%). After incubation of the mixture at 50oC for 20 

min, 2.5 ml of 10% trichloroacetic acid was added and centrifuged. Each resulting supernatant, 

after centrifugation at 650 rpm for 10 min, was mixed with an equal volume of water and 1 ml of 

0.1% ferric chloride. Absorbance was measured at 700 nm. Ascorbic acid at various 
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concentrations was used to prepare calibration curve and the reducing property of each extract was 

expressed in mg of Ascorbic Acid Equivalent (AAE) per g of extract. 

 

2.9 DPPH scavenging activity of mushroom extracts 
 

The free radical scavenging ability of the mushroom extracts against DPPH (1, 1-diphenyl-2-

picryhydrazyl) was determined using the method described previously by Gyamfi et al. [24]. Each 

extract (0.1 ml) was mixed with 1.0 ml of 0.4 mM DPPH in methanol. The mixture was then 

incubated at 29°C for 30 min in the dark. Butylated hydroxytoluene (BHT) was used as a positive 

control and absorbance was measured at 517 nm using a UV-visible spectrophotometer. The 

capacity of free radical scavenging was calculated using the following equation: 

Scavenging activity (%) = {(A control –A sample) / A control} x 100% 

 

2.10 Scavenging ability of mushroom extracts on hydroxyl radical 
 

The scavenging potential of the mushroom extracts against hydroxyl radical was assessed using 

the method of Halliwell et al. [25]. The reaction mixture containing an aliquot of each extracts 

(0.1 ml) or standard, 20 mM deoxyribose (120 μl), 0.1 M phosphate buffer (400 μl), 20mM 

hydrogen peroxide (40 μl), 500 μM FeSO4 (40 μl), and the volume was made up to 800 μl with 

distilled water. The reaction mixture was incubated at 37°C for 30 min. Thereafter, 0.5 ml of 

trichloro acetic acid (2.8%) was added, followed by 0.4 ml thiobarbituric acid (0.6%). The mixture 

was heated for 20 min and cooled. The absorbance of solution was measured at 532 nm in 

spectrophotometer.   
Scavenging activity (%) = {(Ab – As)/ Ab} × 100  

Where Ab is absorbance of blank and As is absorbance of the sample at 532 nm. 

 

2.11 Nitric oxide radical scavenging assay 
 

The scavenging activity of the mushroom extracts against nitric oxide was performed according to 

the method described by Jagetia and Baliga [26]. Sodium nitroprusside (1.0 ml) in 0.5 mM 

phosphate buffer saline was mixed with extract (100 μl). The mixture was incubated at 25oC for 48 

h. Thereafter, 1.0 ml of aliquot solution was mixed with 1.0 ml of Griess reagent containing 1% 
sulphanilamide, 2% o-phosphoric acid and 0.1% naphthyl ethylenediamine dihydrochloride. After 

incubating the solution at 34°C for 30 min, absorbance was recorded at 546 nm and scavenging 

activity was calculated using: 

NO Scavenging activity (%) = {(A control –A sample) / A control}x 100% 

 

2.12 Antimicrobial activity of mushroom extracts 
 

The antimicrobial activity of the extracts was tested against microorganisms using the agar well 

diffusion method [16]. Briefly, the microorganisms were cultivated on nutrient broth or potatoes 
dextrose broth for bacterial or fungi at 37°C for 24 h and 25°C for 48 h, respectively. The 

inoculum size was adjusted to 0.5 McFarland turbidity standard at 600 nm using a visible 

spectrophotometer. A sterile swab stick was moistened with inoculum and spread on Mueller 

Hinton agar. Subsequently, wells of 4 mm diameter were bored into the agar medium and filled 

with 50 µl of 50 mg/ml of crude extract. Amoxicillin and ketoconazole were used as positive 

control against bacteria and fungi, respectively, while sterile distilled water served as a negative 

control. The plates were incubated at 37°C for 24 h and 25°C at 48-72 h for fungi and bacteria, 
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respectively. After incubation, zones of inhibition were measured and recorded in millimeters 

(mm).  

 

2.13 Statistical analysis 

 
Data from the experimental study were reported as mean ± standard deviation (SD) of replicates 

(n=3). Data were subjected to One-way Analysis of Variance (ANOVA) using SPSS version 20 

software (USA). For all tests, mean values were compared by Duncan’s new multiple range test 

and significance was determined at p≤0.05.                                     
 

 

3. Results and Discussion 
 

Lactic fermentation contributes to nutritional enhancement or dietary significance of various 

foods, and also improve the shelf life of different foods with possible production of new functional 

foods with nutraceutical potentials [27, 28]. In this study, the nutritional composition and 

functional properties of unfermented mushrooms and mushrooms fermented with L. fermentum 

was studied. Table 1 shows the proximate composition and mineral contents of unfermented and 

lacto-fermented mushrooms. Unfermented and fermented mushrooms have very low fat content, 
with values ranging from 0.5±0.0 to 1.0±0.0%. This agreed with the findings of Adebiyi et al. 

[29], who reported that fresh T. robustus was virtually low in fat, and had no cholesterol. The 

nutritional benefits of low fat content in commonly consumed mushrooms implies that P. 

ostreatus, T. robustus and their fermented products can be recommended for people with 

cholesterol related ailments or as a suitable component of body weight management. Reduced fat 

content was recorded after fermentation of P. ostreatus or T. robustus with L. fermentum with the 

values of 0.5±0.0% and 0.6±0.0%, respectively. The findings of Khetarpaul and Chauhan (30) 

revealed that natural fermentation increased the fat content whereas pure culture fermentation 

involving Lactobacillus brevis and L. fermentum decreased the fat content of fermented food. 

Hence, the choice of starter cultures and type of substrates may affect the nutritional composition 

of fermented foods. In this study, the contents of fat, protein, carbohydrates, crude fiber, fatty 
acids and amino acids in the studied unfermented and lacto-fermented mushrooms were within the 

recommended Dietary reference intakes (DRI) by Food and Nutrition Board of the Institute of 

Medicine [31]. 

The protein contents of fermented P. ostreatus and T. robustus with L. fermentum 

increased to 17.7±1.9% and 10.4±0.4% and were significantly different (p<0.05) when compared 

to unfermented P. ostreatus and T. robustus which have values of 4.7±0.0 % and 6.8±1.0%. The 

increase in protein content of the lacto-fermented mushrooms could have occurred due to the 

separation of proteins bound with polysaccharides within the cell wall of mushrooms and could 

also have occurred in connection with the proteolytic activity of LAB metabolites. Ogidi et al. 

[10] reported that an increase in protein content of fermented Lenzites quercina occurred as a 

result of dissociation of protein bound with polysaccharides at the fungal cell wall. The increased 
protein content in the lacto-fermented mushrooms could also have been due to the protein-like 

metabolites (bacteriocins and enzymes) produced by LAB biomass during fermentation. This 

study found appreciable quantities of crude fiber in unfermented mushrooms, at the level of 

11.5±1.6% for T. robustus and 13.8±0.0% for P. ostreatus, respectively, which were reduced to 

7.8±0.0% and 9.0±0.6% in T. robustus and P. ostreatus fermented with L. fermentum. This is an 

indication that LAB is capable of utilizing mushroom crude fiber to produce other metabolites. 

The studies of Liang et al. [32] revealed that some fermenting microorganisms have the ability to 

degrade crude fiber of food depending on the food composition. The total carbohydrates of 
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unfermented and lacto-fermented mushrooms varied from 67.3±8.4 to 78.4±11.0%. The studies of 

Guillamón et al. [33] revealed that carbohydrates are the largest portion (35% to 70%) in fruiting 

bodies, which are the main ingredient in mushrooms and could serve as a raw material for lactic 

fermentation. Fungal carbohydrates like -saccharides, sugar alcohols, polysaccharides (glucans), 

glycogen, and chitin serve as a short-term energy source for the growth of microorganisms [34].    
The mineral contents (Na, K, Mg, Ca, Zn and Fe) of unfermented and fermented 

mushrooms with L. fermentum are shown in Table 1. The reduction of Ca and Na contents in 

fermented mushrooms may have been due to ability of lactic acid organisms to utilize the minerals 

for their metabolism. Potassium was the most abundant element in P ostreatus fermented with L. 

fermentum, having the highest value of 1408.8±40.5 mg/100g, while the potassium concentration 

in T. robustus fermented with L. fermentum was 1126.0±30.7 mg/100g. The levels of Fe, Mg and 

Zn increased in fermented mushrooms. Fermentation has reportedly increased the bioavailability 

of some minerals like potassium, calcium, phosphorous, magnesium, zinc, and iron. Utilization of 

carbohydrates, protein and anti-nutrients by microorganisms during fermentation improves 

mineral contents of fermented products [35, 36]. Calcium, potassium, iron, zinc, and magnesium 

have been reported with high concentrations in edible mushrooms [37, 38]. These macro- and 

micro-elements are important in various metabolic and physiological functions in humans, which 
include regulation or maintaining of cellular functions, acid-base balance, osmotic fluid and 

oxygen transport in the body, catalysis of metabolic growth and enzyme activities, lowering of 

blood pressure, and the building of immune systems [39]. 

 

Table 1. Proximate (DW%) and mineral (mg/100 g) contents of unfermented and fermented 

mushrooms with L. fermentum 

Proximate T. robustus P. ostreatus Lacto-fermented 

T. robustus  

Lacto-fermented 

P. ostreatus 

Fat 1.0 ab ± 0.0 0.8 b ±0.0 0.6 c ±0.0 0.5 c ±0.0 

Protein 6.8 c ±1.0 4.7 d ±0.0 10.4 b ±0.4 17.7 a ±1.9 

Crude fiber 11.5 a ±1.6 13.8 a ±0.0 7.8 b ±0.0 9.0 b ±0.6 

Ash 2.3 c ±0.0 3.3 b ± 0.0 4.6 a ± 0.0 5.5 a ± 0.0 

Carbohydrates  78.4 a ±11.0 77.4 a ±9.6 76.6 a ±7.9 67.3 b ±8.4 

Na 3.0 a ±0.0 4.0 a ±0.0 0.6 b ±0.0 0.4 b ±0.0 

K 681.0 d ±20.3 884.7 c ±27.0 1126.0 b ±30.7 1408.8 a ±40.5 

Mg 442.0 a ±17.0 340.1 b ±8.1 223.3 c ±11.6 458.6 a ±20.4 

Ca 103.1 c ±8.0 215.2 a ±18.2 84.0 d ±9.7 164.4 b ±10.6 

Fe  346.7 c ±27.0 282.0 d ±11.5 710.7 a ±21.0 583.1 b ±9.2 

Zn  208.4 b ±13.7 115.2 c ±9.3 261.2 a ±8.4 210.5 b ±3.8 

Values are mean±SD of replicates (n=3), values with different alphabets along row are 

significantly different from each other when p≤0.05. SD of 0.0 is <0.1. 
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The amino acids profile of unfermented and lacto-fermented mushrooms is shown in 

Table 2. Unfermented and lacto-fermented mushrooms contain valuable amino acids. Edible 

mushrooms contain proteins, having quality more satiating than meat [40]. Fermented mushrooms 

with L. fermentum showed increased levels of both essential and non-essential amino acids. The 

highest amino acid content found in lacto-fermented P. ostreatus was valine (11.1±0.2 mg/100 g 
mushroom) followed by alanine (10.2 mg/100g mushroom), while lacto-fermented T. robustus had 

the highest value of methionine (10.4 mg/100g mushroom). High concentrations of essential 

amino acids were found in Agaricus bisporus, A. brasiliensis, Flammulina velutipes, Lentinula 

edodes, Pleurotus djamor, P. eryngii and P. ostreatus, thus indicating that edible mushrooms are a 

potential and alternative source of amino acids [41]. The use of L. fermentum as a starter culture in 

mushroom fermentation increased amino acids contents. Akabanda et al. [42] revealed that 

different amino acids were secreted when milk was fermented with various single and combined 

starter cultures (LAB) during production of ‘Nunu’. The proteolytic system of LAB with different 

enzymes such as cell-wall bound proteinase PrtP, aminopeptidases: PepC, PepN and PepM, and 

proline peptidases: PepX and PepQ, converts proteins to oligopeptides, peptides and then to amino 

acids [43]. With the presence of these enzymes in LAB, this study evidently showed that the lacto-

fermented mushrooms are rich sources of essential and non-essential amino acids.  
The fatty acids (%) of unfermented and fermented mushrooms with L. fermentum is 

shown in Table 3. Palmitic acid (C16:0) was the most abundant saturated fatty acid (SFA) in lacto-

fermented T. robustus with value of 23.0±2.1% and 20.4±0.8% in lacto-fermented P. ostreatus, 

10.3±1.5% in P. ostreatus and 6.0±0.0% in T. robustus. Palmitoleic acid (C16:1) is 22.2±2.8% in 

lacto-fermented P. ostreatus and 17.0±1.1% in lacto-fermented T. robustus, 21.0±4.2% in P. 

ostreatus and 10.0±1.1% in T. robustus. Oleic acid was the most abundant monounsaturated fatty 

acid (MUFA) with 21.8±4.8% in lacto-fermented P. ostreatus, 13.3±0.9% in lacto-fermented T. 

robustus, while in unfermented mushrooms, it was 9.4±0.2% in P. ostreatus and 10.4±0.6% in T. 

robustus. The findings of Barros et al. [44] and Ribeiro et al. [45] revealed fatty acids in some 

edible mushrooms ranging from 0.03 to 76.50% and 30 to 3175 mg/kg, respectively. The presence 

of linoleic, oleic and palmitic acids as important fatty acids in human diet is evidence for edible 
mushrooms being a healthy food. Several edible mushrooms that are nutritionally well-balanced 

with monounsaturated and polyunsaturated fatty acids are receiving increased attention due to 

their functionality and nutraceutical potential [46]. Polyunsaturated fatty acids (PUFAs) such as 

linoleic acid is an essential nutrient required by the body; plays distinctive roles in the structure 

and function of biological membranes in the retina, central nervous system and in the prevention 

of cardiovascular diseases [47].  

Table 4 shows the total phenolic and flavonoid contents of unfermented and lacto-

fermented edible mushrooms. The phenolic contents of 5.6±0.0, 6.4±0.0, 7.1±0.1 and 7.8±0.0 mg 

GAE/g extract were obtained for T. robustus, P. ostreatus, T. robustus fermented with L. 

fermentum, and P. ostreatus fermented with L. fermentum, respectively. Lacto-fermented P. 

ostreatus had the highest flavonoid of 4.9±0.1 mg QE/g extract, followed by lacto-fermented T. 

robustus with value of 4.4±0.0 mg QE/g. In the findings of Skąpska et al. [48], the total 
polyphenol content of 12.3 g/kg d.m. and 5.8 g/kg d.m. (expressed as gallic acid) were reported for 

Agaricus bisporus and P. ostreatus, respectively. Phenolic content of 67.6 mg GAE/g extract was 

obtained for fermented Lenzites quercina, a wild medicinal mushroom [49] when compared to an 

unfermented sample. Microbial fermentation is a method that enhances release of bound phenolic 

compounds through some biological processes like glycosylation, deglycosylation, ring cleavage, 

methylation, glucuronidation, and sulfate conjugation [50]. The ferric reducing property of the 

mushroom extracts ranged from 72.8±6.3 to 121.8±10.1 mg AAE/g extract. The scavenging 

activities of unfermented and lacto-fermented mushrooms against DPPH, HO- and NO ranged 

from 62.8±6.8% to 91.3±10.2%, 50.5±5.4 to 80.5±6.1% and 40.3±2.7% to 70.3.6±7.2%,  
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Table 2. Amino acids (mg/100 g mushroom) of unfermented and lacto-fermented mushrooms 

Amino acids 

T. 

robustus 

P. 

ostreatus 

Lacto-fermented  

T.  robustus 

Lacto-fermented  

P. ostreatus 

Alanine 3.0 d ±0.0 5.5 c ±0.0 8.6 b ±0.7 10.2 a ±0.0 

Arginine 2.2 c ±0.2 3.2 b ±0.0 6.1 a ±0.3 6.5 a ±0.0 

Aspartic 2.1 d ±0.0 5.5 b ±0.0 4.8 c ±0.0 7.2 a ±0.0 

Cysteine* 3.0 c ±0.0 1.8 d ±0.1 4.9 a ±0.0 4.1 b ±0.0 

Glutamine 8.1 a ±0.3 5.9 c ±0.2 6.8 b ±0.2 5.0 d ±0.0 

Glycine 4.5 a ±0.0 3.5 b ±0.0 1.0 d ±0.0 2.0 c ±0.0 

Histidine^ 0.7 a ±0.0 0.5 b ±0.0 0.6 a ±0.0 0.4 b ±0.0 

Isoleucine* 2.3 b ±0.2 2.9 b ±0.4 5.3 a ±0.2 5.1 a ±0.0 

Leucine* 5.3 b ±0.0 2.7 d ±0.0 6.3 a ±0.0 4.2 c ±0.0 

Lysine* 2.6 c ±0.0 2.5 c ±0.0 6.8 b ±0.2 8.3 a ±0.8 

Methionine* 6.8 bc ±0.0 6.1 c ±0.0 10.4 a ±0.2 8.2 ab±1.1 

Phenylalanine* 3.6 c ±0.2 2.6±0.0 6.0 a ±0.1 6.2 a ±0.6 

Proline 2.5 c ±0.0 1.2 d ±0.0 3.8 b ±0.0 4.5 a ±0.1 

Serine 2.6 b ±0.0 2.0 b ±0.0 5.2 a ±0.0 4.6 a ±0.0 

Threonine* 0.3 d ±0.0 4.3 bc ±0.1 5.5 b ±0.0 7.1 a ±0.0 

Tyrosine* 4.0 b ±0.0 3.8 b ±0.0 4.0 b ±0.0 5.7 a ±0.0 

Tryptophan* 5.1 c ±0.4 6.2 b ±0.0 6.3 b ±0.0 8.6 a ±0.0 

Valine* 5.6 d ±0.0 7.0 c ±0.8 9.8 b ±0.3 11.1 a ±0.2 

^ An indispensable amino acid in human adults according to FAO/WHO/UNU [39] 
* Essential amino acids 

Values are mean±SD of three replicates (n=3)  

Values with different alphabets along row are significantly different from each other when p≤0.05. 

SD of 0.0 is <0.1. 
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Table 3. Fatty acids (%) of unfermented and lacto-fermented mushrooms 

Fatty acids No. of 

carbon 

T. robustus P. ostreatus Lacto-fermented 

T. robustus 

Lacto-fermented                

P. ostreatus 

Butyric acid C4:0 5.9 c ±0.7 6.8 b ±0.2 7.0 a ±0.0 4.0 d ±0.0 

Caproic acid C6:0 11.0 c ±2.6 4.8 d ±0.0 16.0 a ±2.8 13.0 b ±1.4 

Caprylic acid C8:0 4.0 d ±0.0 4.8 c ±0.0 8.6 b ±0.9 10.7 a ±1.2 

Capric acid C10:0 13.4 a ±0.8 10.1 b ±0.0 13.0 a ±1.7 9.4 b ±0.0 

Lauric acid C12:0 3.0 c ±0.1 13.0 a ±2.1 10.7 b ±2.5 10.4 b ±0.0 

Myristic acid C14:0 8.0 a ±0.4 5.0 b ±0.0 4.5 b ±0.2 7.0 a ±0.2 

Myristoleic C14:1 17.0 a ±3.0 9.4 b ±0.6 6.0 c ±0.0 17.3 a ±1.9 

Palmitic acid C16:0 6.0 d ±0.0 10.3 c ±1.5 23.0 a ±2.1 20.4 b ±0.8 

Palmitoleic 

acid 

C16:1 10.0 d ±1.1 21.0 b ±4.2 17.0 c ±1.1 22.2 a ±2.8 

Margaric acid C17:0 12.1 a ±2.6 8.5 b ±0.1 11.0 a ±0.9 3.2 c ±0.0 

Stearic acid C18:0 7.8 b ±0.3 6.8 c ±0.0 8.0 b ±0.0 14.2 a ±1.1 

Oleic acid C18:1 10.4 c ±0.6 9.4 c ±0.2 13.3 b ±0.9 21.8 a ±4.8 

Linoleic C18:2 8.3 c ±0.0 10.6 c ±1.0 12.6 b ±0.0 14.4 a ±1.8 

Linolenic C18:3 9.0 c ±0.0 15.9 a ±3.1 9.1 c ±0.3 11.1 b ±1.5 

Behenic acid C22:0 4.0 a ±0.1 2.8 c ±0.2 4.4 a ±0.0 3.2 b ±0.0 

Erucic acid C22:1 1.8 bc ±0.0 2.1 a ±0.0 1.6 c ±0.0 1.9 a ±0.0 

Arachidonic 

acid 

C22:4 3.7 b ±0.0 1.3 c ±0.0 6.0 a ±0.0 3.5 b ±0.3 

Values are mean±SD of replicates (n=3)  

Values with different alphabets along row are significantly different from each other when p≤0.05. 

SD of 0.0 is <0.1. 
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Table 4. Total phenolic, flavonoid contents and FRAP of unfermented and lacto-fermented 

mushrooms 

Extract Phenol mg GAE/ 

g of extract 

Flavonoid mg QE/g extract FRAP mg AAE 

/g of extract 

T. robustus 5.6 b±0.0 3.8 b ±0.0 72.8 d ±6.3 

P. ostreatus 6.4 b ±0.0 3.1 c ±0.0 90.0 c ±8.1 

T. robustus 

fermented with L. 

fermentum 

7.1 a ±0.1 4.4 ab ±0.0 102.6 b ±4.7 

P. ostreatus 

fermented with L. 

fermentum 

7.8 a ±0.0 4.9 a ±0.1 121.8 a ±10.1 

Values are mean±SD of replicates (n=3), Values with different alphabets along column are 

significantly different from each other when p≤0.05. SD of 0.0 is <0.1. 

 

respectively (Figure 1). The scavenging activity of ethanolic extract from lacto-fermented P.  

ostreatus against DPPH were not significantly different (p<0.05) when compared to BHT. 
Jabłonska-Rys et al. [8, 51] reported that blanching reduced the phenolic content of edible 

mushrooms but fermented mushrooms with probiotic strains possessed higher level of phenolic 

compounds and often displayed better antioxidant activities. The scavenging activity of 

unfermented and lacto-fermented mushrooms could be attributed to the presence of phenolic 

compounds in the extracts. Medicinal mushrooms contain many polyphenolic compounds that are 

able to transfer electrons to free radicals and thereby scavenge free radicals [6]. The synergistic 

action of bioactive molecules in mushrooms have led to their emerging as pleasing sources of 

nutraceuticals, antioxidants, anticancer, prebiotic, immune-modulating, anti-inflammatory, anti-

viral, antimicrobial, and antidiabetic [52]. 

The zones of inhibition displayed by ethanolic extracts of unfermented and lacto-

fermented mushrooms are presented in Table 5. Extracts from lacto-fermented mushrooms 

exhibited better inhibition of 5.0±0.0 to 12.5±0.7 mm against tested microorganisms than extracts 
from unfermented mushrooms, which ranged from 5.5±0.0 to 8.4±0.1 mm. The inhibitory 

potential of studied extracts against the growth of Gram-negative, Gram-positive and fungi was of 

great interest. The ability of extracts to inhibit all tested organisms suggests that unfermented and 

lacto-fermented mushroom contain potential antimicrobial agents. This is an indication that 

mushrooms contain biologically active compounds that possess antimicrobial properties [53]. In 

addition, the pronounced inhibition displayed by lacto-fermented mushrooms could be linked to 

antagonistic metabolites, which are mainly organic acids, hydrogen peroxide, bacteriocins, and 

reuterin produced by L. fermentum [54]. Bacteriocins are small peptides (bioactive proteins) that 

are ribosomally synthesized by Gram-positive and Gram-negative bacteria with antimicrobial 

activity [55], and may exert bio-preservative effects on mushrooms. This is in accordance with the 

findings of Bintsis [56] who reported that bacteriocins produced by LAB during fermentation 
prevented food spoilage by inhibiting food pathogens. The health benefits of LAB-induced 

fermentation are attributed to the inhibition of enteropathogenic bacteria, the promotion of safe 

metabolic activity, improvements in palatability and acceptability of food products as a result of 

change in texture, flavour, and colour [57].  
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Figure 1. Scavenging activity of unfermented and lacto-fermented mushrooms at 1.0 mg/ml 

* Indicates scavenging activity against DPPH were not significantly different from each other at 

p≤0.05. Error bar is SD. 
 

Table 5. Zones of inhibition (mm) displayed by ethanolic extracts from unfermented and lacto- 

fermented mushrooms at 50 mg/ml 

Extracts  MRSA E. coli S. 

dysenteriae 

P. 

aeruginosa 

C. 

troplicalis 

C. 

albicans 

T. robustus 
7.4 b ±0.0 6.0 c ±0.0 8.0 a ±0.1 0.0 5.5 c ±0.0 0.0 

P. ostreatus 
8.0a±0.0 0.0 8.4a±0.1 0.0 0.0 0.0 

T. robustus 

fermented 

with L. 

fermentum 

12.5 a ±0.7 7.5 b ±0.1 10.0 b ±0.4 0.0 7.0 b ±0.0 6.0 c ±0.0 

P. ostreatus 

fermented 
with L. 

fermentum 

11.7 a ±0.9 5.0 c ±0.0 11.0 a ±1.8 0.0 9.5 b ±0.2 5.0 c ±0.0 

amoxicillin / 

ketoconazole*  

15.0 a ±1.2 10.6 c ±0.8 14.0 a ±2.1 8.0 d ±0.0 11.0 b ±0.0 12.2 b ±0.0 

0.0: no zones of inhibition at 50 mg/ml, MRSA: Methicillin resistant Staphylococcus aureus and 

*tested against fungi. Values are mean±SD of replicates (n=3). Values with different alphabets 

along row are significantly different from each other when p≤0.05. SD of 0.0 is <0.1 

* * 
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4. Conclusions 
 

Mushrooms fermented with Lactobacillus fermentum have the highest protein and ash contents. 

Presence of some essential amino acids and fatty acids as well as minerals in lacto-fermented 

mushrooms was higher than unfermented mushrooms. Hence, fermented mushrooms, as rich 

sources of proteins, amino acids, fatty acids, minerals, and antioxidants, can have positive effects 

on human health. Lactobacillus fermentum can be used as a starter culture to ferment edible 

mushrooms. The results in this study for free radical scavenging and antimicrobial activities 

indicate that lactic acid fermentation cannot reduce the bioactivity of edible mushroom. 
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Abstract 
 

Among the various sources of renewable energy, wind power is one of the fastest growing and most 

promising sources of electricity in the world, and it is considered as a free energy source. In spite of 

that, harmonics are regarded as a problem faced by wind system due to its power electronic 

converters. In general, it is very impotant to provide electricity with less harmonically polluted 
voltage, so in this paper, the design of a tuned filter that can reduce the total harmonic distortion of 

a synchronous generator (SG) in wind energy system is proposed. The simulation results show that 

the proposed design eliminates a 7th harmonic effectively, and the waveform output of voltage and 

current are in low total harmonic distortion (THD). The proposed design improves the power 

quality, in addition to the improving of the other factors, resulting in reduced loss of power and 

enhanced performance under abnormal conditions. 
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1. Introduction 
 

The demand for energy in the growing society has created a concern in the last decades, especially 

that the conventional sources of energy are exhaustible rapidly. Therefore, the need has arisen to 

find alternative sources of energy which must be characterized by several features, such as 

sustainably and friendly to the environment. Wind energy can be considered as one of the solutions 
to this problem. Compared with the induction generator, SG has a clear advantage as it does not 

need a gearbox and a reactive magnetizing current [1]. SG is considered to be one type of variable 

speed wind turbine generator system. A permanent magnet synchronous generator (PMSG) can be 

used to create a magnetic field in the SG or used with a traditional field winding. Then, a power 

electronic converter AC-DC-AC connects the stator to the power grid, and a DC link is supplied 

energy from the generator output and then inverted to the grid as an ac energy [2]. 
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One of the main problems with modern variable-speed wind turbines is harmonic. For this 

reason, harmonics measurements are required by relevant standards. A wave that has a frequency 

that is a whole number multiple of the fundamental frequency is called harmonic. Some harmonics 

are even frequencies, for example, 2f, 4f, 6f ... etc. and some are odd harmonics such as 3f, 5f, 7f ... 

etc. The signal is considered as a perfect sin wave if its energy is at the fundamental frequency. 
Today, there are many sources for harmonics, load harmonic content differs according to the load 

type, and each load responds according to the harmonics. Harmonics can cause voltage waveform 

distortion, which is a biggest problem, since it may lead to a number of defects such as overheating 

in the transformer, failure of power motors, fuse damage and dysfunction of control system of 

devices. Furthermore, harmonics may cause mal-operation of the exciting protection system, which 

in turn can lead to healthy system interruption and make the entire system unstable, unless an extra 

means for harmonic filtering or blocking is provided and especially for numerical relays [3, 4]. 

Different applications require high power and quality signal with low harmonics. 

Therefore, a lot of pervious works conducted on reducing harmonic and enhancing wind system 

output. Lata and Tiwari [5] used a harmonic filter for wind energy conversation system (WECS) 

that involved doubly fed induction generator (DFIG) and featured an efficient power electronic 

interface with harmonic filters to reduce the total harmonic distortion (THD) and improve power 
quality. Gidwani et al. [6] studied the use of an unconventional power electronic interface (UPEI) 

to reduce the total harmonic distortion (THD) and enhance power quality during disturbances, and 

hence the models used in the study included a pitch-angled controlled wind turbine model, a DFIG 

model, a power system model and an UPEI that had controlled converters and was able to increase 

the effectiveness of the utilization of wind energy. Schwanz et al. [7] studied the use of active 

harmonic filters placed at different locations inside a wind power plant, and the results for current 

and voltage harmonic distortion were compared and discussed in order to determine the most 

suitable location for placing active harmonic filters within a wind power plant. This study did not 

deal with a certain type of wind system. In addition to the above work, Wang and Lu [8] used a C-

type filter for a wind or solar power plant harmonic mitigation, and the results showed that a C-type 

filter reduced harmonics and eliminated natural oscillation frequency, reducing THD and increasing 
the stability of the power system. Finally, Silva et al. [9] studied the use of a grid-side converter 

(GSC) as an active filter for harmonic filtering through the power control of a permanent magnet 

synchronous generator (PMSG). Referring to all above studies, passive filters and active filters can 

be used, and each type has advantages and disadvantages. Passive filters are considered to be 

cheaper and more practical to use, and smaller in size. So, in this research, we deal with the 

optimization of passive filters, particularly a single-tuned filter for a wind power plant of the 

synchronous generator type. The main objective is to analyze harmonics that are present in a wind 

power system, design passive filters to eliminate or control harmonic distortions, and optimize the 

filter for various parameters. A harmonic filter has been applied to the output of a wind farm 

synchronous generator (WFSG) using MATLAB/Simulink environment, and the results show the 

effectiveness of the experimental system in reducing the THD. 

 
 

2. Materials and Methods 
 

2.1 Harmonic filters and their effects 
 

Voltage distortion in power systems can be decreased by using three-phase harmonic filters, which 

can be reflected on the power factor correction. The design of the harmonic filters are capacitive 

behavior at fundamental frequency, therefore, they produce reactive power. All filter types consist 

of RLC elements. The value of these elements are determined depending on the filter type and the 

parameters below:  
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• Nominal voltage reactive power 

  • Frequencies of tuning 

  • Quality factor 

The measure of the sharpness for the tuning frequency is called quality factor and is 

determined by the value of resistance. Until 1980, all loads were considered to be linear except in 
some applications, like factories, but most items of electrical equipment these day,  such as UPS, 

battery chargers printers, and PCs, have nonlinear loads and create harmonics. In such equipment, 

the fundamental waveforms and the distorted one have a relationship between them, and can be 

found by dividing the square root of the sum of the squares of all harmonics produced by an 

individual load, on the fundamental 50 or 60 Hz waveform value [10]. As explained in the Fast 

Fourier Transform method, this theorem calculates the (THD) included in nonlinear current or 

voltage waveforms. When THD is unacceptable, many troubles in  sensitive equipment and loads 

occur. Placing a harmonic filter, which is a low impedance device, in parallel near a harmonics 

source will reduce the harmonic distortion as it draws harmonic current from harmonic sources in 

the system and consumes it as heat. Due to the fact that these filters do not have any active 

component such as transistors or do not need an external source of power, they are called passive 

filters [11]. 
 

2.2 Mathematical analysis for a single-tuned filter 
 

The single-tuned filter is one of the simplest filter, and an optimal design means minimizing the cost 

of the filters and reduces the total harmonic distortion of currents and voltages. Figure 1 shows a 

single-tuned filter. The quality and size of the filter can be considered as a main notion in the design 

of the filter, and the reactive power which is supplied at fundamental frequency, determines the filter 

size. The filter shows a capacitive characteristics at a frequency that has a value less than tuning 

frequency.  
 

 

 
Figure 1. Single-tuned filter 

 

According to the following equations, the tuning of a single-tuned filter can be achieved to 

mitigate any harmonic order [12]. The order of tuning harmonic frequency (n) can be calculated 

from: 
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where 𝑓1 is a fundamental frequency and 𝑓r is the resonance or tuning frequency. The frequency, 

which causes the LC circuit to resonate is giving by:  

 
 

where L is inductance of the filter in henry and C is the capacitance of the filter in farad. For any 

frequency not equal to the resonance frequency, the filter shows high impedance while it shows a 

low impedance for the resonance frequency. By applying the equation below, it is possible to 

calculate filter fundamental and harmonic reactive power:      

 
 

where 𝜔f is the fundamental value of the angular frequency and measured in (rad/sec), and the 

reactive power is 𝑄𝑓.  C is the capacitance in farad (F) and VL represents the fundamental value of 

the line voltage where filter is located and n represents the harmonic order. 

For given 𝑄𝑓 and using equation (3), the value of C can be computed by: 

 

The maximum value of the frequency deviation must be taken in account in the determining of the 

tuning frequency in addition to the system characteristics if it is inductive or capacitive. In most 
cases, tuning frequency is made less than harmonic frequency due to the inductive characteristics of 

the power system, so the trouble of resonance does not happen. The design cannot control two 

operators such as system frequency deviation and impedance of the network. The two factors are 

considered to be in bad conditions. The maximum (𝜙𝑚) phase angle and (𝛿m) frequency deviation 

are utilized in the design of the filter.               

 
 

Where, 𝑓𝑟 and 𝑓𝑛 are the tuning and harmonic frequency, respectively. 𝛿m is maximum frequency 
deviation . The optimum (L) is calculated from equation (2). For minimum value of harmonic 

voltage, the optimum quality factor Qopt of a filter in resonant case for worst condition is given by: 

 

And the optimum value of (R) can be computed by: 

 

where 𝑋o  is the resonant reactance of the filter. Normally, higher 𝑄𝑜𝑝𝑡 is considered for loss 

reduction. The optimal operation of the frequency band for the filter decides the filter quality (Q), 

which is the representation for the filter tuning sharpness. Best harmonic suppression, in addition to 

(1) 

(2) 

(3) 

(4) 

(5) 

(7) 

(6) 
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harmonic voltage and power losses reduction, can be achieved by a high quality factor which may 

lead to an increment in the resonance problem between system and filter [13, 14]. The total harmonic 

distortion block is used in this simulation to measure the total harmonic distortion (THD) of a 

periodic distorted signal. The signal can be a measured voltage or current. The. THD is defined as 

the root mean square (RMS) value of the total harmonics of the signal, divided by the RMS value 

of its fundamental signal, and then multiplied by 100 % as shown in the following equation: 

                                                         THD =    
√𝐼2

2+𝐼3
2+⋯𝐼𝑛

2

𝐼1
×     100                                                 (8) 

 

where In is the rms value of the harmonic current wave and I1 is the rms value of the fundamental 

current, same equation can be used for voltage signal.  

 
 

3. Results and Discussion 
 

The proposed filter design has been validated and optimized via experimental tests using test system 

as shown in Figure 2.  All the system components have been simulated in MATLAB/Simulink 
platform using simulink library blocks as shown in Figure 3. Hence, the system contains a wind 

farm of 10 MW power output, which consist of five units, each one of 2MW, 575V. The wind farm 

has been simulated using a MATLAB wind farm block (PMSG), and the wind block configuration 

parameters are listed in Table 1.      

The wind farm block in the simulation as shown in Figure 2 provides measurement for its 

internal quantities and contains the main parts of the wind system, which are the wind turbine that 

is synchronous generator type in addition to the 3 stage of conversion. The first stage is through a 

3ph diode rectifier which consists of power diodes connected in a bridge configuration that convert 

the AC generator output to DC in order to make it controllable. The next step is the DC/DC IGBT-

based PWM boost converter which steps up the DC output to higher level and passes it to the DC/AC 

IGBT-based PWM converter, which converts it to the controllable AC output and passes it on to the 

grid.  This design of the system with three stage of conversion is to extract maximum power for a 
given wind speed. Moreover, these converters are embedded in one block, i.e. “a wind farm block”, 

and Figure 4 shows the internal content of the block as modeled in the simulink library, which is 

available as a ready to use unit, so there are limited number of parameters for the user to modify, as 

in Table 1. The synchronous generator type of wind turbine has the advantage of increasing the  

output efficiency during low wind speed and reducing the turbine stresses during high wind speed, 

so it is the most implemented type in wind turbine. The wind farm output power is delivered to the 

power grid through a 30km transmission feeder of pi configuration with the aid of two step-up 

transformers, a 575V/ 25kV star/delta and a 25/120 kV delta/star from both sides of wind farm and 

grid. The earth point that forms the transmission feeder has been provided through a zigzag 

transformer as shown in Figure 3, and Table 2 provides all the configuration parameters for the 

previously mentioned equipment, since the transformer's impedances are the same for primary and 
secondary sides. The filter connection state can be controlled by the circuit breaker.  

Two test cases were performed on the system; the first case was done without the filter to 

analyze the system components and to find out the harmonics content of both voltage and current 

waveforms which were injected into the system from the wind farm. With the aid of Powergui tool 

in Matlab/Simulink, as seen in Figure 5, the FFT analysis was performed on voltage and current 

waveforms at bus 575V to get their harmonic spectrums and THDs and the results are shown in 

Figures 6 and 7. The first order is the fundamental one and represents the fundamental wave itself.  
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Figure 2. Test system general structure  

 

 

 

 
 

 

Figure 3. Matlab/Simulink model for the test system with harmonic filter representation 
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Table 1. Wind farm parameters  

Name Value 

Nom. Power VA 10 

L-L volt. V 575 

Freq. Hz 60 

"Controller Parameter" 

Dc bus volt. Reg. gain 1.1, 27.5 

Grid-side con. var Reg. gain 0.05 

Grid-side con. Volt. Reg. gain  2 

Grid-side con. Ct. reg. gains 1, 50 

Speed reg. gains 5, 1 

Boost inductor Ct. reg. gains 0.025, 100 

Pitch controller gain 15 

Pitch compensation gains 1.5, 6 

"Converter Parameter" 

Grid-side conv. AC Volt. V 575 

Grid-side conv. AC Ct.  pu 1.1 

DC bus Volt. And Capc.  V, F 1100, 90000e-6 

Boost Conv. Induc.   H, Ω 0.0012, 5e-3 

 

 

 
 

Figure 4. Under mask view for the wind farm block  
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Table 2. Parameters for equipment at 60 Hz  

Equipment R1 Ro L1 Lo C1 Co 

Feeder 30 km 0.1153Ω/km 0.413Ω/km 
1.05e-
3H/km 

  3.32e-
3H/km 

     11.33e-
9F/km 

     5.01e-
9F/km 

575V/ 25kV Tr. 8.33e-4pu ---- 0.025pu ---- ----- ----- 

25/120 kV Tr. 0.0026pu ---- 0.08pu ---- ---- ---- 

 

 

 
 

Figure 5. Powergui tools for FFT analysis 

 

 

Figure 6. Spectral diagram of AC voltage without filter 
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Figure 7. Spectral diagram of AC current without filter 

On the other hand, a comparison of the harmonics reveals that the 7th order harmonic is dominant 

on the spectrum, and its value is shown as a percentage of the fundamental value.  

                According to the first test, the harmonic filter was designed and optimized using 

previously presented mathematical analysis equations in order to reduce the effect of the 7 th order 

harmonic. Hence, Figure 8 shows the designed filter impedance vs frequency characteristic and 

Table 3 includes the parameters used for the filter. The second test case was performed with the 

filter present in the system to investigate to which extent that the 7th order harmonic could be reduced 

by the filter, which is assumed to supply 0.8 MVar under normal conditions. 

 

 

Figure 8. Filter impedance vs frequency characteristic 
 

Table 3. Values of the designed filter 

Parameter Value 

C(µf) 6289 

L(mH) 0.0229 

R(Ω) 0.03 

Q 20 
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Figures 9 and 10 show the FFT analysis for voltage and current waveforms respectively 

with filter connected to the system. It is clear that all harmonic components fall approximately in 

the same negligible range. Figure 11 shows a comparison between voltages with and without filter. 

From the above results, the role of the filter can be noted in reducing harmonic and make voltage 

smoother.   
    

 

Figure 9. Spectral diagram of AC voltage with filter 

 

 

Figure 10. Spectral diagram of AC current with filter 
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Figure 11. Enlarged scale of voltage (pu) at bus 575 

In comparing the results of the two tests cases, form Figures 6 and 9, it can be noted that 

the 7th order harmonic of the voltage wave has been reduced from 2.16% to 0.17% when expressed 

as percentage of the fundamental value in the case of filter added. From Figures 7 and 10, it is clear 

that the 7th order harmonic has been reduced in the output current from 2.39% to 0.4%, expressed 

as percentage of the fundamental value. In addition, the total harmonic distortion (THD) of the 

output current and voltage has also been reduced due to the addition of the filter, as shown in Table 

4.  

Table 4. Summary of simulation results 

THD Without filter With filter Percentage of improvement 

Voltage wave 4.35% 2.64% 39.3 % 

Current wave 3.60 % 3.04% 15.5 % 

 

4. Conclusions 
 

This paper presents an analysis of single-tuned filter connected to a wind farm type synchronous 

generator (SG) to reduce total harmonic distortion using MATLAB/Simulink software. The single- 

tuned filter is commonly used because its advantage makes it the best choice in most cases, like 

simplicity installation and low cost. Single-tuned filters also have some disadvantages such as 

energy loss and incidence of resonance, but this can be minimized through design by choosing the 

appropriate value tuning frequency and Q values. The simulation results show that the 7th order 

harmonic and THD for the output current and voltage of the wind farm can be significantly reduced 
by the use of the single-tuned filter and also enhances power quality in system. Lastly, the above 

procedure can be used in different power system to eliminate any harmonic order. 
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Abstract 
 

Classical particulate modeling is a mathematical approach that is suitable for describing the behavior 

of a processing machine because of its ability to accommodate varying degrees of technical 

parameters. This research was carried out to predict the peeling rate of an existing multi-tuber 

peeling machine using classical particle removal theories. The machine was designed to peel fresh 

cassava, sweet potatoes, and cocoyam tubers at a speed range of 350-750 rpm using a selection gear 

system. The tuber peeling rate were determined over 1-h of machine operation at intervals of 5 min. 

The classical Weibull and Jennings models, formulated for removing impurities from the outer 

surface of solids, were used to constitute the models for predicting the peeling rate and the amount 

of tuber peels removed. The machine was rerun for another 30 min, and the values of the peeling 

rates and the amount of peels removed were computed and used for the independent validation of 

the resulting models. Results show a log increase in the peeling rate of the machine with an increase 
in the residence time and the speed of the machine operation (p< 0.05).  Also, the Weibull model 

parameters were better estimator of the peeling rate with R2 > 95% and Mean Square Error less than 

10%, irrespective of the speed and the residence time of machine operation. Therefore, the models 

can be used for predicting the peeling rate of the machine within its operating speed limits. 

 

Keywords:  classical particle removal theory; multi-tuber peeling machine; peeling rate; Weibull 

model; Jennings model 
DOI 10.14456/cast.2021.25 

 

 

1.  Introduction 
 

Root and tuber crops are essential commodities of human diet all over the world. Almost all the food 

we eat daily is made of tubers, perhaps because they provide the energy needed for our work. Just 

like other crops grown in the tropics, the production of root and tuber crops is seasonal [1]. 

Therefore, the demand and supply of the crops are critical to their availability for processing. But 

this is usually limited due probably to the limitations in production systems. The general pattern of 

the supply of root crops from the surpluses of subsistence farming may eventually lead to high 
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marketing costs for the product. Therefore, the processing of the crops is essential to meet the market 

availability challenges.  

Processing of root and tuber crops can be done either manually or mechanically. Unlike 

manual processing, the latter is more important because it enhances productivity both in terms of 

yield and performance. Although the mechanical operations have been successfully applied to the 
processing of root and tuber crops [2-8], a major issue that remains is the unusually low peeling rate 

of the technology as depreciation sets in with age [9-11]. Most of these technologies have now 

become obsolete and unreliable for their intended use. The way to address this is not to design a 

new working machine, but in modeling the existing machine operations to predict defects and 

processes for routine maintenance. The mechanism of the mechanical cassava tuber peeling 

technology has been described by Adetan et al. [12], Seth [13] and Olukunle and Akinnuli [14]. The 

authors developed mathematical models for predicting the peeling efficiency of the cassava peeling 

machine; and recommended the peeling concept as a reliable tool for studying the behavior of the 

peeling technology. However, their research was limited in application since the model was 

specifically developed for the understanding of the concept of the peeling operation of the cassava 

tuber. Also, their tool was not general and might not be suitable for the understanding of the concept 

of a multi-tuber peeling machine operation. Asonye et al. [15] and Mohammed et al. [16] also 
explained the relationship between the peeling rate and geometry of the peeling operation by 

developing models. But the peeling behavior predicted was largely empirical and thus not easily 

scaled-up for industrial applications. There is therefore the need to develop a mathematical model 

for predicting the peeling rate of tubers in processing. This makes research and validation 

experiments more straight forward since food products are complex systems that undergo various 

changes and reactions when processed. The objective of this research was to develop mathematical 

models for predicting the peeling rate of an existing machine operating at different speeds. 

 

 

2.  Materials and Methods 

 

2.1 Materials and samples preparation 
 

A 30 kg each of the freshly harvested cassava, sweet potato and cocoyam tubers were purchased 

from the central market in Omuaran Market, Kwara State Nigeria. The produce samples were 
transported to the Landmark University, Omuaran for experimentation. Initially, the tubers were 

manually clean with running water to remove mud and clay, and thereafter spread under the sun to 

dry for 1 h. The tubers were sorted into various categories of different sizes ranging from small, 

medium, and large to facilitate machine processing. 

 

2.2 Description of existing tuber peeling machine 
 

An existing multi-tuber peeling machine was used to carry out the peeling operation, as shown in 

Figure 1. A detailed design of the machine has been reported by Fadeyibi and Ajao [2]. The machine 
consists of a rotating drum, eccentrically placed on a shaft, and powered with a 5 HP electric motor. 

With the help of a gear system arrangement, the machine was operated at speeds of 350, 550 and 

750 rpm. Tubers are fed via the inlet, and the operation began by engaging the gear to the 

predetermined speed. The peeling force was applied to the tubers by the scraping and scratching 

action of the rotating perforated wire gauze drum. The peels were discharged through the 

perforations and collected underneath the machine via a chaff collector bowl. The peeled tubers 

were then collected via the same inlet opening used for feeding.     
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Figure 1. Multi-tuber peeling machine [2] 

 

2.3 Evaluation of peeling rate 
 

The peeling rate of the machine can be defined as the mass of the peels obtained divided by the 

residence time of the machine operation. By engaging the gear to 350 rpm, 20 kg of each of the 

tubers was fed gently through the opening for inlet made on the peeling drum. The existing peeling 

machine was operated for a period of 1 h, and the peeling rate was evaluated at intervals al of 5 min. 

The peeling rate was determined using the expression in equation (1). The procedure was repeated 

at 550 rpm and 750 rpm, and the peeled products are shown in Figure 2. A total of ten samples of 

peels each from the cassava, potato and cocoyam tubers were used to constitute the models for 

predicting the rate of tuber peeling.  

  ṁ =
∆ 𝑚

𝑡
                    (1) 

where; 

ṁ = peeling rate (kg/min) 

Δ m = mass change in tuber peels (kg) 

t  = Time taken to peel the required quantity (min) 

 

 
 

Figure 2. Peeled tubers  

 

 
(a) Sweet potatoes             (b) cassava                    (c) cocoyam 
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2.4 Classical particle removal theory 
 

2.4.1 Modeling based on Weibull model 

 

The removal of peels from tubers is a multiplex procedure that requires adequate details for real 

practice. To improve the practical peeling procedure, a mathematical model would be helpful [16]. 

We used the Weibull probability distribution to analyze the data since the data are classified field 

data with significant variabilities resulting from the influence of the environment and some 

uncontrolled variables associated with the machine operation [17]. Based on this and according to 

Calabria and Pulcini [18], we viewed the machine data as a set of random variables, which are 

independent statistically. A univariate probability distribution function was used to model the 

random variables according to equation (2) [19-21]. 

 

                            F (t, ∅) = p (T ≤ t)   -∞ < t < ∞                          (2) 
 

where;  ∅ = set of parameters for the distribution, 

T = lifetime of the peeling machine (min), 

t = time of machine operation (min) 

 

Thus, the Weibull model was developed based on equation (2), by expressing a 2-parameter special 

case of the model as shown in equation (3).  

 

        F (𝑡, ∅) = 1 − exp [− (
t

α
)

β

]  t ≥ 0                                         (3) 

        F (𝑡, ∅) = 1 − exp [−(λt)β]  t ≥ 0 

 
where  λ = 1/α, α (scale parameter) > 0 and β (shape parameter) > 0  

 

We later mimic this approach to describe the amount of peels remaining after processing of the 

tubers by further modifying the 2-parameter special case Weibull model as in equation (4) [16, 22]. 

 

                                                 r = e−kRt                             (4) 

 

where; r = remaining peels (kg) 

kR = peeling constant 

However, the peeling variables in equation (4) were adjusted to reflect the peeling removal 

characteristics of the machine as shown in equation (5) [23].  

                                                 r = e−(
t

T
)R

               (5) 

where;   T = theoretical peeling time constant to reach 100% of the peels removal rate 

               t = peeling or residence time (min) 

              R = slope of the peeling characteristics 
According to the procedure reported by Dürr and Graßhoff [24], we can express the peeling 

removal characteristics of the machine as a percentage of the amount of peels removed based on the 

scale, shape, and location constraints of a general Weibull model (Figure 3). Apparently, the amount 

of the tuber peels removed varies with the peeling time and the peeling resistance for each of three  
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Figure 3. A typical Weibull model showing the relationships between peeling time and the 

amount of peels removed [24]  

 

curves, which represent the parameters of the Weibull model. The fourth curve or broken line 

represents the effective peeling resistance between 10 to 20 min of the theoretical peeling time. The 

general formula for the time co-ordinates of the point of inflection of the curves in the model is 

represented in equation (6) [24]. 
 

                                                ti = T (
R−1

R
)

1 R⁄

                             (6) 

 

Therefore, the peeling rate is the time derivative of the mass of peels removed. Combining equations 

(4) and (5), a relationship for the peeling rate is apparent in equation (7). 

 

ṁ =
ds

dt
= −

dr

dt
= (

R

T
) (

t

T
)

R−1

e−(t T⁄ )R
                  (7) 

 

The relative peeling rate, which is defined as the ratio of the peeling rate to the amount of peels 

remaining, was therefore 

ṁ =
v

r
= (

R

T
) (

t

T
)

R−1

 

ln ṁ = ln (
R

T
) + (R − 1) ln (

t

T
) 

 

where,  rp = relative peeling rate (kg/s). 

Interesting features of the peeling process becomes apparent by plotting the relative peeling 

rate versus the amount of peels removed. Thus, we computed the relative peeling rate as a function 
of the amount of peels removed. 

 

 

 

 

Theoretical peeling time (minutes) 
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2.4.2 Modeling based on Jennings model  

 

A new mathematical model is presented here, initially developed by Jennings for describing the 

cleaning rate of soil on contact surfaces. Accordingly, Jennings model was proposed for describing 

the mechanism of particle removal from the tubers during the peeling operation as expressed in 
equation (8) [25, 26]. 

dm

dt
= −KR. m               (8) 

∫
dm

m

m

0

= −KR. ∫ dt

t

0

 

ln  m = −Kr. t + c 

where,  Kr and c are Jennings model parameters, m = mass of peels removed (kg), t = peeling time 

(min). 

 

2.4.3 Parameter estimation 

 

The peeling rate and the relative amount peels obtained from the performance analysis were used to 

constitute the models based on the Weibull and Jennings models. A linear relationship was 

established, and the values of the parameters were obtained experimentally. The values of the 

parameters, Kr and c were estimated from the Jennings models, while the values of R-1 and R/T 
were estimated from the Weibull models for the cassava, sweet potatoes, and cocoyam tubers. 

 

2.4.4 Verification of the models  

 

An independent validation was used to verify the degree fitness of the models using experimental 

data. In this approach, the tuber peeling machine was operated again for 30 min, and the peeling rate 

and the relate amount of peels were computed, as presented in Table 1. The data obtained were 

analyzed independently for the model verification, based on the mean square error (MSE) and the 

coefficients of determination (R2), using equations (9) and (10). 

 

MSE =
1

a
∑ (M − Mi)

2k
i=1                              (9) 

R2 =
∑ (M̂−M)2k

i=1

∑ (M−M̅)2k
i=1

                            (10) 

 

where, M = tuber peeling rate and amount of peels removed, M̂ = model estimated response, �̅� = 

mean response, k = sample size, a = number of runs for each tuber peeling (6). 

 

 

3.  Results and Discussion 
 

3.1 Effect of residence time and speed on peeling rate and amount of tuber peels 

 

The tuber peeling rate was obtained by differentiating the peeling efficiency with respect to time. 

The effects of the residence time of the machine operation on the relative amount of tuber peels 

obtained from the 750, 550 and 350 rpm speed of the rotating shaft are presented in Figures 4-6. 
The relative weight of the tuber peels increases with an increase in the residence time irrespective 

of the speed of operation of the peeling machine. There was a log increase in the peeling rate of 

tuber peels with an increase in the residence time and speed of the machine operation based on the 
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Weibull particle removal theory. Also, an increase in the relative amount of peels with an increase 

in the residence time and speed operation was observed based on the Jennings particle removal 

theory. This behavior may be due to increasing load intensity on the peeling drum at high speeds. 

According to the theories, multiple particles of tuber peels may inadvertently affect the flow of air 

effecting peeling [25, 27]. Similarly, Rothaug et al. [28] and Ferraz et al. [29] also suggested that 
larger amount tuber particles may decrease the performance of the peeling unit and hence the 

throughput capacity of the machine. The performance will be enhanced with an increase in the 

inertia of the speed of the machine and a decrease in the residence time. Although the peeling rate 

was lower at 750 rpm, the machine performance was observed to increase with decreasing speed up 

to 350 rpm. Thus, the peeling rate and the relative amount of peels were high at the beginning of the 

machine operation. 

 

Table 1. Experimental data for independent validation 

Tuber  750 rpm 550 rpm 350 rpm 

 t  m  ṁ  m  ṁ  m  ṁ  

Cassava 5 11.63 0.074 18.87 6.130 18.98 6.020 

 10 10.77 0.123 17.01 7.990 17.11 7.890 

 15 10.11 0.126 16.00 9.000 16.01 8.990 

 20 9.830 0.109 13.89 11.11 15.00 10.00 

 25 8.820 0.127 12.57 12.43 13.98 11.02 

 30 8.150 0.128 11.18 13.82 12.33 12.67 

Sweet potato 5 14.23 0.770 13.78 1.220 13.16 1.840 

 10 13.15 1.850 12.45 2.550 12.44 2.560 

 15 12.22 2.780 11.84 3.160 11.63 3.370 

 20 11.78 3.220 10.11 4.890 10.18 4.820 

 25 10.13 4.870 9.670 5.330 9.460 5.540 

 30 9.670 5.330 8.190 6.810 8.190 6.810 

Cocoyam 5 11.63 0.370 11.06 0.940 10.44 1.560 

 10 10.77 1.230 10.79 1.210 10.04 1.960 

 15 10.11 1.890 10.14 1.860 9.760 2.240 

 20 9.830 2.170 9.580 2.420 8.440 3.560 

 25 8.820 3.180 8.880 3.120 8.160 3.840 

 30 8.150 3.850 8.010 3.990 7.770 4.230 

m = amount of tuber peels (kg); ṁ = tuber peeling rate (kg/min), t = residence time (min) 
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Figure 4. Jennings model prediction for cassava tuber peeling based on (a) effect of residence 

time on relative weight and (b) effect of theoretical peeling time constant on the peeling rate 

 

  

Figure 5. Jennings model prediction for sweet potato peeling based on (a) effect of residence time 

on relative weight and (b) effect of theoretical peeling time constant on the peeling rate 
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Figure 6. Jennings model prediction for cocoyam peeling based on (a) effect of residence time on 

relative weight and (b) effect of theoretical peeling time constant on the peeling rate  

 

3.2 Prediction of peeling rate 
 

The parameters for predicting the peeling rates of the cassava, sweet potatoes and cocoyam tubers 

are shown in Tables 2 and 3. The Weibull model parameters appears to be a better estimator of the 

tuber peeling rate than the Jennings model because of the higher values of the determination 

coefficient and lower mean square error. Simonyan and Yiljep [30] reported similar results in their 

study on the grain separation and cleaning efficiency of conventional sorghum thresher. Also, Peng 

et al. [31] corroborated our findings in their work on the peeling behavior of a viscoelastic thin film. 

The authors agreed that there is a close relationship between the peel-off force and the tuber peeling 

rate. The peeling rate is also theoretically related with the peeling efficiency of the machine, the 

higher the peeling rate, the higher the peeling efficiency. This means that the amount of the peels 
obtained from the cassava, cocoyam and potatoes tubers will decrease significantly with an increase 

in the residence time of machine operation. A similar result was reported by Liu et al. [32] in their 

work on the effect of particles on the surface cleaning of dry ice. The authors opined that theoretical 

analysis of the moments of forces caused by particle impact and aerodynamic drag showed that 

particle impact is primarily responsible for the peeling. 

 

3.3 Independent model validation 
 

The results of the independent validation of the models for predicting the cassava, sweet potatoes, 
and cocoyam tubers, from the Weibull and Jennings theories are shown in Figures 7-9, respectively. 

The values obtained from the models were very close to the actual data obtained from an 

independent experiment, with mean square error generally less than 10% as shown in Tables 2 and 

3.  Irrespective of the speed and the residence time differences, the models were able to predict the 

peeling rate and the amount of peels well within acceptable limits. Previous studies have shown that 

most models used for describing the peeling rate and the amount of peels are influenced by various  
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Table 2. Weibull model parameters for tuber peeling 

Product -(R-1) ln (R/T) R2 MSE Speed (rpm) 

Cassava 0.5060 0.7946 0.9802 0.014039 750 

 

0.4269 0.8398 0.9336 0.020462 550 

 

0.3996 0.7969 0.8759 0.058424 350 

Sweet potato 0.2726 -0.4615 0.9086 0.339939 750 

 

0.3459 -0.5346 0.8925 0.033261 350 

 

0.3509 -0.3253 0.7329 0.019684 550 

Cocoyam 0.2658 -0.6249 0.9529 0.820625 750 

 

0.4770 0.2560 0.9505 0.991292 550 

 

0.6254 0.8583 0.9942 0.794371 350 

 

 

Table 3. Jennings model parameters for tuber peeling 

Product - KR c R2 MSE Speed (rpm) 

Cassava 0.0201 1.7600 0.9203 0.047496 750 

 

0.0215 2.0183 0.7694 0.024448 550 

 

0.0225 2.0309 0.7539 0.047385 350 

Sweet potato 0.0285 0.9930 0.8636 0.458236 750 

 

0.0272 0.7241 0.9505 0.126436 550 

 

0.0286 0.8724 0.9953 0.713663 350 

Cocoyam 0.0213 0.8273 0.9005 0.967158 750 

 

0.0219 1.2518 0.9558 0.993578 550 

 

0.0151 1.5943 0.9100 0.805114 350 
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Figure 7. Independent validation of models for predicting cassava peeling rate using (a) Weibull 

model at 750 rpm, (b) Jennings model at 750 rpm, (c) Weibull model at 550 rpm, (d) Jennings 

model at 550 rpm, (e) Weibull model at 350 rpm, and (f) Jennings model at 350 rpm 
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Figure 8. Independent validation of models for predicting sweet potatoes peeling rate using  

(a) Weibull model at 750 rpm, (b) Jennings model at 750 rpm, (c) Weibull model at 550 rpm,  

(d) Jennings model at 550 rpm, (e) Weibull model at 350 rpm, and (f) Jennings model at 350 rpm 
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Figure 9. Independent validation of models for predicting cocoyam peeling rate using (a) Weibull 

model at 750 rpm, (b) Jennings model at 750 rpm, (c) Weibull model at 550 rpm, (d) Jennings 

model at 550 rpm, (e) Weibull model at 350 rpm, and (f) Jennings model at 350 rpm 
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model parameters, including the peeling angle, thickness, and other intrinsic property [33-37]. Also,  

Kutzbach [38] shows similar results in his work on the mathematical modelling of grain separation. 

Thus, in this investigation, the model parameters can be used for predicting the response variables 

with very close margin of errors. 

 

4.  Conclusions 
 

This research predicted the peeling rate of an existing multi-tuber peeling machine using classical 

particle removal theories. The machine was designed to peel fresh cassava, sweet potatoes, and 

cocoyam tubers at a speed range of 350-750 rpm. The tuber peeling rate were determined for 1 h at 

intervals of 5 min. The models were developed based on the Weibull and Jennings theories. The 

peeling rate of the machine increases with an increase in the residence time and the speed of the 
machine operation (p< 0.05). Also, the relative weight of the tuber peels increases with an increase 

in the residence time irrespective of the speed of operation of the peeling machine. The values 

obtained from the models were very close to the actual data obtained from an independent 

experiment, with mean square error generally less than 10%. The Weibull model parameters were 

better estimators of the peeling rate with R2 > 95% and mean square error (MSE) < 10%, irrespective 

of the speed and residence time of machine operation. 
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Abstract 
 

Covid-19 pandemic is an ongoing global crisis which affects all the economic sectors including the 

most fundamental sector, agriculture. Bangladesh, a developing country and is home to 2.11% of the 

world's population, is facing a massive shock in the agricultural sector which is the backbone of the 

country's economy. In the era of technology and having lockdown in recent pandemic, every person 

willingly collects information on agriculture and rural economics from publicly available online news 

articles. To satisfy the readers' demand, not only the online blogs and newspapers, but also printed 

newspapers have taken a serious look at open access articles. This research analyzed entire online 

articles related to Covid-19 and Bangladesh agriculture news published during this country wide 

lockdown after the first case was addressed. Topic modeling algorithm has been used to determine the 
underlying topics over these textual contents for mitigating the gap between media coverage and actual 

scenario. This research considered the entire set of English online articles indexed by the most 

prominent Google search engine to point out diverse topics which are covered by various news sources. 

The dataset and experimental results were statistically analyzed to define the relationship and 

significance among different independent variables. Numerous interesting findings have been reported 

in this research including the fearsome number of female agricultural reporters, high frequency topic of 

agricultural economics and government spokesman, significance between underlying topics and article 

sources, etc. It concludes with recommendations to bridge the gap between government policy and 

actual scenario presented by news sources on Bangladeshi agricultural sector during Covid-19. 
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1. Introduction 
 

Covid-19 is an infectious viral disease that has created a global health emergency and a crisis in the 

agriculture and food sector [1, 2]. It has already grabbed the eyeballs of people all over the planet 

and changed communication and economic trends throughout the virtual and online systems [3]. 

Health experts have encouraged paperless communication and transaction during this pandemic to 

ensure social distancing and sanitization. That is why publicly available online contents become 

more and more demandable to broadcast precise information to the national and international 

communities. Furthermore, several newspapers have already stopped their printing operation and 

started fully online versions because of public demand for them to adapt to the current situation [4]. 

Since major business operations have been partially or fully closed down for safety reasons, locally 

grown and based industries e.g., agriculture, crafts, and so on, have become crucial supports for the 
economies of various countries. News reporters have increasingly become real pillars of democracy 

as they have tried to focus on the real issues and bridge the gap between policymakers and end-

users. By analyzing the media contents, one may gather the real point of view about the current 

situation. 

Bangladesh is a South Asian country. It has the 8th highest number of the global population 

and has been severely affected by the Covid-19 pandemic. People in Bangladesh have faced severe 

restrictions on their daily activities during safety lockdown. However, the majority of the country’s 

population is directly or indirectly related to agriculture, and they are continuing with their farming, 

harvesting, and supplying of food to support demand and thus push along the economic cycle 

accordingly. However, the actual scenario of agriculture and rural economics is not positively 

reflected in the news in comparison with other issues, e.g., politics, media, sports, etc. [5]. Hence, 
rural affairs are often skipped over by policymakers, international aid groups and charities. There 

are some current works available on agricultural news analysis. However, these are predefined 

subtopics and not dynamically generated, which cannot ensure the actual underlying topics of those 

contents to predict the optimal results. 

Newspaper contents can be a valuable source and was analyzed for wolf recolonization in 

France using structural topic modeling [6]. Chandelier et al. [6] studied media dissemination of 

information to detect wolf recovery in France. Since they regarded newspapers as a good source of 

content, they developed a statistical method for structural topic modeling that allows them to 

generate topics from a large number of texts about the targeted wolf recovery. They conducted two 

regional newspaper surveys and found a gap in representations of wolf management between 

citizens who had directly interacted with the wolf and who favored detailed information content. 

Another topic modeling application was presented by Gosh and Guha [7] for Twitter data analysis 
of US healthcare-related issues. The survey data, which was extracted from Twitter.com, came from 

obesity-related queries about childhood obesity, and intake of desserts and fast food. The data were 

then analyzed using statistical model and the comparative study between rural and urban areas, 

northern and southern states, and between coasts and inland states were determined. Bhatia et al. [8] 

presented the role of representations of the human–leopard conflict in Mumbai through media-

content analysis. They conducted a content analysis of print media articles on human–leopard 

conflict in Mumbai, India. That research found that English-language and non-English-language 

print media differed significantly in their framing of human-wildlife conflicts. Another study 

demonstrated the coverage of the three most popular Bangladeshi domestic newspapers of the 

climate change issue from May 2006 to June 2009 [9]. This paper considered newspaper content as 

the most valuable communication research items and analyzed them to give an overview of 
Bangladeshi climate change concerns. They collected data in 15 predefined categories and analyzed 

their significance of data in those categories as observed in three domestic newspapers. It turned out 

that agricultural issues only featured at 8.3% of content in comparison with other climate issues. 
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Recently, the effects of Covid-19 on the agriculture sector have been addressed by some 

researches, where a Canadian Prof. Ellen Goddard presented the impact of Covid-19 on food retail 

and foodservice in Canada [1]. She put forward an economic model that described the Canadian 

food sector before the pandemic and the losses that were being incurred due to the impact of the 

disease. Her paper concluded with some recommended actions that should be taken by the 
foodservice, food retail, and government in response to remarkably uncertain projections in the 

future. The effect of the Covid-19 pandemic in agriculture for international trade relations was 

elaborately presented by Kerr [2]. The author described the short and long-run implications for the 

food supply chain of this pandemic. He suggested strengthening institutions that govern 

international trade for mitigating the post effect of this pandemic. The impact of Covid-19 on Iowa 

State's corn, soybean, ethanol, pork, and beef sectors was depicted by Hart et al. [10]. They 

presented the comparative study of these agricultural products with the estimated price and Covid-

19 price damage. This paper was one of the first analyses that showed the slowdown in production 

and economic damages caused by the pandemic in the United States. 

Analysis of agriculture related news only was rarely addressed by some researches, where 

Narayana and Kumar [5] presented a content analysis of agricultural news coverage in the daily 

newspapers of India. It was a study of five local daily newspapers of India and found that agriculture 
news was just 4.61%, where as political news was 27.3%. Ogessa and Sife [11] presented content 

analysis of the coverage of agricultural information in Tanzanian newspapers. They found that the 

prominence of agricultural information was as low as 4.9% in all the newspapers, which was too 

low to have any impact on and appeal to readers. They recommended that the government formulate 

policies to increase the coverage of development and agriculture-related news in the newspapers. 

Newspaper reportage and its effect on promoting agricultural development in Nigeria were 

presented by Okorie and Oyedepo [12], who analyzed three different domestic newspapers. They 

focused on 12 predefined agricultural sub-sectors and searched for related news in the newspapers. 

Since those sub-sectors were predefined and fixed, some relevant content may have been incorrectly 

assigned or missed out. In contrast, dynamic sub-sectors may increase the acceptance of relevant 

news information. Local and global brand food and beverages in Jamaican newspaper were analyzed 
to determine standardized strategies [13]. Newspaper contents were automatically analyzed to 

demonstrate the current views of climate change in India [14]. The researchers used a topic modeling 

algorithm to classify the contents into four overarching themes. Another newspaper analysis was 

used to determine the impact of Covid-19 on the tourism sector in China [15], which is an excellent 

work but its scope was limited to the tourism sector only. 

  Based on the analysis of the above literature, this paper presents dynamically generated 

underlying discussed keywords on Covid-19 and Bangladesh Agriculture using a topic modeling 

algorithm to predict a better view of the current situation on the agriculture sector of Bangladesh. 

This research also helps to find out the topics that need to be emphasized for better communication. 

We have collected a dataset from publicly available online news sources, including newspapers 

(printed and online), organizational portal, blogs, and forums. Then, the dataset is filtered and 

cleaned for observation using a topic modeling algorithm, which is widely used for textual data 
analysis. Finally, identified underlying topics, keywords, and contents are statistically analyzed with 

independent variables. This paper selects six research questions to determine the scenario presented 

by open access news sources about agriculture in Bangladesh during Covid-19, which will be helpful 

to bridge the gap between policymakers and the agriculture sector. 

  RQ1: What are the underlying topics that can be identified in articles related to the impact 

of Covid-19 on the agriculture sector in Bangladesh? 

  RQ2: What is the distribution of article sources and writers? 

  RQ3: What is the relationship between identified topics across the source types and 

content? 

  RQ4: Does the proportion of author type differ across the online news source types? 
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  RQ5: Does the content length significantly relate to the type of content writer?   

  RQ6: Does the proportion of author types differ with identified topics and news source 

types? 

By addressing those research questions, this paper visualizes the current point of views on 

the Covid-19 and Bangladesh Agriculture sector that occur in newspapers or online portals. Some 
important findings were also addressed in this paper including the low number of female writers, 

high proportion of government-related content, and the correlation between content size and source 

type. This paper concluded with some appropriate guidelines and suggestions for communication 

concerned with the agricultural sector during Covid-19 pandemic, and it is hoped that these will 

assist policy makers and international aid groups. 

 

 

2. Materials and Methods 

 

This research presents an analysis of open access online articles on the Covid-19 and Bangladesh 

agriculture using topic modeling algorithms in order to uncover the underlying discussed issues. A 

detailed description of methods, dataset collection and other materials are presented in this section. 

 

2.1 Dataset 
 

Data were collected from open access publicly available online English articles that were concerned 
with the effects of Covid-19 on Bangladesh Agriculture. The articles were published in local and 

international newspapers, organizational portals, blogs or forums. These articles selected were 

sampled from the date of the first Covid-19 patient confirmed in Bangladesh (March, 2020) until 

the date that the country reported 75,000 cumulative patients (June 10, 2020). All articles that were 

available online and indexed by the Google search engine were considered. The Google search 

engine was selected as it had the highest search engine market share worldwide (92.06%) and its 

market share in Bangladesh was 98.34% [16]. We used four search queries (Q) in Google with 

specific settings that are given below.  

Q1: “Bangladesh agriculture covid-19” 

Q2: “Bangladesh agriculture pandemic” 

Q3: “Bangladesh agriculture coronavirus” 
Q4: “Bangladesh farmer covid-19” 

Tool: Country: Bangladesh; Time: Any time; Result: All result;  

Setting: Region Settings: Bangladesh; Private results: Use private results. 

The collected and filtered dataset was publicly available at online for further usages 

(https://sites.google.com/view/moriomrima/research). Four source types were categorized from the 

dataset: Blog & Forum (5%), Organizational Portal (18%), Online Newspaper (20%) and Printed 

Newspaper online version (57%). An overview of the observation data is listed in Table 1. It should 

be mentioned that the observation sample size is not that large because most of the news sources did 

not cover agriculture issues frequently. On the other hand, a large number of printed newspapers did 

not have an online version, which was a major barrier to information sharing in the recent digital 

world. However, people in Covid-19 lockdown have been increasing their online activities in order 

to maintain social distancing and safety issues. So, to cover maximum reachable articles we 
exclusively consider online version content for data analysis. 

 

 

 

 

https://sites/
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Table 1. Overview of survey data 

Source Type Source Name Observation (%) Cumulative 

Blog and 

Forum 

City Farmer 1 

5% 5% Fish Tank 1 

Techlife 1 

East Asia Forum 1 

Organization 

Portal 

Aesa Network 1 

18% 23% 

Anadolu Agency 1 

Atlanta Council 1 

BAEN BD 1 

Bangladesh Awami League 2 

BRAC 1 

Databd 1 

Fish Tank 1 

Green Watch BD 1 

Int. Finance Corporation 1 

KMPG 1 

Light Castle 1 

Relief Web 1 

US Embassy 1 

USAID 1 

Online 

Newspaper 

Bangladesh Monitor 1 

20% 43% 

bd24live 1 

bdnews24 6 

Channel News Asia 1 

Daily Industry 1 

En Prothom Alo 1 

IPS News 1 

Somoy News 2 

UCA News 1 

United News Bangladesh 2 

World Economic Forum 1 

Printed 

Newspaper 

Arab News 4 

57% 100% 

Bangladesh Post 5 

Business Standard 3 

Daily Asian Age 2 

Daily Star 16 

Dhaka Tribune 5 

Financial Express 10 

Independent 1 

New Age 4 

Total   88 100%  

 

2.2 Topic modeling algorithm for textual data classification 
 

Topic modeling is a classic solution to information retrieval problems from textual documents [17]. 

Such problems are closely related to the problem presented in this paper named textual article 
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classification problems on Covid-19 and Bangladesh Agriculture. Topic modeling imagines a fixed 

set of topics, where each topic represents a set of words. One of the popular topic modeling 

techniques, known as Latent Dirichlet Allocation (LDA) [18], has been used for selecting the topics 

from the dataset of Covid-19 in Bangladesh Agriculture articles. The goal of LDA is to map all the 

articles to the topics in a way such that the words in each article are mostly captured by those pre-
determined topics.  

The textual data was scrolled from various sources with title, author, contents, date and 

source name. Then stop words were removed from the contents, and data were finally processed by 

lemmatization and word stemming. Then, the filtered words were transformed into bags of words 

and a probabilistic model was executed to distribute the words into different prominent topics as 

output. The overall process of this experiment is depicted in Figure 1 and the steps are described 

below. 

 

 

 

Figure 1. Overview of topic modeling algorithm 

 

Data cleaning: 

Only Covid-19 and Bangladesh Agriculture-related online content are allowed for the next phase of 

data pre-processing. Others irrelevant data are erased from the dataset in the process of data 

cleaning.  

Stop word removal: 

Stop words, which are words that have no specific meaning in the sentence, including prepositions, 

conjunctions and others are removed for better data modeling.  

Lemmatization: 

Lemmatization is the process of grouping together the various forms of a word so all of them can 

be analyzed as a single item [19]. Filtered words are lemmatized when words having the third person 
form in the sentence are changed to first person and verbs in past and future tenses are changed into 

present tense format.  

Word stemming: 

The lemmatized words which are basically verbs need to be stemmed, and this refers to the 

conversion to their root form. Finally, a set of purified and filtered words are ready for processing 

in the topic modeling algorithms.  
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Bag of words:  

A ‘Bag of words’ is a special type of dictionary containing the words related to respective articles 

in ‘Covid-19 and Bangladesh Agriculture’. After stemming, the purified words are counted and 

stored in a dictionary containing the number of times a word appears in a single article. Those 

frequencies will be used to determine the influential words for modeling the topics.  
TF-IDF: 

TF-IDF is a numerical statistic which is used to reflect how important a word is to an article in the 

collection dataset on ‘Covid-19 and Bangladesh Agriculture’. TF-IDF is a very popular approach in 

information retrieval systems. It is the product of two statistics, Term Frequency and Inverse 

Document Frequency [20]. The processes for calculating TF-IDF are presented in equations (1), (2), 

and (3) as follows: 

𝑡𝑓(𝑡, 𝑎) =
𝑓𝑡,𝑎

∑ 𝑓𝑡′,𝑎𝑡′∈ 𝑎

                                                                            (1) 

In the above equation (1), term frequency tf(t,a) = 1 if t occurs in a and 0 otherwise, and ∑ 𝑓𝑡′,𝑎𝑡′∈ 𝑎  

is the summation of the number of words in article a.  

𝑖𝑑𝑓 (𝑡, 𝐴) =𝑙𝑜𝑔 𝑙𝑜𝑔
𝑁

| 𝑎 ∈𝐴:𝑡 ∈𝑎 |
                                                                              (2) 

In the above equation (2), the inverse document frequency is depicted as idf (t,A). Where N is the 

total number of articles in the dataset N = | A | and| 𝑎 ∈ 𝐴: 𝑡 ∈ 𝑎 | is the number of articles where 

the term t appears. If the term is not in the database, this will lead to a division-by-zero, hence it is 

therefore common to adjust the denominator to 1 +  | 𝑎 ∈ 𝐴: 𝑡 ∈ 𝑎 |.  
𝑡𝑓𝑖𝑑𝑓 (𝑡, 𝑎, 𝐴) = 𝑡𝑓(𝑡, 𝑎) × 𝑖𝑑𝑓(𝑡, 𝐴)                                                          (3) 

Then TF-IDF is calculated by the mathematical product of TF and IDF, which is depicted in equation 

(3). A high weight of TF-IDF is reached by a high term frequency (in the given article); the weights 

hence tend to filter out common terms from the dataset on Covid-19 and Bangladesh Agriculture. 

LDA model: 

Latent Dirichlet Allocation (LDA) is a probabilistic model for analyzing the underlying probable 

topics based on the collection of textual articles [18]. Blei et al. [18] presented LDA as random 
mixtures over latent topics, where each topic is characterized by a distribution over words in textual 

dataset. It has been assumed that a generative process for each document w in a dataset D for LDA 

is used to implement topic modeling algorithm. The details of that are listed below. 

i. Choose N ~ Poisson (ξ). 

ii. Choose θ ~ Dir (α). 

iii. For each of the N words wn: 

a. Choose a topic zn ~ Multinomial (θ).  

b. Choose a word wn from p(wn | zn, β), a multinomial probability conditioned on topic zn 

 

2.3 Implementation 
 

One of the world’s most popular data analytics based programming languages named Python version 

3.8 (https://www.python.org/) was used for data interpretation in this research. Several 

programming library modules were also used in the experiment, and included were pandas 

(https://pandas.pydata.org/) for data handle, Python nltk (https://www.nltk.org/) for data 

preprocessing, genism (https://pypi.org/project/gensim/) for LDA modeling, and matplotlib 

(https://matplotlib.org/) for result visualization. The IBM SPSS 26 and Microsoft Excel 2013 were 

also used for statistical data analysis. 

https://www.python.org/
https://pandas.pydata.org/
https://www.nltk.org/


 
Current Applied Science and Technology Vol. 21 No. 2 (April-June 2021) 

 

306 

 

3. Results and Discussion 
 

Textual newspaper content was collected and analyzed to pull up actual scenarios in the Bangladeshi 

agriculture sector during Covid-19 pandemic. The findings with discussion are presented in this 

section. 

 

3.1 Research questions 
 

This paper addresses six different research questions to present its findings. The results and their 

discussion with feedback are described below.  

 

RQ1: What are those topics to visualize the contents of Covid-19 and Agriculture in 

Bangladesh? 

 

The topic modeling algorithm dynamically created a total of 6 of the most prominent agricultural 

topics for presenting Covid-19 and Bangladesh Agriculture. The overviews of those topics with their 

relevant information are listed in Table 2, in which topic-wise article distribution, frequent terms, 

keywords, number of words and probable meanings are presented accordingly. The terms of the 

entire dataset are visualized in Figure 2(a), where several prominent terms are located with different 
color and size. The descriptions of six individual topics are listed below.  

Topic 1 contains 20.5% of the total articles including the keywords related to supply chain 

management. The probable title of this topic is the economic impact on food and agricultural 

products supply chain during Covid-19. It has only 485(8.25%) times social media share which 

indicates readers’ low level of interest. The term visualization of Topic 1 is presented in Figure 2(b).   

Topic 2 contains only 5.7% of the total article and features keywords in the area of 

Agribusiness and Product Harvesting. The tentative title of this topic is Crisis in harvesting seasonal 

fruits and boro paddy by farmers during Covid-19. The automatically tagged terms under this topic 

are visualized at Figure 2(c). However, the social media share is 507 (8.62%) times which is also 

low.   

Topic 3 contains the second highest percentage of the total articles (27.3%), with keywords 
of Agricultural Economics and Government. The potential title of this topic is Million dollar 

Government support for the country's SME, agriculture and fish sector. It must be mentioned that 

Bangladesh Government announced a stimulus package known as Taka 5000 Crore to offer financial 

assistance to the farmers. A large number of news portals presented this topic positively and its 

social media share is 942 (16.02%) time, which is high. Term visualization of topic 3 is presented 

at Figure 2(d).  

Topic 4 contains the highest number of articles which is 34.1% of total. The keywords of 

this topic are Production Loss, Natural Disaster, and Government. This topic is related to the 

catastrophe of super cyclone Ampan and Covid-19 pandemic. The probable title of this topic is 

Government initiatives to mitigate district-wise production loss in Covid19 lockdown and Ampan 

cyclone. Since it has a direct effect on the country’s agriculture sector, the social media share is also 
the highest at 2816(47.89%) time, which indicates that people are conscious of the combine natural 

disaster and pandemic issue. The underlying terms of Topic 4 are represented at Figure 2(e).    

Topic 5 contains only 6.8% of the total articles with the keywords of Farmers’ safety and 

Rural Economic. This topic is closely related to the pandemic health issue and the agricultural sector. 

However, as part of this topic is already covered by topic 3, its coverage and level of peoples’ interest 

are relatively low, which is indicated by the social media share value (1.52%). The underlying terms 

covered by this topic is presented at Figure 2(f). 
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Table 2. Topic wise term distribution and probable meaning with article frequency 
T

o
p

ic
 Arti-

cle 

(%) 

# of 

terms 
Keywords 

Probable 

description of 

topic 

Top 20 words for this topic 

Social 

media 

share 

1 20.50 8003 
Supply 
Chain 
Management 

Economic impact 
of food and 
agricultural 
products supply 

chain during 
Covid-19 

['market', 'inputs', 'prices', 'demand', 
'country', 'food', 'vulnerable', 'income', 
'impact', 'sector', 'supply', 'production', 
'crisis', 'government', 'economic', 

'people', 'farmers', 'Bangladesh', 
'covid19', 'agricultural',] 

8.25% 

2 5.70 5009 
Agribusiness
, Product 
Harvest  

Crisis for 
harvesting 
seasonal fruits 

and boro paddy 
by farmers during 
Covid-19. 

['farmer', 'budget', 'mango', 'paddy ', 
'pandemic', 'covid19', 'agricultural', 
'food', 'vegetables', 'rice', 'seasonal', 

'meeting', 'government', 'ministry', 
'harvest', 'relief', 'crop', 'production', 
'fruits', 'agriculture'] 

8.62% 

3 27.30 15914 
Agricultural 
Economics, 
Government  

Million dollar 
Govt. support for 
country’s SME, 
agriculture and 

fish sector  

['farmer, 'food', 'sme', 'year', 'stimulus', 
'lockdown', 'poor', 'fish', 'minister', 
'banks', 'bank', 'coronavirus', 
'Bangladesh', 'package', 'people', 
'farmer', 'million', 'workers', 
'government', 'April'] 

16.02% 

4 34.10 12523 

Production 
loss, Natural 
Disaster, 
Government  

Government 
initiatives to 

mitigate district 
wise production 
loss in covid19 
lockdown and 
Ampan cyclone 

['income', 'support', 'agriculture', 
'covid19', 'hospitals', 'package', 
'damaged', 'amphan', 'people', 'district', 
'prime', 'farmers', 'district', 'health', 
'country', 'minister', 'cyclone', 
'government', 'hectares', 'taka'] 

47.89% 

5 6.80 1086 
Farmers 
safety, Rural 

Economy 

Prime minister 
announced 
motivational 
packages for 

farmer, health 
workers and 
victims. 

['assistance', 'coronavirus', 'minister', 
'production', 'world', 'need', 'economy', 
'people', 'pandemic', 'food', 'crisis', 
'Bangladesh', 'agriculture', 'country', 
'prime', 'health', 'sector', 'farmers', 'fish', 
'government'] 

1.52% 

6 5.70 2585 

Product 
Purchase, 
post-harvest 
storage, 
Government 

Ministry of 
Bangladesh 
government said 
the collection and 
harvesting target 

of agricultural 
food and boro 
paddy. 

['ministry', 'crop', 'food', '$589m', 'price', 
'haor', 'percent', 'harvesting', 'farmers', 
'country', 'taka', 'harvest', 'rice', 
'Bangladesh', 'government', 'boro', 
'agricultural', 'paddy', 'loan', 'impact'] 

17.7% 
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(a) textual visualization of entire article 

 

 
(b) textual visualization of Topic 1 

 
(c) textual visualization of Topic 2 

 
(d) textual visualization of Topic 3 

 
(e) textual visualization of Topic 4 

 
(f) textual visualization of Topic 5 

 
(g) textual visualization of Topic 6 

 

Figure 2. Topic wise article visualization for Covid-19 and Agriculture in Bangladesh 

 
Topic 6 contains only 5.7% of the total articles having keywords Product Purchase, Post-

Harvest Storage, and Government. This topic covers the Government’s crop purchasing policy and 

its implication on farmers’ perception. It should be mentioned that the agricultural ministry of 

Bangladesh fixed the purchasing price and harvesting target of several agricultural food and boro 

paddy to support the farmers during pandemic. As it is concerned with one of the vital decisions on 
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rural economics, its social media share is the second highest at 1041(17.70%) time. The underlying 

terms of topic 6 are visualized in Figure 2(g). 

 

RQ2: What is the distribution of article sources and writers for the content of Covid-19 and 

Agriculture in Bangladesh? 

 

The articles concerned with Covid-19 and Agriculture in Bangladesh were collected from various 

sources that were categorized under four types, named as Blog & Forum, Online Newspaper, 

Organizational Portal and Printed Newspaper, and these had distributions of 4.5%, 20.5%, 18.2% 

and 56.8%, respectively. The results are presented in Table 3 and Figure 3. It can be seen that online 

and printed newspapers cover two-third of the dataset. It can be predicted that people are not willing 

to discuss about agricultural issues on their own in blogs or forums. Individual source-based content 

distribution is depicted as a pie chart in Figure 4.   

   

Table 3. Statistical analysis of article source type 

 

Source Type Frequency % Valid % Cumulative % 

Blog & Forum 4 4.5 4.5% 4.5 

Online Newspaper 18 20.5 20.5 25.0 

Organizational Portal 16 18.2 18.2 43.2 

Printed Newspaper 50 56.8 56.8 100.0 

Total 88 100 100.0  

 

 

 

 
 

Figure 3. A pie chart showing statistical analysis of article source types 
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Figure 4. Visualization of article source names 
 

Moreover, more than 60% of the content writers are corresponding editors, which means 

the ordinary agricultural events are covered by responsible person. A notable observation was that 

concerned with female content writers in agriculture. Only 2.3% of the articles were written by 
female agricultural reporters, which should be increased. The other 36% of individual reporters are 

male in gender. The details of article writer statistics are presented at Table 4 and Figure 5.  

Table 4 shows that corresponding editors wrote the highest number of agricultural articles, 

and these writers may have been of either gender. However, the publicly gender-specific reporters 

are not equal to males and females in the agriculture sector during this Covid-19 pandemic.  

  

Table 4. Statistical analysis of content writers 

 

Writer Frequency % Valid % 

Corresponding Editor 54 61.4 61.4 

Female 2 2.3 2.3 

Male 32 36.4 36.4 

Total 88 100 100.0 

 

Arab News, 5% Bangladesh Post, 
6%

Bdnews24, 7%

Business Standard, 
3%

Daily Star, 18%

Dhaka Tribune, 5%

Financial Express, 
11%

New Age, 3%Daily Asian Age, 
2%

Fish Tank, 2%

Somoy News, 2%

Others, 35%

Distribution of Article Source
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Figure 5. A pie chart showing statistical analysis of content writers 

 

A publishing date-wise article frequency histogram can be seen in Figure 6. It shows that 
the date range for article consideration was March 01, 2020, to June 10, 2020. It can be seen that 

May 24 2020 was the day on which the maximum number of articles (11 articles) was published, 

and the mean publishing date was May 01, 2020. The majority of the Covid-19 and Bangladeshi 

agriculture-related articles were published within April and May 2020 with some outliers on June 

07 and March 02, 2020. Not only were those two months peak times for the outbreak of Covid-19 

in Bangladesh, they were also significant because the Government subsidiary package 

announcements, super cyclone Ampan stroke, and other agriculture-related issues occurred then. 

 

 

 

Figure 6. Histogram of published articles based on date 

 

 

Corresponding 
Editor
62%

Female
2%

Male
36%



 
Current Applied Science and Technology Vol. 21 No. 2 (April-June 2021) 

 

312 

 

RQ3: What are the relations with identified topics across the source types and content? 

 

Research question 3 can be split in two different sub questions. The first one is about the relationship 

between identified topics and content. Figure 7 presents the relationship between identified topics 

and content variables, where content variables have two forms named as content length and content 
frequency. Our analysis found that topic 4 has the maximum number of articles but their lengths are 

below average. It means this type was related to typical media reports only. The maximum number 

of article lengths is in topic 2, but its frequency is the lowest. Our observation found that these types 

of articles are basically detailed observations from the reporter. It was also found that topic 3 has 

the optimal coverage based on frequency and length, which covers the country's agricultural 

economics and Government issues.     

 

  

Figure 7. Relationship between identified topics and content  

 

The second part of research question 3 is about the relationship between identified topic 
and source type, which confirms the topic coverage source. Figure 8 presents the relationship 

between article source and topics. It shows that printed newspapers covered the highest number of 

articles and obviously topic 4 has the highest frequency count. An interesting finding that can be 

reported from the graph is that the organizational portal covers the highest number of the country's 

agricultural economic issues, which is a type of investigation and R&D report. It was also found 

that newspapers (both online and printed) cover the maximum number of typical media issues e.g. 

super cyclone Ampan, product pricing, etc.   

 

RQ4: Does the proportion of author type differ across the online news source types? 

 

Research question 4 is related to the relationship between content writer and source type. We 
selected the hypotheses shown below for this experiment.  

  H0 = Author types are independent across the online news source categories. 

  H1 = Author types are dependent across the online news source categories. 

Table 5 presents the statistical analysis of content writer and source type, where the 

significance of Pearson chi-square and likelihood ratio is also shown. The fact that the p value of 

chi-square is 0.862, which is far larger than 0.05, means that the null hypothesis is accepted and it 

can be concluded that author types are independent across the article source categories 
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Figure 8. Identified topic and type of article relation 

 
 

Table 5. Relationship between content writer and source type 

 

Source Type 

Total Blog & 
Forum 

Online 
Newspaper 

Organizatio
nal Portal 

Printed 
Newspaper 

Author 

Corresponding 

Editor 
2 10 10 32 54 

Female 0 0 0 2 2 

Male 2 8 6 16 32 

Total 4 18 16 50 88 

Chi-Square Tests 

 Value df Asymptotic Significance (2-sided) 

Pearson Chi-Square 2.558a 6 .862 

Likelihood Ratio 3.276 6 .774 

N of Valid Cases 88   
a6 cells (50.0%) have expected count less than 5. The minimum expected count is .09. 

 

RQ5: Does content length significantly relate to the type of content writer? 

 

Research question 5 deals with the relationship between content writer and content length. We 

selected various hypotheses for this experiment. It can be clearly seen that female writer frequency 

is ferociously low. To measure the significance of article length and writer type, the following 

hypotheses were used. 

H0: There is no relationship between the two variables, content length and content writer. 

H1: There is a significant relationship between content length and content writer type.  

Table 6 presents the statistical results of the above hypotheses via Pearson chi-square and 
likelihood ratio. Since the p value 6 is 0.011, which is less than level of significance, the null 

hypothesis is rejected. It can therefore be determined that content length is significantly related to 

content writer type. 
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Table 6. Content length and content writer cross tabulation 

 Content Writer Type 
Total 

Corresponding Editor Female Male 

Content 

Length 

<300 25 0 5 30 

300-599 17 0 10 27 

600-899 6 2 10 18 

900-1199 3 0 5 8 

>1200 3 0 2 5 

Total 54 2 32 88 

Chi-Square Tests 

  Value df Asymptotic Significance (2-sided) 

Pearson Chi-Square 19.746a 8 0.011 

Likelihood Ratio 18.950 8 0.015 

Linear-by-Linear Association 7.912 1 0.005 

N of Valid Cases 88   
 

a9 cells (60.0%) have expected counts less than 5. The minimum expected count is .11. 
 

RQ6: Does the proportion of author type differ with identified topics and news source types? 

 

Research question 6 focuses on the difference between identified topics and news source types. To 

evaluate their difference, the hypotheses below were selected.  

H0: There is no relationship between variables news source category and newly identified 

topics.  

H1: There is a significant relationship between the categorical variable topic and source 

type. 

Table 7 presents the statistical analysis of the above hypotheses to measure the differences. 

Based on this Table, the p value is .002 which is less than 0.05, and this means the null hypothesis 
is rejected and source types and identified topics are not independent. It can be concluded that there 

is a significant correlation between content source type and determined topic. 

 

Table 7. Identified topics and source type cross tabulation 

 Topic Total 

1 2 3 4 5 6 

Source 

Type 

Blog & Forum 2 0 1 0 0 1 4 

Online Newspaper 3 0 7 7 1 0 18 

Organizational Portal 2 2 11 0 0 1 16 

Printed Newspaper 11 3 5 23 5 3 50 

Total 18 5 24 30 6 5 88 

Chi-Square Tests 

 Value df Asymptotic Significance (2-sided) 

Pearson Chi-Square 36.251a 15 .002 

Likelihood Ratio 43.088 15 .000 

Linear-by-Linear Association 2.018 1 0.155 

N of Valid Cases 88   
 

a19 cells (79.2%) have expected count less than 5. The minimum expected count is .23. 
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3.2 Performance evaluation 
 

A pool of experts blindly evaluated the results found from the topic modeling algorithms. That pool 
consisted of five members, including two agricultural academicians, two agriculture service 

providers, and one agriculture expert policymaker. The review process was blind, and no one shares 

their scores with others. The reviews were collected on three categories, named as accepted, neutral, 

and rejected. Then, we use the majority voting on those topics generated by our work. It was found 

that the experts dismissed none of the items and the keywords. In contrast, more than eighty percent 

of outcomes were accepted, which confirmed the model's accuracy.   

 
3.3 Recommendations  

 
This paper presents some recommendations based on the experiment and data analysis which 

depicted a proper view of online news articles on Covid-19 and Bangladesh Agriculture. These 

recommendations can also be used for creating agriculture policy and decision support. The 

recommendations for the agriculture section in Bangladesh during Covid-19 are listed below. 

1) Too much government-related news in the agriculture sector was found. It needs to be 

amalgamated with detailed investigation and creative news related to actual farmers’ issues 

during this pandemic. 
2) National newspapers and publicly available news portals did not put agriculture at the top 

of their news priorities. However, Bangladesh is predominantly an agricultural country, 

and agricultural news should be prioritized to grab the eyeballs of policymakers. 

3) Personal experience or opinions inside blogs related to agriculture were alarmingly low 

and should be increased to publicize more actual views of the current problems. 

4) The numbers of female authors that reported on agriculture news articles was chronically 

low. This imbalance needs to be corrected by government subsidiary or other relevant 

actions. 

 

 

4. Conclusions 
 

This research dealt with English articles on Covid-19 and agriculture in Bangladesh to figure out 

which sections were communicated enough and which needed more emphasis. This analysis was 

conducted using topic modeling algorithms to determine the underlying topics of the articles. Then, 

several statistical analyses were performed to answer six different research questions. It was found 

that there is a significant correlation between article source type and determined topics. Furthermore, 

the correlation between content length and writer is significant. It is also reported that newspapers 
did not cover enough detailed investigation of the current problems of agriculture in the Covid-19 

issue. On the other hand, several organizations did the opposite, because most of the articles in 

organizational portals focused on the agricultural problematic issues.  

Finally, this paper recommends that newspapers should focus more on problems with an 

internal investigation and engage more female writers to cover agricultural matters in Bangladesh. 

This research can be extended to other prominent topics such as education, labor, and social service. 

Comparing the articles among other countries’ newspapers and publicly available online news 

sources may also be a future direction of this work to determine a broader view of the agriculture 

sector during this pandemic.   
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Abstract 
 
This study presents change detection analysis using object-based image analysis in Dong Ra Nang 

national forest, Kalasin province. This national forest was previously cleared and used for 

agricultural purposes for an extended period of time according to media reports published between 

2007-2015. In order to perform a LU/LC examination, a time series of LANDSAT 7 ETM+ images 

acquired from 3 dates (25/11/1999, 28/11/2007 and 21/11/2015) were used for image segmentation 

and LU/LC classification. Furthermore, a CART algorithm and crucial image band ratios, such as 

MSAVI and NDVI, including mean of image layer bands, were used to improve image classification 

of degradation of the forest. The information from three thematic layers sampling points that had 

been derived from visual interpretations was used for CART training, applying and classifying the 

satellite images into 6 LU/LC classes, namely, (1) dense forest, (2) light forest, (3) bare land, (4) 

agricultural area, (5) plantation area, and (6) bodies of water on hierarchical image networks. Prior 

to the deforestation detection analysis, each image scene was classified individually using a CART 
algorithm. Then, the classified images were synchronized with the main map for performing land 

use/ land cover changes analysis focused on deforestation using image hierarchical image network 

by relation to image objects in vertical and horizontal aspects. The results indicated that the forest 

areas decreased dramatically by 50% from 1999-2007. On the other hand, there was a slight increase 

in bare land by an area of 38.68 sq.km. The majority of the area was used for farm land according 

to the report of the Forest Management Office, Khon Kaen province. The vegetation area emerged 

in the central area surrounding by bare land and agricultural area. In 2007-2015, the vegetation 

rapidly decreased by 30.89 sq.km., and the area tended to be bare land and agricultural area.   
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1. Introduction 
 

National forests play an important role in social and economic aspects of the country. Dong Ra Nang 

is a well-known national forest located in the rural districts of Kalasin Province, Northeast, Thailand. 

There are issues of forest encroachment by villagers who live around the forest area. Their searching 

for subsistence plants, farming and logging have led to deforestation in the forest. The rainforest has 

the potential to develop a significant biodiversity. Therefore, the forest should be protected from 

unexpected phenomena, especially illegal natural resources over-exploitation. Interestingly, the 

forest is home to many important economic trees, such as Teak wood, Agar wood, and Yang. In 

terms of land use/land cover change detection, various processes can be used to study land use/land 

changes, particularly the process of remote sensing classification techniques or field surveying. 

Earth Observation Satellites (EOS) are emerging in various systems and image resolution; such as 
LANDSAT satellite imagery. The researcher was able to compare those imageries in the same area 

from past to present based on existing temporal resolution from selected data sources. In image 

classification; however, satellite imagery is characterized by two types of classification procedures, 

namely, pixel-based and object-based image analysis [1, 2]. The similarity of this methodology is 

that some advantage of spectral information derived from various sensors, can comply with 

statistical analysis tools (i.e. Parallelepiped, Maximum likelihood classifier) [3, 4]. Pixel-based 

image analysis has the disadvantage that it cannot take the spatial relations among target pixels, for 

example, the distance between objects, sizes, and shape information aimed at integrating to the target 

classes [5]. Such crucial information can be the criteria that make image classification more 

accurate. Object-based image analysis, on other hand, is more likely to overcome some of the 

drawbacks from the previously-mentioned image classification approach. In addition, pixel-based 
image analysis also shows a classification result error called the salt and pepper effect. Since pixel-

based image classification is focused on individual pixels without considering the spatial 

relationships among the image objects, one pixel can be classified in more than one class. Generally, 

objects on the Earth's surface are categorized into two main types. i.e., man-made and natural 

features observing from satellite imageries. Visual interpretation and digital image processing can 

be used to distinguish image features. Some land covering objects, such as bodies of water, 

agricultural areas are involved not only because of their spectral information but also because of 

their shape characteristics (e.g., compactness, rectangular fit and roundness). These shape properties 

are derived from the image segmentation from the pixel homogeneity values by comparison with 

size and shape [6, 7]. However, these objects can be discriminated by an experienced user who can 

recognize some emerged shape, such as geometry of natural bodies of water, and man-made bodies 

of water with different shapes. In term of digital satellite image analysis, object-based image 
analysis is able to involve spectral and geometric information for classification procedures that 

increase classification quality. Moreover, object-oriented analysis comprises optimal tools and 

algorithms that can increase the accuracy and precision of image classification more than any other 

classifier paradigms can. For this research, a CART Algorithm was applied to identify the changes 

in LU/ LC classification focusing on forest changes [6-8]. Obviously, object-based image analysis 

applied to VHR imagery [9], and modification of LU/LC change detection by utilizing object-

oriented approach have become more and more popular approaches for satellite image classification. 

Furthermore, pixel-based and object-based image analysis for change detection were also compared 

to see which could provide the best solution in a particular area [10].  
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2.  Materials and Methods 
 

2.1 Study area and data 
 

This study utilized LANDSAT 7 ETM+ images that were acquired on November 25, 1999 / Nov 28, 

2007/ and November 21, 2015 which had spatial resolution 30 x 30 meters by the use of the object-

oriented approach (Figure 1). Prior to classification, pre-processing of the data was performed, such 

as image subset creation, image filtering and geo-referencing for data quality improvement. Based 

on the various satellite image bands; set-relevant and appropriate bands were selected for data 
analysis. The utilized multispectral bands revealed the target objects reflectance, e.g., near infrared 

(NIR), which has the characteristic of reflecting the vegetation information. It can be used for 

performing of image band ratios, such as Normalized Difference Vegetation Index (NDVI). This 

research employed 4 bands of LANDSAT 7 ETM+ images, namely, ETM+ band 1 (Blue band: 

0.450-0.515 μm), ETM+ band 2 (Green band: 0.525-0.605 μm), ETM+ band 3 (Red band: 0.630-

0.69 μm), and ETM+ band 4 (NIR band: 0.775-0.900 μm), respectively (Table 1). 

 

2.2 Image segmentation 
 

Image segmentation is one the most important processes aimed at creating image objects from 
various pixel values. Optimal scale parameters were derived from multiresolution segmentation 

algorithm evaluated using ESP Tools (Estimate Scale Parameter) [11, 12].  This algorithm merges 

candidate adjacent pixels to the best fit image objects from user defined criterion. The process starts 

by searching an image pixel and merging a nearest neighbor repeatedly creating image objects based 

on spectral and shape homogeneity criterion defined by the user [13, 14]. Each image was segmented 

for creating image objects using scale parameter = 15, shape = 0.2, and compactness = 0.7, 

respectively (Table 2). Hierarchical image object level L1T1 represents the initial image object level 

1 derived from LANDSAT 7 ETM+ imagery acquired on November 25, 1999. Hierarchical image 

object levels L1T2 and L1T3 refer to the next two years of dynamic circumstances in the 

preservation area, i.e. year 2007 and 2015. Image layer weight was used to emphasize the most 

important target values assigned to NIR band with a layer weighted value of 3, which was aimed at 
the emphasis of vegetative reflectance, while other image bands weighted with value of 1. The 

appropriate factors for determination for image object level 1 were derived by computing a statistical 

value algorithm to obtain the optimal correlation values. Each image was copied to create new image 

object level that represents dynamic time series for possibility changes, including image hierarchical 

network properties applying to each image year. There are 3 new image object levels containing 

processed data that are prepared for individual LU/LC classification by CART classifier.  

 
2.3 Feature analysis and selection 
 

Prior to creating the rule set for classification, feature analysis is performed from various spectral 

and contextual information [15]. Spectral information; for example, image mean layers (mean Blue, 

mean Green, maen Red and mean NIR) are used as the image objects reflectance from certain 

classes. Contextual information describes shape characteristics and spatial relations of image objects 

related to man-made and natural features. Thus, this paper considers crucial integration factors to 

discriminate forest and non-forest area without considering social factors. Moreover, the modified  
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Figure 1. (a) LANDSAT 7 ETM+ R,G,B 4,5,3 acquired on 25/11/1999,  (b) LANDSAT 7 ETM+, 

R,G,B 4,5,3 acquired on 28/11/2007, (c) LANDSAT 7 ETM+, R,G,B 4,5,3 acquired on 

21/11/2015, and (d) sampling plots from visual interpretation 

 
Table 1. Image bands selection and alias names  

Date Bands Alias Names 

25/11/1999 Mean Blue, Mean Green, Mean Red, 

Mean NIR 

1999_Blue, 1999_Green, 1999_Red, 

1999_NIR 

28/11/2007 Mean Blue, Mean Green, Mean Red, 

Mean NIR 

2004_Blue, 2007_Green, 2007_Red, 

1999_NIR 

21/11/2015 Mean Blue, Mean Green, Mean Red, 

Mean NIR 

2015_Blue, 2015_Green, 2015_Red, 

2015_NIR 
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Table 2. Multiresolution image segmentation properties 

Date Scale 

parameter 

Shape Compactness Image 

Layer 

weight 

Image 

Object 

Level 

Image 

objects 

25/11/1999 15 0.2 0.7 Blue=1, 

Green=1, 

Red =1,  
NIR=3 

L1T1 2,383 

28/11/2007 15 0.2 0.7 L1T2 1,576 

21/11/2015 15 0.2 0.7 L1T3 4,212 

 

soil-adjusted vegetation index (MSAVI) was used for improving forest area and soil reflectance 

classification in areas that some indices were not able to carry out an appropriate result. This index 

seeks to address the limitations of NDVI and has been applied to areas with high reflectance of soil 

surface [16]. The output of MSAVI is a new image layer represents vegetation greenness with values 

ranging from -1 to +1 (equation 1).  

 

𝑴𝑺𝑨𝑽𝑰 =
(𝑵𝑰𝑹−  𝑹𝑬𝑫)(𝟏+𝑳)

𝐍𝐈𝐑+𝐑𝐄𝐃+𝐋
                 (1) 

 

More interestingly, when apply this index, L value is the soil-brightness correction factor 

that needs to be input to the equation.  L value is usually calculated from NIR and RED bands from 

selected data multiplied by 2 and s factors. However, users are able to choose the default value of 

0.5 instead of using the calculation equation (equation 2).  

 

𝑳 =
𝟐∗𝐬∗(𝐍𝐈𝐑−𝐑𝐄𝐃)∗(𝐍𝐈𝐑−𝐬∗𝐑𝐄𝐃)

𝐍𝐈𝐑+𝐑𝐄𝐃
                             (2) 

 

The results of the CART classification were derived from the multi-temporal imageries, 

and then these were examined by combining several processes to figure out the increase and 

decrease of forest and non-forest area. Fields surveys were verified using GPS, including the 

reference points and the relevant reference image objects collected from well-known target area. In 

order to determine the percentage of post-classification accuracy, the goal of overall accuracy should 

be 80 percent or higher. 

 

2.4 Classification and regression tree (CART)  
 

In this paper, satellite imageries were classified by using CART algorithm [17, 18]. Prior to that 

achievement, 3 points sample data sets were derived from visual interpretation which represented 

training areas for each LU/LC class by cognition domain input to the algorithm.  Each point layer 

was created individually based on the target LU/LC classes that emerged from the study area. The 

vector data contained spatial and attribute information in point data representation model.  There 
were 31 visual interpretation classified points corresponding with 6 classes in 1999, 20 points for 

2007, and 25 points in 2015. The image objects data inherited image objects information from image 

segmentation and image selected bands, such as mean image band information and some image 

band ratios, such as NDVI, etc. The CART classifier comprises training, applying, querying, and 

authentication after classified.  The training process as described above is based on classified points 

defined by visual interpretation, including the selected image features information. The CART 

(classification and regression tree) is non-parametric classification rule [19, 20]. The algorithm 

begins with creating a non-terminal binary tree node for each single input variable (x), and then 

splits this node with max purity with Gini index recursive process creating next two child nodes. 

The leaf nodes of the tree contain an output variable (y) which is used to make a prediction. The 
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process continues dividing tree branches until every aspect of the dataset is classified and visible in 

tree leaf nodes. For example, a classification node t1 is a starting node for dividing dataset on x-y 

plane into two groups, i.e., t2 and t3. Then, t2 and t3 can represent the next terminal nodes for the 

classification possible class until a suitable tree is constructed. 

 

2.5 Image classification 
 

2.5.1 Data preparation 

 

Prior to image classification by CART algorithm, there were 3 point vector layers created from 

visual interpretation for LU/LC data input into the model as described above. Each layer covered 

all of the target land use/land cover classes in 3 specific time series used for training CART, 

including spectral information and contextual information of selected classes.  

 

2.5.2 Applying CART algorithm  

 

There are 4 processes of decision tree classification, namely, vector to sample, training, applying 

and querying from unknown image objects to the target classes [21, 22]. Each imagery is input to 

the algorithm for creating the new classes from the visual interpreted point data using the assign 

class by thematic layer and vector to sample algorithms. The target class classified from the thematic 

layer 1 inherits attribute information from the attribute data (field name Class_name), which 

maintain corresponding LU/LC classes for hierarchical image network level L1T1. Then, this 

classified layer was input to training process employing image object properties and selected 

features to determine what nodes, branches and child nodes should be constructed on the decision 

tree diagram. There were 7 object features used in the multiple features selection on image object 

level L1T1 and on the mapT1 (1999), namely, MSVI, NDVI and layer mean Green, mean Blue, 
mean Red, and mean NIR derived from each year. In the classification process, the system 

requirements properties were set for creating classification tree nodes and branches to achieve the 

optimum results. The maximum tree depth was set to 9, the minimum number of samples per node 

= 2, possible cluster values of a categorical variable = 16, and performance of cross validation = 3. 

Then, these properties were applied to the mapT2 (2007), and the mapT3 (2015) for creating and 

classifying the image object layers L2T2 and L3T3, respectively. The 3 image time series were 

analyzed in the same environment using CNL (Cognition Network Language) employed in object-

based image analysis workflow creating the classification rule set [23]. The query process illustrates 

CNL tree on the specific location enabled branches and nodes classified from above described 

properties. The results show both LU/LC maps and arcs/nodes generated from CART algorithm.  

 
2.5.3 Accuracy assessment 

 

This process was performed from individual data examined from points, image objects and field 

random check points and verified by GPS in the study area. The existing collected points were 

compared with the visual classified images, including the existing maps as described above. This 

process was performed on each year’s data based on existing and training information, including 

sample image objects derived from visual interpretation used as TTA masks. The target classes were 

evaluated from error matrix focused on user’s accuracy and producer’s accuracy and calculated for 

overall accuracy and kappa statistics. This research set a goal for overall accuracy of the image 

classification in each year at more than 80%. 
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2.5.4 Land use/land cover change evaluation using hierarchical image network 

 

The classified images were evaluated using image object hierarchical networks from vertical and 

horizontal aspects [24, 25]. Each independent classified map was synchronized to the main map that 

represented the initial state for all analytical tasks [26]. Change detection was evaluated using image 
objects correlation from all directions based on existing classified image objects from image 

temporal resolution, including class descriptions from the class hierarchy approach [27]. The main 

map stands for the start and end points from the first step of the study till the achievement of  changes 

evaluation [28]. This map layer comprises 3 maps collected from all transformative results from the 

classified independent maps, i.e. mapT1, mapT2 and mapT3 [29]. Change detection technique 

utilized the hierarchical image network to compare by relation to image objects on the horizontal 

X-axis, and by correlation to sub-objects on the vertical aspect (Y-axis) [30, 31]. The analytical 

processes are illustrated in Figure 2. 

 

 

3.  Results and Discussion 
 

3.1 Image classification 
 

The Landsat 7 ETM+ imageries were classified using object-oriented approach in Dong Ranang 

national forest, Kalasin province, Thailand from 1999-2015, as described above. The 1999 image 
classification results show that the 6 target classes were spread throughout the area (Figures 3 and 

4). The initial node had a 100% brightness value (<64.82), and in the next two child nodes, the 

brightness was divided into 59.3% of mean 1999_blue layer classified as light forest, and brightness 

of 48%.1% was classified as light forest. MSVIT1 information inherited at 37% was separated into 

18.5% classified as dense forest, and the next node still had MSVIT1 of less than 0.783, which was 

classified as light forest (7.4%) and dense forest (11.1%). On the first right node classified to 

brightness and mean 1999_blue spectral information. The brightness < 76.76 divided to plantation 

area and agricultural area, and the 1999_blue < 79.81 was classified as bare land and body of water. 

The largest area identified was plantation area, which occupied 50.57 sq.km, followed by 

agricultural area at 17.54 sq.km, and body of water at 4.32 sq.km. (Table 3). 

In 2007, the mean layer of blue band value was the initial point with a value of <73.93 
(100%). The next two branches inherited brightness with < 60.38 (50%) and 50% of mean 2007 

NIR (< 52.41). The brightness value divided into a 2007_green value node, classified as plantation 

area (Figures 5 and 6). The 2007_green information classified to dense and light forest. The mean 

2007_NIR information scored <51.41 (50%) and classified to body of water at the first right node, 

and the next node displayed mean brightness value of < 74.45, and classified to agricultural area 

and bare land with mean brightness of 15% and 25%, respectively. Dense forest was absent in this 

year. Agricultural area was the main land cover class by 46.97 sq.km., followed by light forest 20.14, 

plantation area 11.86, and 0.77 sq.km was body of water (Table 4). 
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Figure 2. Workflow diagram of Dong Ranang change detection analysis 
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Figure 3. CART parent and child nodes in 1999 

 
Figure 4. LANDSAT 7 ETM+ imagery classification result in 1999 

 

Table 3. The classification area in 1999 

Class name Area (sq.km) 

Dense forest 13.88 

Light forest 14.70 

Agricultural area 17.54 

Bare land 5.88 

Plantation area 50.57 
Water body 4.325 

Total 106.89 
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Figure 5. CART parent and child nodes in 2007 

 

 

Figure 6. Landsat 7 ETM+ imagery classification result in 2007 

 
Table 4. The classification area in 2007 

Class name Area (sq.km.) 

Dense forest 0 

Light forest 20.14 

Agricultural area 46.97 
Bare land 9.99 

Plantation area 11.86 

Water body 0.77 

Total 89.73 
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In 2015, the algorithm created 2015_mean blue information by 100% (<62.71) for the first 

starting node (Figures 7 and 8). The next two nodes, MSVIT3 < 0.44 and 2015_mean blue < 65.20 

were generated. The MSVIT3 (52.2%) was light forest and the other node still divided to dense 

forest and plantation area with 21.7% and 17.4% of the mean blue information derived in 2015. 

Moreover, 47.8% of the mean blue was classified to agricultural area and the next one node was 
classified to body of water and bare land from NIR information in 2015 at 13% and 17.4%, 

respectively. The largest area class covered was bare land, trending due to deforestation having an 

area at 48.66 sq.km., followed in decreasing order by dense forest 18.13 sq.km, agricultural area 

16.08 sq.km, and body of water 0.29 sq.km, respectively (Table 5). 

 

 

Figure 7. CART parent and child nodes in 2015 

 

 

Figure 8.  Landsat 7 ETM+ imagery classification result in 2015 
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Table 5.  The classification area in 2015 

Class names Area (sq.km.) 

Dense forest 18.13 

Light forest 9.32 

Agricultural area 16.08 

Bare land 48.66 
Plantation area 14.05 

Water body 0.29 

Total 106.53 

 

3.2 Accuracy assessment 
 

In the accuracy assessment process, the classified maps were compared with reference objects and 

collected points data from field surveying in Dong Ranang national forest. The reference data were 

the same data set as the data used as the sample points. These data, derived from 3 acquiring dates, 

were converted from the point data format to TTA Mask utilizing a process called Error matrix 

which was based on TTA Mask for performing and comparing with classified images. In 1999, for 
dense forest, the user accuracy was 85%, for light forest 70%, plantation area 86%, and overall 

accuracy was 87.33%. Moreover, in 2007, the overall accuracy was 88.17%, the user accuracy for 

dense forest was 87%, for light forest 71%, and plantation area scored 88%. Lastly, the overall 

accuracy in 2015 was 89.63%, dense forest had user accuracy of 91%, light forest 46%, plantation 

area 91%, and agricultural area 8%. 

 

3.3 Change detection 
 

Change detection analysis deployed the image hierarchical image network described above. Image 
classified by date, date 1 (1999), date 2 (2007) and date 3 (2015) were synchronized to the main 

map. The main map refers to the output window which the classification images were synchronized 

to this panel for changes evaluation and perform final discussion approach.  

 

3.4 Map synchronization 
 

Map synchronization is the process used for transferring the classification results in each year to the 

main map. However, the operation under the eCognition environment is a multi-tasking one in 

which the analyst can create more than one map. This makes it possible to send results from different 
maps over different time periods through various processes in order to obtain specific results. For 

example, this paper used these features to examine LU/LC changes. In addition, under the same 

environment, data can be analyzed using the same classification rules, which means it is unnecessary 

to create a new rule set for each satellite image from different specific time frames. 

 

3.5 Image hierarchical network 
 

The synchronized algorithm enabled the transfer of the classified maps to the main map. The 

classification results for 1999 data were synchronized to the main map. At the same time, on the 
main map, the data layer L1T1 was copied for creating the upper image object hierarchy network 

which represented the classification results in 1999. The data layer L1T2 was used to maintain the 

classification results in 2007. Then, change detection analysis from 1999-2007 was begun by using 

the relational to sub-objects approach. The results of land use analysis for each period were sent to 
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the main map. The main map data layer consisted of L1T1 classification results for 1999, L1T2 

classification results for 2007, and L1T3 classification results for 2015. These classification results 

were arranged in the structural relationships of hierarchical image objects in horizontal and vertical 

aspects. This is called change detection analysis using a subtractive approach. Therefore, the 

conversion to sub-objects algorithm was used to perform this task, which was to ‘cookie-cut’ the 
outlines for the images that had been classified in all 3 periods. After that, the classification results 

L1T2 (Level_changeT1_T2: 1999-2007) and L1T3 (Level_changeT2_T3: 2007-2015) were copied 

to the upper layer data. 

 

3.6 Class description creation 

 
In order to evaluate hierarchical network of image objects on changes level, class descriptions were 

created to define target classes properties, and to analyze changes by defining class definitions and 

class-related features (relation to sub objects). The top most layer was 2007, and an image object at 

Level 1 maintaining the first hierarchical relationship with classified data in 1999 (Level 2) shows 

the vertical distance of the hierarchy image objects. The L2 level related to the level L1, is the lowest 

level of hierarchical mage object. However, by comparing with overlay analysis derived in GIS, 

which was not able to draw structure relationships, both horizontal and vertical directions are used 

as the supporting tools when preparing in the object-based image analysis approach. 

The changes layer (Change_level_T1_T2) in 1999 indicated that the image object in the 

red area was classified as sparse forest after considering the NDVI and MSAVI2 values as described 
above. This was to evaluate the result of the transition layer in 1999, that is to see if it had changed 

or not. For example, the sparse forest tree tops can be changed to other land cover types. Changes 

in land use from light forest in 1999 to 2007 can be determined that it changed if the hierarchical 

image object distance on the data layer Change_level_T1_T1 related to the image object level L1T1 

(2) by the distance = 1 (100%), and associated with L1T2 (1) = 0 (not related). This process is called 

class description achieved by using class relations to sub object features creating a class description 

for each target class (Figure 9).  

 
3.7 Change detection analysis in 2007-2015 using relational to sub-objects 
 

At this stage, there were the same conceptual routine tasks concerned with the study of land use 

changes during 1999-2007. The results from 1999-2007 were input to the top most changes level.  

The L1T3 layer was duplicated to the sub-object level by performing the subtractive approach to 

changes image objects. The analytical process that considered the overlapping of two-time series of 

land use was done by analyzing all cross validation aspects (Figures 10 and 11). 

 
3.8 Land use land cover changes detection 
 

Then, above, we have described the methodology of image classification in each year using CART 

and LU/LC change detection via the image hierarchical subtractive approach. There were 6 LU/LC 
classes classified in this area, namely, (1) dense forest, (2) light forest, (3) agricultural area, (4) bare 

land, (5) plantation area, and (6) body of water. The LU/LC change evaluation from 1999-2007 

found that the dense forest showed a dramatically decrease in the area of -13.88 sq.km. The highest 

increase in area was plantation area (+38.68 sq.km), followed by agricultural area increased +29.43 

sq.km, and plantation area increased +38.68 sq.km, respectively. Additionally, the evaluation from 

2007-2015 indicated that the most decreased LU/LC class was agricultural area with -30.89 sq.km 

compared with 1999-2007, followed by the most increasing area which was bare land (+38.67 

sq.km), and dense forest showed a slight increase of 18.13 sq.km (Table 6). 
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Figure 9. Forest and non-forest areas grouped by corresponding classes (a) 1999, (b) 2007,       

and  (c) 2015 
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Figure 10. Land use change evaluation using hierarchical image network from 1999-2007 
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Figure 11. Land use change evaluation by using hierarchical image network from 2007-2015 

 

Table 6. Land use land cover changes in Dong Ranang national forest from 1999-2015 

Class name 1999 

(km2) 

2007 

(km2 

2015 

(km2) 

Changing rate from 

1999-2007 

Changing rate from 

2007-2015 

Dense forest 13.88 0 18.13 -13.88 +18.13 

Light forest 14.70 20.14 9.32 +6.14 -3.18 
Agricultural 

area 

17.54 46.97 16.08 +29.43 -30.89 

Bare land 5.88 9.99 48.66 -4.11 +38.67 

Plantation area 50.57 11.86 14.05 +38.68 +2.19 

Water body 4.325 0.77 0.29 -3.555 0.48 

Total 106.89 89.73 106.53   

 

 

4. Conclusions 
 

This paper identifies forest changes in Dong Ranang National Forest using object-based image 

analysis applying CART classifier to classify images from the three-time series of LANDSAT 7 

ETM+, namely 1999, 2007, and 2015. The data of these images underwent image pre-processing in 

order to import to the object-oriented analytical tool effectively.  
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The LANDSAT 7 ETM+ images from 1999-2007 were used for LU/LC changes detection 

analysis. Each image was classified individually using CART, including the integration of sampling 

points that represented LU/LC classes derived from visual interpretation. The classification 

stratification was composed of six classes, namely, (1) dense forest (2) light forest (3) agricultural 

lands (4) bare land (5) plantation this area, and (6) body of water. Under the object-oriented 
environment tool, the classification rule set was defined for the classification of processes using 

Cognition Network Language (CNL). This is consistent with image object properties and inherited 

information from image segmentation process. The segmentation process begins with pixel values, 

which are used to create image objects, each of which has its own reflectance properties, such as 

mean values of chosen bands, including spatial information among image objects. To increase the 

accuracy of the classification effectively, CART algorithm was used for classifying the three dates 

of Landsat imageries. In order to achieve the appropriation of the classification results, the processes 

began with vector sampling in order to train the data. These samples were brought into the process 

as the training data, creating LU/LC classes representative from known to uncertain classes. The 

vector to sample approach comprises training, applying and querying. The training is a process that 

lets the system know that the user has now determined that the selected sample is the data set used 

for the classification. The system assesses the various statistical correlations that were selected with 
the characteristics of the data that has been used. Applying CART is the process by which the 

selected tool is completely used in the system, the last step that analysts have chosen. Query decision 

tree making is a rendering process of tree network to show the results of the selection of factors 

responding to selection for use in satellite image analysis. The branches showed the diagram of the 

proportion of each selected classification factor. 

Accuracy assessment was performed separately by year. The reference data obtained from 

the point data was derived from visual interpretation. After importing point sample data, the 

researchers exported the image objects that had been classified by visual interpretation, and then 

converted from sample point data into TTA mask used for comparing classified image objects with 

correct reference data. The overall accuracy in 1999 was 87.33%, in 2007 was 88.17% and in 2015 

was 89.63, respectively.  
Change detection in Dong Ranang National forest deployed an object-oriented image 

analysis for classifying the 3 time series described above. The results indicated that the forest area 

in 1999 was still abundant, and spread over the whole area with a total forest area of 79.15 sq.km. 

Some vegetation indices were used for image classification, including class description and image 

object hierarchical network. In 2007, the forest area had decreased significantly, and showed an area 

of 32 sq.km, which was a drop of 47.15 sq.km from 1999. More interestingly, the 2007 data showed 

that some areas of forest had changed to unexpected area type. It was found that the agricultural area 

covered an area of 46.97 sq.km in 2015. The forest area had still not rebounded significantly. In 

2007, most of this area was still empty spaces, which was because forest area had changed to bare 

land. However, the Office of Forest Resources Management No. 7 (Khon Kaen province-based 

office) has developed reforestation projects aimed at restoring the state of the forest, which had been 

over exploited.   
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Abstract 
 

Water erosion and sediment production rates are closely related to land use and land cover (LULC). A 

spatially distributed soil erosion and sediment delivery model can be used as a good tool to assess the 

effects of changes in land use/land cover on erosion processes. However, the calibration of such a model 

requires a lot of data, which is sometimes non-existent. In this work, WaTEM/SEDEM model of spatial 

distribution of sediments and their delivery to rivers was applied to the large Ziz basin (4,435 km2) in 
south-eastern Morocco. Model calibration and validation were carried out based on recorded sediment 

yield during the period from 1973 to 2009 at Hassan Eddakhil dam in the catchment outlet. Thereafter, 

three LULC scenarios were modeled by reproducing land use/land cover in 1936 and in 1957 and then 

a hypothetical future scenario. The results of LULC dynamics revealed that degraded forest drastically 

declined while rangeland substantially increased between 1936 and 2017. These changes in LULC can 

be explained by the interactions between bioclimatic factors and ecologically inadequate and ultimately 

destructive human interventions (overgrazing, deforestation). The comparison of WaTEM/SEDEM 

simulations for these scenarios with the current situation of LULC shows that sediment yield has 

increased from 1.5 million to 2.2 million ton/year and an increase in specific sediment yield from 3.37 

to 5.6 t/ha/year. For soil erosion classes, the results show a trend of slight to moderate class from 1936 

to current situation. The present study has shown that the great anthropogenic pressure on the natural 
resources of the Ziz upper watershed ended by the outcropping of pavements of soils exposed directly 

to the erosive processes.  
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1.  Introduction 
 

The world’s population is projected to reach10 billion by 2056, and this increase will lead to 

substantial increases in demand for natural resources (water, air, soil) [1]. For soil resources, 

research did not start until the middle of the 20th century, and it was focused on the physico-

chemical and biological properties, the genesis, and the geographic distribution of soils [2].The 

degradation of the soil resource has had a negative impact on the well-being of at least 3.2 billion 

people and caused a massive extinction affecting one sixth of all species on the planet [3]. The 

United Nations Sustainable Development Goals explicitly identify soil resources as being of crucial 

importance and promote soil resources’ protection in order to achieve the ambitious goal of Zero 

Land Degradation by 2030 [4]. These goals provide good opportunities for soil erosion modelers to 

respond with more specific assessments and solutions on how to reach these goals.  
In Europe, water erosion is the most serious danger to soils [5]. Accelerated water erosion 

affects one sixth of land surface [6] and mountainous regions are among the high-risk areas due to 

steep slopes that increase soil erosion and sediment redistribution rates [7]. 

Recently, many studies have demonstrated that land cover/land use (LULC) is among the 

main drivers of soil erosion intensity, and historical LULC changes have affected soil erosion rates 

and sediment yields in many watersheds around the world [7]. 

A quantitative assessment of the impact of LULC changes on soil loss and sediment export 

can be conducted in various ways: in the field by suspended sediment measurement, and in 

experimental watershed by long-term monitoring. Nowadays, geographic information systems 

(GIS) techniques and remote sensing data (RS) can be used successfully to enable rapid and detailed 

soil erosion assessment. Thus, these useful techniques provide effective methods of measuring, 
analyzing and managing soil erosion from the scale of the plot to the regional. Therefore, spatial 

and quantitative information on soil erosion at the watershed scale can contribute significantly to 

soil conservation planning. 

In Morocco, according to the national watershed management plan [8], soil erosion has 

affected a large part of the national territory (75%). The cumulative annual soil losses are estimated 

at 100 million tones [9], with 50 million m3 of water loss each year by siltation in large dams. These 

results have triggered alerts for urgent intervention and monitoring of soil losses for better decision-

making with regard to the conservation of soil and water resources.  

To assess and predict soil erosion under different conditions and to develop management 

plans, soil erosion models are good tools for assessing soil erosion rates for the current LULC 

conditions with a number of alternative LULC scenarios. Spatially distributed erosion and sediment 

transport models allow the assessment of both the differences in total sediment yield, differences in 
sediment sources, and the existence of sedimentation traps within catchments. Empirical models 

such as USLE (Universal Soil Loss Equation) were the first introduced, followed by physical 

models. Among these models, there was WaTEM/SEDEM (Water and Tillage Erosion Model [10] 

and SEdiment DElivery Model [11]), a spatially-distributed soil redistribution rates and sediment 

delivery model, based on RUSLE (Revised Universal Soil Loss Equation) and equipped with a 

sediment transport equation to predict sediment supply in a drainage network at regional scale [7].  

The first modelling of soil erosion on European scale using WaTEM/SEDEM model indicates that 

sediments delivery towards fluvial system were 15.3% of total eroded soils [6]. 

The main objective of the present study was to assess soil redistribution rates and sediment 

supply to a stream network under current, past and future conditions of LULC in a semi-arid context 

using WaTEM/SEDEM model, calibrated and validated by recorded sediment yields at the 
catchment outlet. The study area (Ziz upper watershed in southeast Morocco) is a large catchment 

with poorly developed soils [12] for which a good amount of sediment yield data was recorded 

during 1973 to 2009 at the Hassan Eddakhil dam, the only hydraulic structure built in 1971 with an 
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initial water capacity of 380.106 m3 [13]. It was built with two objectives: to protect the Tafilalet 

plain against floods and to provide the water needs for irrigation and for the use of the population. 

 

 

2.  Materials and Methods 

 

2.1 Study area 
 

Ziz upper watershed is located in the oriental region of Moroccan High Atlas (Figure 1). It is a large 
mountainous watershed in Ziz at Draa-Tafilalet region and covers a total area of approximately 

4,435 km2. It borders central High Atlas to the West, upper Moulouya to the North and Anti Atlas 

to the south. Ziz upper watershed topography is very rugged, and the altitude varies from 1,023 m 

a.s.l. (above sea level) to 3,687 m a.s.l. in the north-west part with an average altitude of 1,812 m. 

The dominant slope class that occupies more than 80% of the Ziz upper watershed area is between 

0 and 15°. 

This basin experiences a semi-arid climate characterized by a harsh winter and a moderate 

summer with mean annual temperatures ranging from 10.2°C to 19.2°C [2]. The annual rainfall 

ranges from 119 mm to 377 mm and falls in spring and autumn. The Ziz catchment is crossed by 

national road 13 and regional road 706, which connect the center of Imilchil to the center of Er-

Rich. The 2014 census reported the population of Draa-Tafilalet region at 1,635,008, compared to 

149,580 in 2004 [14]. Most people live in rural areas on the banks of Oued Ziz where they 
predominantly practice subsistence farming of cereals and legumes, and their farms are concentrated 

along the riverbanks. The center of Er-Rich is the largest agglomeration located at the point where 

two major Oueds branches, that drain the upstream western and northern parts of Ziz valley, meet.  

The soils represented are poorly developed, and are alluvial or colluvial contributions in the 

deposition areas, or even raw minerals have not yet developed [15]. 

According to the geological map [16, 17] of the study area, Jurassic formations largely 

dominate and occur in two main levels of limestone: The Upper Aalenian and the Dogger. Triassic 

formations occur in small areas and include marls and dolomitic clays with salt levels and basalts 

[15]. The dominant LULC features include: poorly vegetated areas or rangelands (64%), degraded 

forest (25%), agricultural fields (10.1%), and water bodies (0.6%). 

 

2.2 WaTEM/SEDEM model 
 

In this work, we used WaTEM/SEDEM model to estimate soil loss and sediment transport in a large 

mountain watershed, under current, past and future conditions. This model has been applied in 

different conditions including Spanish catchments [18-20], Australian catchments [21], Slovenian 

landscapes [22], European scale [23] and recently in Czech watersheds [24]. 

  WaTEM/SEDEM model is based on RUSLE equation and a transport capacity equation 

(TC) to predict sediment delivery in a drainage network [10, 11, 25]. This model comprises three 

components; the first is used to calculate annual soil erosion using the RUSLE approach as shown 
in equation 1 [26]. 

 

      𝐴 = R ∗ K ∗ LS2D ∗ C ∗ P                                          (1) 
 

Where A is the mean annual soil loss (kg/m2/year), R is a rainfall erosivity factor (MJ mm/m2/h/ 

year), K is a soil erodibility factor (kg h/MJ/mm), C is a dimensionless cover and management 

factor, P is a dimensionless erosion control practice factor, and LS2D is a slope-length factor [27]. 

The second is used to estimate sediment flux from slopes to the stream network (equation 2) [11]. 
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Figure 1. Location of the Ziz upper watershed in southeast Morocco 

 

 

      TC = ktc ∗ R ∗ K ∗ (LS2D − 4,1s0,8)                                        (2) 
 

Where TC is the annual transport capacity (kg/m/year) and R, K, and LS factors are the same as in 

equation 1, s is the local slope (m/m) and ktc is a transport capacity parameter (m). The third is 

tillage erosion which represents the net soil flux caused by tillage on a hillslope of infinitesimal 

length and unit width and is proportional to the local slope gradient (equation 3) [28]: 

 

      Qs, t = ktill s = −ktill dh/dx                                          (3) 
 

Where Qs,t is the net downslope flux due to tillage translocation (kg/m/year), ktill is the tillage 

transport coefficient (kg/m/year), s is the local slope gradient (m/m), h is the height at a given point 

of the hillslope (m) and x is the horizontal distance (m)[28]. 

 

2.2.1 Model inputs 

 

WaTEM/SEDEM model requires that input parameter files must have the same resolution. The 

topographic data and the river topology/flow were derived from SRTM-DEM (main input). The C 
factor was estimated using the regression relation of Van der Knijff [29], The K factor was estimated 

using the Wischmeier monogram and the results of soil studies of the national watershed 

management plan for the adjacent Assif Melloul watershed [15]. The R factor was calculated using 

rainfall data available from meteorological stations. Road and ponds maps were produced using 

satellite images and available topographic maps of the study area. 
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  The inputs layers were generated in IDRISI GIS software (Clark Labs, Clark University) 

with a horizontal resolution of 30 * 30m. This resolution was choosed to keep the same DEM’s 

resolution. The input layers consisted of R factor, K factor, C factor and Parcel map. The P factor 

was fixed to be 1 in WaTEM/SEDEM. 

 
2.2.2 Model calibration 

 

WaTEM/SEDEM calibration was conducted by adjusting its parameters (ktc and ktill). Then, the 

simulation results were compared with observed results in the Hassan Eddakhil dam. Recorded 

sediment data from 1973 to 1990 were used for model calibration and those recorded from 1991 to 

2009 were used for model validation. To assess model results efficiency, we used The Nash–

Sutcliffe equation 4 [30]. 

 

      NS = 1 −
∑ (Oi−Pi)2n

i=1

∑ (Oi−Omean)2n
i=1

                                      (4) 

  

Additionally, the relative root mean square error (RRMSE) was used as an estimate of the model 

accuracy according to equation 5.  

 

           RRMSE =  
√𝟏

𝒏
∑ (𝑶𝒊−𝑷𝒊)𝟐𝒏

𝒊=𝟏

𝟏
𝒏

∑ 𝑶𝒊𝒏
𝒊=𝟏

                                                         (5) 

 

Where n is the number of observations, Oi is the observed value, Omean is the mean observed value, 

and Pi is the predicted value. The closer the value of NS is to 1, the more efficient is the model. 

Details of the calibration procedure are given in the studies of Mohamed et al. [31]. 

 

2.3 LULC change detection 

 

The detection of LULC changes in the Ziz upper watershed was carried out using the overlay 

operation of three parcel maps obtained from georeferenced maps (1936 and 1957) and from the 

Landsat 8 images acquired in March 2017 for the same geographical area. LULC change was very 

pronounced during the period from 1936 to 2017. Figures 2 and 3 present LULC dynamics in the 

study area and a probable future situation. 

  During the period of 1936 to 2017, the Ziz upper watershed was dominated by degraded 

forest and followed by poorly vegetated areas. Meanwhile, agricultural fields and water bodies were 

the least land use types. The results show that degraded forest consistently underwent serious 

decrease. On the contrary, poorly vegetated areas kept on increasing. The decrease of degraded 

forest from 1936 to 2017 reflected the great pressure of deforestation and overgrazing undertaken 

by the population. Figure 3 shows more details about the dynamic LULC change in the Ziz upper 
watershed. 
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Figure 2. Dynamic change of parcel maps of the Ziz upper watershed under past (A:1936, 
B:1957), current (C) and likely future conditions (D) 

 
 

Figure 3. Diagram of Land Use/Land Cover (LULC) dynamic in the Ziz upper watershed under 

past, current and future conditions 
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3.  Results and Discussions 
 

3.1 WaTEM/SEDEM calibration and validation 
 

Optimal parameters found in the model calibration were ktcmax = 477m and ktill = 0m. This ktcmax 

seems at first to be high in comparison with those found by Verstraeten  [32] in Belgium watersheds 

(ktcmax = 250m), by Haregweyen et al. [33] in Ethiopian catchments (ktcmax = 110m), by Syahli 

[34] in Merawu watershed in Indonesia (ktcmax = 297m), and by Konecna et al. [24] in Czech 

watershed (ktcmax = 55m). These comparisons should be taken very carefully since the 
environmental conditions are not similar and the resolution of the Digital Elevation Models (DEMs) 

used is different in all these studies. With reference to the tillage transport coefficient (ktill) that 

controls the intensity of tillage erosion, in the case of our study: agricultural fields which occupy 

10% of the total area in the Ziz upper watershed, are very narrow and distributed along the banks of 

the Ziz valley. They are generally small flat areas and plowing there is done by conventional tools 

such as the wood plow. So, the contribution of tillage to soil redistribution was almost negligible. 

Also, in comparison with the WaTEM/SEDEM application made by Quijano et al. [20], ktill was 

fixed at the value of 0 knowing that in their study area (Ebro basin, NE Spain) the plowing was done 

by modern mechanical tools. The application of the WaTEM/SEDEM model using optimal 

parameters allowed us to predict the annual sediment yield and the predicted soil loss map. The 

comparison of simulated results with those measured at the catchment outlet shows a good 

correlation (65%). The Relative Root Mean Square Error (RRMSE) of the model’s accuracy found 
in this simulation was approximately 2.6%. For more details, we refer to the studies of Mohamed et 

al. [31]. 

 

3.2 Sediment main sources and deposition areas 
 

To simplify the reading of the predicted soil loss map, the Ziz upper catchment was subdivided into 

27 sub-basins (Figure 4A and Table 1). In all the pixels of each sub-basin, GIS Idrisi calculates soil 

losses and deposits. If the losses are greater than the deposits, we have a negative balance which 

means erosion and if the losses are less than the deposits, we will have a positive balance, which 
means deposition. The results show that the sub-basins n° 1, 20, 21, 22, 23 and 24 display positive 

values, which means that they are intermediate locations of sedimentation. The other sub-basins 

show negative values, which means that they are hotsspot of sediment generation.  
  The sub-basins n°3, 4 and 5 are the most sediment producing. However, n° 22 is the site 

receiving the highest sediment deposit. For other LULC situations, Figure 4 and Table 2 illustrate 

the spatial distribution of soil erosion and deposition in the Ziz upper watershed. 
Table 2 showed that soil erosion affected about 9/10 of the study area under different LULC 

situations, and it was only approximately 1/10 of the catchment area that experienced deposition. 

The areas affected by erosion increased slowly. On the contrary, those where the deposition occurred 

decreased slightly. Figure 4 shows that the steeply sloped parts were the areas that experienced the 

worse erosion. However, deposition occurred in the southern parts of the catchment and in the areas 
where the topography was relatively flat. 

 

3.3 Results of WaTEM/SEDEM application for different LULC situations 
 

LULC change dynamic from 1937 to 2017 indicates a reduced area occupied by degraded forest at 

the expense of poorly vegetated areas (rangelands). The results show a reduction of about 2/3 in 

degraded forest (73.6% to 25%) over the last decades. This occurred as a result of the deforestation  
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Figure 4. The 27 sub-basins (A) and predicted soil loss map of the Ziz upper watershed under past 

(C:1936, D:1957), current (B) and a likely future Land Use/Land Cover (E) 

 

Table 1.  Distribution of sediment budgets and water erosion factors values by sub-basin in the Ziz 

upper watershed for the current LULC conditions 

Sub-

basin 

Area 

(ha) 

Area 

(%) 

R 

factor 

K 

factor 

LS 

factor 

C 

factor 

Sediment budget 

(t/year) 
1 14457.7 3.3 0.0038 0.072 12.2 0.79 347.52 
2 6547.1 1.5 0.0037 0.080 11.7 0.82 -6010.53 
3 13244.4 3.0 0.0037 0.077 13.7 0.83 -37205.12 

4 17442.8 4.0 0.0039 0.107 24.7 0.84 -46342.52 
5 11812.1 2.7 0.0038 0.116 26.0 0.83 -31054.55 
6 22775.2 5.2 0.0036 0.108 11.0 0.83 -3722.84 
7 6915.7 1.6 0.0035 0.115 10.3 0.84 -745.65 
8 21023.7 4.8 0.0036 0.094 12.6 0.83 -5460.84 
9 13725.4 3.2 0.0038 0.101 20.3 0.84 -24213.46 
10 38278.8 8.8 0.0044 0.072 20.5 0.80 -20352.4 
11 46372.6 10.7 0.0050 0.069 18.9 0.82 -7749.95 
12 27139.6 6.2 0.0036 0.080 9.3 0.83 -436.52 

13 10869.1 2.5 0.0038 0.067 11.4 0.86 -6640.84 
14 8994.3 2.1 0.0038 0.061 15.6 0.84 -4651.29 
15 8254.7 1.9 0.0034 0.068 10.3 0.87 -912.82 
16 21920.5 5.0 0.0034 0.091 10.2 0.83 -4485.32 
17 16244.8 3.7 0.0034 0.086 11.6 0.86 -1595.33 
18 13752.5 3.2 0.0034 0.066 8.9 0.87 -2214.26 
19 17608.7 4.0 0.0039 0.115 14.1 0.86 -21532.94 
20 15649.9 3.6 0.0036 0.080 20.1 0.81 284.53 

21 12206.1 2.8 0.0033 0.094 10.1 0.84 179.94 
22 12465.9 2.9 0.0033 0.087 11.6 0.79 3243.93 
23 18098.8 4.2 0.0033 0.110 16.9 0.83 450.66 
24 6831.7 1.6 0.0033 0.059 14.3 0.81 102.42 
25 6641.9 1.5 0.0032 0.053 15.9 0.79 -37.87 
26 7469.8 1.7 0.0031 0.072 22.8 0.80 -655.62 
27 18238.7 4.2 0.0030 0.077 21.4 0.82 -25418.36 
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Table 2.  Spatial distribution of soil erosion and deposition in the study area under past, current and 

future condition of Land Use/Land Cover (LULC) 

Year 1936 (%) 1957 (%) Current (%) Projected (%) 

Erosion 88.12 88.54 90.5 91.2 

Deposition 11.47 11.45 9.5 8.2 

 

(to ensure the wood used for heating and cooking) and overgrazing (mostly herds of goats). As  

a result, the increase of poorly vegetated areas (rangelands) caused the appearance of bare soil that 
were exposed directly to erosive agents that increased water erosion rates and sediment yields. The 

WATEM/SEDEM model allowed the prediction of sediment delivery maps for the three LULC 

scenarios, which was interesting for comparing the effect of LULC changes on soil erosion and 

sediment yields. Table 3 provides more details. 

 

Table 3.   Summary of the WaTEM / SEDEM model results for different LULCs scenarios in the 

Ziz upper watershed 

WaTEM/SEDEM results For 1936 For 1957 Current Projected 

Total sediment production (t/year) 52831150.3 44772374.3 23135015.6 37125431.9 

Total sediment deposition (t/year) 51328083.7 43257181.9 21105686.6 34885858.6 

Total river export (t/year) 1495651.6 1507824.3 2027095.5 2229264.9 

Sediment yield (t/year) 1503066.6 1515192.4 2029328.9 2239573.3 

Specific sediment yield (t/ha/year) 3.37 3.57 4.58 5.6 

 

For the current LULC situation, the specific sediment yield is 4.58 t/ha/year, while for 
1936, 1957 and a likely future condition the specific sediment yields are 3.37, 3.57 and 5.6 t/ha/year, 

respectively. These results show that the transition of degraded forest areas from steeply sloped to 

poorly vegetated areas caused high rate of soil loss and sediment yield. These results revealed that 

sediment yield at the catchment outlet of the Ziz upper watershed follows the LULC change.  

According to the predicted map of soil erosion classes, the results show an increasing trend 

from slight to moderate (from 1936 to current situation) and slight erosion classes increased slowly 

while areas in the high soil severity class decreased. Meanwhile, other soil erosion classes had mix 

increase and decrease trends, such as high class that increased from 1936 to 1957 and decreased 

from 1957 to 2017. Table 4 presents more details about the dynamic of erosion classes. 

 

Table 4.   Distribution of soil erosion classes in the Ziz upper watershed under current, past and 

future conditions 

Soil loss 

(t/ha/year) 

Erosion 

class 

Area (%) 

for 1936 

Area (%) 

for 1957 

Area (%) for 

current 

Area (%) 

for future 

>70 Severe 0.17 0.16 0.18 0.14 

20 to 70 High 5 5.1 1.9 4.6 

7 to 20 Moderate 17.6 17.6 19.4 16.8 

0 to 7 Slight 77.1 77 78.5 78.3 

 

The results of the spatial distribution of soil erosion classes showed that the highest rate of 

slight erosion class occured in the current situation (78.5%) and the lowest occured in 1936 and 

1957. Meanwhile, the  lowest high class and the highest moderate class are occured in the current 

LULC. İn 1936 and 1957 conditions, the spatial distribution of soil erosion classes looked similar. 

The diagram in Figure 5 gives a description of the distribution of erosion classes and depositions in 

(ha) for the different scenarios. 
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Figure 5. Diagram of soil erosion classes composition in the Ziz upper watershed under past, 

current and future conditions of LULC 

 

3.4 Sediment yield at the Hassan Eddakhil dam 
 

For the current LULC situation, the total sediment production is 23,135,015.6 ton/year, which 

represents significant soil erosion, and this quantity is directly linked to the effect of soil erosion on-
site. However, during the transportation process, the amount of eroded soil available as suspended 

sediment that can reach the catchment outlet called "sediment yield" is about 2,029,328.9 ton/year. 

This large quantity of suspended sediment leads to off-site problems related to the supply of 

sediment to the rivers which lead to the early siltation of the Hassan Eddakhil dam, the only 

hydraulic infrastructure in the study area. On the other hand, based on Ghorbel and Claude’s work 

[35] for converting sediment densities, it was found that “one cubic meter of mud with an apparent 

density (da) = 1.7 contains 1.2 tons of solids (sediments)". So, considering this average value, the 

sediment load arriving at the Hassan Eddakhil dam can as well be expressed as 1,691,107.4 m3/year. 

  Given that the dam reservoir has an initial water capacity of 380 million cubic meters, the 

sediment yield calculated according to the WaTEM/SEDEM model contributes annually 4% of the 

dam siltation, which gives the dam an estimated lifespan of 22.7 years. This estimate omits other 
sediment sources (river bank erosion, permanent gully erosion and fluvial transport) and assumes 

that suspended sediment does not leave the dam during dredging operations and flood evacuation. 

  The results showed that the sediment delivery ratio has increased from past to current 

LULC situation. Moreover, it is expected to decrease under future LULC conditions. Table 5 

presents more details about the dam siltation rate and lifespan for the differents LULCs scenarios. 

 

Table 5.  Simulated gross erosion, sediment yield (SY), sediment delivery ratio (SDR), dam siltation 

(%) and dam lifespan (year) under current and three LULCs scenarios (1936, 1957 and future) in 

the Ziz upper watershed 

Period Gross erosion 

(Mt/year) 

SY 

(Mt/year) 

SY 

(Mm3/year) 

SDR 

(%) 

Dam  

siltation 

(%) 

Dam life 

time 

(year) 

LULC in 1936 52.8 1.5 1.25 2.84 - - 
LULC in 1957 44.8 1.5 1.26 3.34 - - 

Current LULC 23.1 2.03 1.69 8.79 4.4 22.7 

Projected LULC 37.1 2.24 1.87 6.04 4.9 20.4 
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3.5 Impact of each factor on water erosion according to the WaTEM / SEDEM model 
 

To identify the factors most pertinent to water erosion in the study area, we used the principal 
component analysis (PCA). The results presented in Figure 6 show that for the current LULC 

situation, there are negative correlations varying from 66 to 91% between water erosion and most 

factors: R2 = 82.95% for the topographic factor (LS); R2 = 91.6% for the crop managment factor 

(C); R2 = 89.7% for the rainfall erosivity factor (R) and finally R2 = 66.12% for the soil erodibility 

factor (K). 

 

 
 

Figure 6. Statistical analysis of erosion production factors according to WaTEM/SEDEM model 

 

The PCA results show that we must grant more importance to the two factors (C) and (LS). 

Suggested actions might involve more reforestation to protect land surface and to improve land 

cover, and the adoption of land conservation practices such as limiting the lengths of slopes so they 

generate less runoff. Spatially, we recommend these actions firstly, in sub-basins n°3, 4 and 5, where 
the (LS) factor is very important and conservation practices are rare, and secondly, in sub-basin 

n°27, an area which generates most of the sediment contributing to the dam siltation. 

 

 

4.  Conclusions 
 

In this work, sediment yield data derived from the bathymetrical surveys conducted over 37 years 

(1973 to 2009) of suspended sediments at the Hassan Eddakhil dam in the Ziz upper catchment 

outlet were used to calibrate and validate WaTEM/SEDEM model. Model simulations for both the 

sediment yield (SY) and the specific sediment yield (SSY) were in good agreement with measured 

data. The NS and RRMSE were 0.65 and 0.026, respectively. 

  Based on the WaTEM / SEDEM results for the current LULC situation in the Ziz upper 

watershed, the sediment yield is 1.6 million ton/year and the specific sediment yield is 4.58 

t/ha/year. A large proportion of the sediment comes from the sub-basins n°3, 4 and 5 in the northern 

upstream parts and hilly landscape (steep slopes) of the Ziz watershed. The sediment budget results 
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showed that these three sub-basins contributed approximately 46% of sediment production. 

Application of the calibrated WaTEM/SEDEM model to the Ziz upper watershed under past and 

future condition of LULC enabled an estimation of the impact of LULC change on soil erosion and 

sediment yield. The results revealed that soil erosion rates and sediment yield are influenced by 

LULC change. Furthermore, the decrease in degraded forest and corresponding increase in poorly 
vegetated areas (barren land) led to increased soil erosion rates and sediment yield. Mean sediment 

yields were 3.37, 3.57, 4.58 and 5.6 t/ha/year for the LULCs scenarios in 1936, 1957, current and 

future conditions, respectively. 

  This study has demonstrated that the WaTEM/SEDM model can be used for assessing 

sediment budget under current and alternative LULC scenarios. We evaluated changes in the 

sediment yield and changes in the main sediment sources and sedimentation areas as a result of 

past and future condition of LULC. So, these results can be used to implement some measures to 

prevent soil erosion. 

  The spatial-temporal distribution of soil erosion classes under different scenarios show the 

trend of slight to moderate class over the period of 1936 to 2017. For performing a good calibration 

of the WaTEM/SEDEM model, the use of recorded sediment yield at the catchment outlet and soil 

redistribution rates is required for further application of such models. The use of isotopic 
techniques such as the 137 Cs can also provide a robust model calibration. 
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Abstract 
 

This study investigates a transmission model of Hand-Foot-Mouth disease (HFMD) where the age 

structure of the population is taken into account. Most infections in Thailand occur among 

children below the age of 10 years, whose immunity to HFMD is lower than people of age greater 

than 10 years. Therefore, a mathematical model was developed in which the population was 

separated into two groups with respect to age: one comprised of children aged less than 10 years, 

and another comprised of the rest of the population. The reproductive number was obtained by the 

next-generation matrix approach. Global asymptotical stability of the developed model was 

assured using Lyapunov’s direct method. The model was validated by showing that the 2D and 3D 

trajectories of the numerical solutions for the different sub-population groups converged to the 

endemic equilibrium states when the reproduction number was greater than one, thus supporting 

the theoretical conclusions. Results show that the time series behaviors of the different normalized 

populations groups converge to the disease-free state when the values of the parameters are such 

that the basic reproductive number is 0.591481 (i.e., less than one) and to an endemic state when 

the values of the parameters are such that 0 54.4523R =  and
 0 192.575R = (i.e. greater than one). 

The results of this study can suggest ways for reducing the outbreak of this disease. 

 

Keywords: Hand-Foot-Mouth Disease (HFMD); SEIR model; mathematical model; stability;  age 

structure 
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1. Introduction 

 

Hand-Foot-Mouth Disease (HFMD) is a disease caused by enteroviruses, Coxsackie virus groups 

A and B [1-4]. The disease often is found in children because children have lower immunity. The 

disease only infects humans. The symptoms appear 3-7 days after the exposure to the virus [2, 5]. 

Most infected people exhibit only asymptomatic symptoms or a slight fever which is called 

Exanthematous fever. Some, however, will develop blisters in the mouth. When this happens, the 

sick person is said to be infected with Herpangina Hand-Foot-Mouth Disease, a viral 

haemorrhagic conjunctivitis disease. As we mentioned, most infected people do not show any 

symptoms. However, children of age less than 10 years are more susceptible to contract the 

disease than those older than 10 years of age since they may not have developed the immunity 

obtained from the asymptomatic infections. HFMD is transmitted through direct contact between 

the mouth and a hand or shared object such as spoon, glass or toy that has been contaminated with 

the mucus or saliva from the blister of an infected person. Most of this contact and spread occurs 

among children in nurseries or lower grades at schools. Children in higher grades and adults would 

have developed the immunity to the virus through exposure to it that they were unaware of [6]. 

HFMD became an important public health problem in Thailand in 1997, and outbreaks of 

Enterovirus 71 infections were reported in other countries in the Asia-Pacific region, such as 

Malaysia and Brunei [7]. In 1998 and 2000, outbreaks were reported in Taiwan and Singapore. 

Thailand reported outbreak beginning in 2003, and these have continued until the present [8-10]. 

Figure 1 shows the outbreaks of HFMD in Thailand over the period 2003-2018. The age 

distribution of the patients in 2020 was reported to be 93.37% for patients aged between 0-10 

years, and 6.63% for patients older than 10 year of age [11]. As we see, the younger the child is, 

the higher the incidence of infection is. This is because they have not yet been exposed to the 

virus. If they had been exposed, they would have developed immunity to the disease. According to 

Figure 2, the study of HFMD divides participants into 2 groups; the first group is people between 

0-10 years and the other group is people older than 10 years, because two groups have distinctly 

different infections.  

 

 
 

Figure 1. Reports on outbreaks of Hand-Foot-Mouth Disease (HFMD) from 2003 to 

2018 in Thailand [12] 
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Figure 2. Reports on outbreaks of Hand-Foot-Mouth Disease (HFMD) by age structure 

in Thailand from 2003 to 2018 [13] 

 

Several mathematical models to describe HFMD have been developed in the literature. In 

2016, Li et al. [14] developed a SEIHR (S = Susceptible, E = Infected but not infectious, I = 

Infectious (clinical and subclinical), H = Hospitalized and R = Recovered) model to study HFMD 

in China. In their model, like ours, the population was divided in two groups; children (0-16 years) 

and adults (older than 16 years) and applied to the HFMD data for China from 2009 to 2014. 

Earlier, Wang et al. [3] conducted a time series analysis on its relationship with weather. They 

looked at the links between the admission of HFDM patients in the public hospitals in Hong Kong 

between 2008 and 2011 and the weather. In 2018, Tan and Cao [2] studied a dynamic model of 

HFMD which included the effects of vaccination in some children.  They only considered children 

of age below 10 years since their immune systems were relatively intact (i.e. the antibodies to the 

HFMD virus were not present because of the unaware exposure to the asymptomatic form of the 

infections). Chadsuthi and Wichapeng [1] developed a mathematical model to study the effects of 

the contaminated environments in Bangkok and used it to understand the course of the HFMD 

from the reported information of individuals hospitalized with this disease. A number of age-

structured models in the literature have also been developed, albeit for other diseases such as 

tuberculosis (TB) [15], Chikungunya [16] and HIV [17]. These models are based on the premise 

that the susceptibility of individuals varies with time, and consequently, involves the need for 

partial differential equations models. In this paper, the model of Pongsumpun and Wongvanich 

[18] is further developed. An assumption is that the susceptibility of individuals is quantized. In 

other words, the total population is divided into two groups, each with different finite 

susceptibility. The first group comprises population of children between 0-10 years, while the 

second group comprises a population of all other ages. The developed model is easier to analyze 

and interpret, and allows for global stability analysis to be conducted, which was not conducted in 

the previous works of Li et al. [14] and Pongsumpun and Wongvanich [18]. 

The structure of this paper is as follows: Section 2 formulates the mathematical model in 

which the population groups are normalized and determines the positivity of solutions for the 

disease-free and endemic steady state. We used the next generation matrix method to find the 

basic reproductive number and used the Lyapounov function method to establish the global 

stability of the equilibrium point. Section 3 then shows the numerical simulation including some 

discussions. The paper is concluded in Section 4. 
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2. Materials and Methods 

 

In this study, we use the Susceptible-Exposed-Infected-Recovered (SEIR) model to describe the 

dynamic transmission of Hand-Foot-Mouth Disease in Thailand. We assume that the human 

population is divided into two groups; group one consists of children in the age group between 0-

10 years and group two is consists of people of age greater than 10 years. Each age group is 

divided into four subcategories; susceptible, exposed, infected and recovered. In this section, we 

used mathematical programs to help obtain the equilibrium point and basic reproductive number. 

 

2.1 Parameter and Equations of the model 
 

We suppose that hN is the total human population at time .t At time ,t  there are susceptible 

children between 0-10 years old ,aS aE are exposed children of ages between 0-10 years, aI are 

the infected children in this age group and aR are the recovered children in this age group. bS , 

,bE bI  and bR are populations of the corresponding human population groups above the age of 10 

years. The descriptions of the changes in the different groups within each population class are 

given as: 

• To begin, rate of change in the total human populations is due to the birth rate times the total 

human population ( hN ). The rate of change in the number of susceptible children ( aS ) 

depends upon the infection of a susceptible child when the child is exposed to an infected 

child (the exposure can be either direct or indirect). The rate of change is given by 1 a aS I

where 1  is the infection rate for human population of ages between 0-10 years, or by 

2 b bS I where 2 is the infection rate for human population of ages greater than 10 years. The 

number of susceptible children also decrease when they become 11 years old or when they 

die of natural causes. The rates of changes for these two factors are aS  and ,aS  

respectively. The rate of change in the number of exposed children aE depends on the rate of 

exposure of a susceptible child to infected population regardless of which population the 

infected person belongs to, the rate at which the exposed child becomes an infected child

( ),aE ε being the incubation rate, the rate at which a child becomes 11 years ( )aE and 

natural death of the exposed child ( ).aE The rate of change in the number of infected 

children ( aI ) depends on the incubation rate of the child, the rate at which the child recovers 

from the infected ( ),aI the rate at which the infected child becomes 11 years ( )aE  and the 

natural death of the infected child ( ).aI The rate of change in the number of recovered 

children ( )aR depends on the rate of recovery, the natural death of recovered child ( )aR and 

the rate at which the recovered child becomes 11 years ( ).aR  

• Regarding the second group, the rate of change in the number of susceptible adults (people 

older than 10 years) bS depends on the rate at which children (humans younger than 10 years 

old) become 11 years old, the rate at which any susceptible adult is exposed to an infected 

adult 2( )b bS I and the death of the susceptible person. The rate of change in the number of 

exposed human population ( bE ) depends on the rate at which infected human population are 
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exposed to the virus, the incubation rate ( )bE and natural death rate human of exposed 

human ( ).bE The rate of change in the number of infected human populations ( bI ) depends 

on the incubation rate ( ),bE the number of adults who recovered from the infected ( )bI

where  is the rate of recovery and the death rate of infected adults ( )bI who die of  natural 

causes. The rate of change in the number of recovered human population ( )bR depends on the 

recovery rate from the infected and natural death rate of recovered human populations ( ).bR  

Definition of parameters in our model is shown in Table 1. 

 

Table 1. Definition of parameters 
 

  Parameter   Biological meaning 

  Birth rate 

1  Infected rate for human populations when the ages are between 0-10 years 


 Incubation rate 

  Recovery rate 

  Rate at which the ages between 0-10 years changed to child above the age of 10 

years 

2  Infection rate for the human population whose age is greater than 10 years 


 Natural death rate of human 

hN
 

Total human population 

  

The mathematical description of the transmission of Hand-Food-Mouth Disease, which 

includes the age structure in Thailand, is given by the following systems of ordinary differential 

equations; 
'

1(t) ( )a h a a aS N S I S  =  − − +                (1) 

'

1(t) ( )a a a aE S I E   = − + +
      

         (2) 

' (t) ( )a a aI E I   = − + +                (3) 

' (t) ( )a a aR I R  = − +                 (4) 

'

2(t) ( )b a a a a b b bS S E I R S I S  = + + + − −               (5) 

'

2(t) ( )b b b bE S I E  = − +                (6) 

' (t) ( )b b bI E I  = − +                 (7) 

' (t)b b bR I R = −                 (8) 

 

The total population condition is also given by: 

(t) (t) (t) (t) (t) (t) (t) (t) (t).h a a a a b b b bN S E I R S E I R        = + + + + + + +  

 

2.2 Positivity invariant sets of solutions of SEIR model 
 

Proposition 1. Let (t), (t), (t), (t), (t), (t), (t), (t)a a a a b b b bS E I R S E I R   be the trajectories of the 

respective functions of equations (1)-(8) with the initial conditions: 
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(0), (0), (0), (0), (0), (0), (0), (0)a a a a b b b bS E I R S E I R , and also invariant set 

 8

1 2 1(t), (t), (t), (t), (t), (t), (t), (t) ; / ( ), / .a a a a b b b b hS E I R S E I R R W N W W   +   + =                     

and  is a positively invariant set for equations (1)-(8). 

Proof.  Combining by equations (1)-(8) by 
 

( )

( )

1 2(t) (t), (t)

(t) (t) (t) (t), (t) (t) (t) (t)a a a a b b b b

W W W

S E I R S E I R

=

= + + + + + +  

we have 

( )1 2(t) (t), (t)W W W  =

 
    

1 1

2 2

( ) ( ) ( ) ( ) ,

( ) ( ) ( )

h a a a a a a a a a a

a a a a b b b b b b b b b b

N S I S S I E E I I R

S E I R S I S S I E E I I R

             

          

 − − + + − + + + − + + + − + 
=  

+ + + − − + − + + − + + − 

 

( ) ( ) ( ) ( ) ,

( )

h a a a a

a a a a b b b b

N S E I R

S E I R S E I R

       

    

 − + − + − + − + 
=  

+ + + − − − − 

    

        ( )1 1 2( ) ,hN W W W   =  − + −  

Hence, 
1 1(t) ( ) 0hW N W  =  − +           for    1

( )

hN
W

 




+
                                                     (9) 

            2 1 2(t) 0W W W  = −                   for  1
2

W
W




                                          (10) 

From the above equations (9)-(10), (t) 0W    whenever  1
( )

hN
W

 




+
and 1

2 .
W

W



  Using an 

integrating factor,  we have    ( ) ( ) 1
1 2 1 20 (t), (t) (0)e , (0)e .

( )

t thN W
W W W W  

  

− + − 
  + + 

+ 
 

As ,t → and hence ( ) 1
1 20 (t), (t) , .

( )

hN W
W W



  

 
   

+   
The other case is similar. Thus is a 

positively invariant set. We can see that all equations described by equations (1)-(8) in the non-

negative octant 
8R+ are positively invariant [19]. 

Note that the infection rate does not introduce exogenous mortality in the population, and 

the latter is assumed to be constant in size at any given time. Therefore the rate of change of the 

total human populations is zero, and consequently the birth and death rates are equivalent. Then 

we have . =  

We introduce the normalized variables:
 

, , , ,a a a a
a a a a

h h h h

S E I R
s e i r

N N N N
= = = = , , , .b b b b

b b b b

h h h h

S E I R
s e i r

N N N N
= = = =  

Then we have the reduced equations as follows: 
'

1(t) ( )a h a a as N s i s  = − − +              (11) 

'

1(t) ( )a h a a ae N s i e   = − + +              (12) 

' (t) ( )a a ai e i   = − + +               (13) 

' (t) ( )a a ar i r  = − +               (14) 
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'

2(t) ( )b a a a a h b b bs s e i r N s i s  = + + + − −             (15) 

'

2(t) ( )b h b b be N s i e  = − +              (16) 

' (t) ( )b b bi e i  = − +               (17) 

' (t)b b br i r = −                (18) 

 

where we have the conditions 1.a a a a b b b bs e i r s e i r+ + + + + + + =  

 

2.3 Equilibrium points 

 

Equations (11)-(18) are the reduced equations. Equilibrium points are obtained by setting the right 

hand side of equation (11)-(18) to zero. Then we have two equilibriums: 

i) The disease-free steady state: 

* 0* 0* 0* 0* 0* 0* 0* 0*( , , , , , , , ) ,0,0,0, ,0,0,0
( )

a a a a b b b bT s e i r s e i r


    

  
= =  

+ + 
 

when 0 1.R   

ii) Endemic steady state: 
* 1* 1* 1* 1* 1* 1* 1* 1*( , , , , , , , )a a a a b b b bQ s e i r s e i r=  

where               1*

1

( )( )
,a

h

s
N

     

 

+ + + +
=  

 

1* 1

1

( )( )( )
,

( )

h

a

h

N
e

N

         

    

 − + + + + +
=

+ +
 

1*

1

( )
,

( )( )
a

h

i
N

  

      

 +
= −

+ + + +
 

1*

1

,
( )( )( )

a

h

r
N

 

        


= −

+ + + + +
 

1*

2

( )( )
,b

h

s
N

   

 

+ +
=  

2

1* 2

2

( ( )( )) ( )( )
,

( )( )

h

b

h

N
e

N

            

     

− + + − + +
=

+ +
 

1*

2

,
( )( )( )

b

h

i
N

 

      


= −

+ + +
 

1*

2( )( )( )
b

h

r
N

 

       


= −

+ + +
 

when 0 1.R   

 

2.4 Basic reproductive number 
 

The basic reproductive number ( 0R ) is calculated by the next-generation matrix [20, 21]. We can 

write the right-hand side of equations (11)-(18) as F and .V  Then we have gains and losses: 
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1

2

: : ( )

: : ( )0
, .

: : ( )

: : ( )0

a a ah a a

a a a a

b b bh b b

b b b b

Gains toe Losses frome eN s i

Gains toi Losses fromi e i

Gains to e Losses from e eN s i

Gains to i Losses from i e i

  

   

 

  

+ +

− + + +

+

− + +

 

Where F is the Jacobian matrix of the gains matrix and V is the Jacobian matrix of the losses 

matrix, 

                   

1

2

0 0 0

0 0 0 0

0 0 0

0 0 0 0

h a

h b

N s

F
N s





 
 
 =
 
 
 

,    

0 0 0

0 0
.

0 0 0

0 0

V

  

   

 

  

+ + 
 

− + +
 =
 +
 

− + 

 

When the disease-free steady state is 

* 0* 0* 0* 0* 0* 0* 0* 0*( , , , , , , , ) ,0,0,0, ,0,0,0
( )

a a a a b b b bT s e i r s e i r


    

  
= =  

+ + 
  and substitute *T in F

and V above and determine 1H FV −= , we have 

( )
( )( )( )( ) ( )( )

( )( ) ( )( )

2

1 1

2 2

0 0

0 0 0 0

0 0
( )

0 0 0 0

h h

h h

N N

H
N N

   

              

   

           

  + 
 

+ + + + + + + + + 
 
 =
  
 

+ + + + + 
 
 

0R is the eigenvalues of the matrix 1.H FV −=  

We have 
( )( )( ) ( )( )( )

1 2
0 max , .h hN N

R
   

              

   
=  

+ + + + + + + +  
                       (19)  

 

2.5 Global stability of the equilibrium states 
 

Theorem 1. If 0 1,R  then the disease-free equilibrium point 

* 0* 0* 0* 0* 0* 0* 0* 0*( , , , , , , , ) ,0,0,0, ,0,0,0
( )

a a a a b b b bT s e i r s e i r


    

  
= =  

+ + 
of equations (11)-(18) is 

globally asymptotically stable in the . We assume that

 

                                    

1 0*

2 0*

( )

.

( )( )

h a

h b

a a a a

N s

N s

s e i r

 





 

+
=




=

 = + + + +



            (20) 

Proof. We consider the Lyapunov function 
0* 0*L(t) ( ln ) ( ln )a a a a a a b b b b b bs s s e i r s s s e i r= − + + + + − + + +
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0* 0*
' ' ' ' ' ' ' ' '(t) 1 1a b

a a a a b b b b

a b

s s
L s e i r s e i r

s s

   
= − + + + + − + + +   

   

( ) ( ) ( )

( ) ( ) ( )

( ) ( )

0*

1 1

0*

2 2

( ) 1 ( ) ( )

( ) ( ) 1 ( )

( )

a
h a a a h a a a a a

a

b
a a a a a a h b b b h b b a

b

b b b b

s
N s i s N s i e e i

s

s
i r s e i r N s i s N s i e

s

e i i r

          

        

    

 
=  − − + − + − + + + − + + 

 

 
+ − + + + + + − − − + − + 

 

+ − + + −

0*
0* 0*

1 1 1

0*
0*

2 2

0*

2

1 ( ) ( ) ( )

( ) ( ) ( ) 1

( ) ( )

a
h a a h a a a a h a a a a

a

b
a a a a a a a h b b h b b b

b

b h b b b b b b b

s
N s i N s i s s N s i e e

s

s
i i r s e i r N s i N s i s

s

s N s i e e i i r

          

         

        

 
=  − − + − + + + + − + + + 

 

 
− + + + − + + + + + − − + − 

 

+ + − + + − + + −

0*
0* 0*

1

0*
0* 0*

2

1 ( ) ( ) ( ) ( ) ( )

( ) 1

a
a a h a a a a a

a

b
a a a a b b h b b b b b

b

s
s s N s i e i r

s

s
s e i r s s N s i e i r

s

          

      

 
=  − − + + + + − + − + − + 

 

 
+ + + + − − + + − − − 

 

0*
0* 0*

10*

0*
0* 0*

20*

1 ( ) 1 ( ) ( ) ( )

( ) 1 1 i

a a
a h a a a a a

a a

b b
a a a a b h b b b b b

b b

s s
s N s i e i r

s s

s s
s e i r s N s i e r

s s

        

     

   
=  − + + − + − + − + − +   

   

   
+ + + + − + − + − − −   

   

0*
0* 0*

10*

0*
0* 0*

20*

1 ( ) 1 ( ( )) ( ) ( )

( ) 1 1 ( ) .

a a
a a h a a a

a a

b b
a a a a b b h b b b

b b

s s
s i N s e r

s s

s s
s e i r s i N s e r

s s

        

     

   
=  − + + − + − + − + − +   

   

   
+ + + + − + − + − − −   

   

 

From equation (20), we have 
0* 0*

' 0* 0*

0* 0*
(t) 1 ( ) 1 ( ) 1 1

( ) ( ) .

a a b b
a a a a a b

a ba b

a a b b

s s s s
L s s e i r s

s ss s

e r e r

   

     

       
=  − + + − + + + + − + −       

       

− + − + − −

 

From   
( ) ( )

0* 0*,a bs s


    

 
= =

+ +
, we have 

( ) ( )

0* 0*
'

0* 0*
(t) 1 ( ) 1 ( ) 1 1

( ) ( ) .

a a b b
a a a a

a ba b

a a b b

s s s s
L s e i r

s ss s

e r e r


   

    

     

        
=  − + + − + + + + − + −       

+ +       

− + − + − −

 

And we have assumed that ( )( ),a a a as e i r   = + + + + thus 
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0* 0*
'

0* 0*
(t) 1 1 ( ) 1 ( ) 1 ( )

s s

( )

a a b b
a a a a a a a a a

a ba b

a b b

s s s s
L s e i r s e i r e

s s

r e r

   

   

       
=  − + − + + + + − + + + + − − +       

       

− + − −          

0* 0*

0* 0*
2 ( ) 2 ( ) ( )

s

a a b b
a a a a a a b b

a ba b

s s s s
s e i r e r e r

s s s
      

   
=  − − + + + + − − − + − + − −   

   
       

( ) ( )
2 2

0* 0*

0* 0*

s s
( ) ( ) ( )

a a b b

a a a a a a b b

a a b b

s s
s e i r e r e r

s s s s
      

   − −
   = − − + + + − + − + − −
      
   

( ) ( )
2 2

0* 0*

0* 0*
( ) ( ) ( ) 0

a a b b

a a a a a a b b

a a b b

s s s s
s e i r e r e r

s s s s
      

    − −
    = −  + + + + + + + + + + 
       
             (21) 

So, 
' (t) 0L  .Using LaSalle’s extension to Lyapunov’s method [22], if and only if 0* s ,a as =

0, 0,a ae i= =
0*0, s ,a b br s= = 0, 0, 0b b be i r= = = . Then the equilibrium steady state 

* 0* 0* 0* 0* 0* 0* 0* 0*( , , , , , , , ) ,0,0,0, ,0,0,0
( )

a a a a b b b bT s e i r s e i r


    

  
= =  

+ + 
is globally asymptotically 

stable in the . 

Theorem 2. If 0 1,R  then the positive endemic equilibrium point

* 1* 1* 1* 1* 1* 1* 1* 1*( , , , , , , , )a a a a b b b bQ s e i r s e i r=  of equations (9)-(16) is globally asymptotically stable in the .

Assume that 

1

1*

1 1*

2 1*

( )( )( )

(s r )
.

h

a a a a

b

h a

h b

M

N

e i

s

N s

M

N s





       

 











=


+ + + + + =




+ + +
=




=



=


           (22) 

 

Proof We consider the Lyapunov function: 
1* 1*( ln ) ( ln )a a a a a b b b b bK s s s e i s s s e Mi= − + + + − + +

1* 1*
' ' ' ' ' ' '(t) 1 1

s

a b
a a a b b b

a b

s s
K s e i s e Mi

s

   
= − + + + − + +   
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( ) ( ) ( )

( ) ( ) ( )

1*
'

1 1

1*

2 2

(t) ( ) 1 ( ) ( )

( ) 1 ( ) ( )

a
h a a a h a a a a a

a

b
a a a a h b b b h b b b b b

b

s
K N s i s N s i e e i

s

s
s e i r N s i s N s i e M e i

s

          

        

 
=  − − + − + − + + + − + + + 

 

 
+ + + − − − + − + + − + 

 
1* 1* 1*

1 1 1

1*

2

1* 1*

2 2

( ) ( )

(s ) ( )

i i
s

a a a
h a a a h a a a h a a a a a a

a a a

b
a a a a a a a h b b b b a a a

b

b b
h b b b h b b b b b b b

b b

s s s
N s i s N s i s N s i e e e e

s s s

s
i i i e i r N s i s s e i r

s

s s
N s i s N s i e e M e M M

s

          

      

       

=  − − + − + + + + − − − +

− − − + + + + − − − + + +

+ + + − − + − −

1* 1*
1*

1 1 1

1* 1*
1*

2 2 2

1 ( ) 1

(s ) 1 1 e e

a a
a h a a h a a h a a a a a a a

a a

b b
a a a a b h b b h b b h b b b b b

b b
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s s
s N s i N i s N s i e e i i i

s s

s s
e i r s N s i N i s N s i M e

s s

M i M i

         

       

 

   
=  − − + − − + + − − − − −   

   

   
+ + + + − − − − + + − − +   

   

− −

1* 1*
1* 1*

11*

1* 1*

21*

1 ( ) 1 ( ) 1

1 .

a a b
a h a a a a a a a a a a a

a ba

b
b h b b b b b b b

b

s s s
s N i s e e i i i s e i r

s ss

s
s N i s e e M e M i M i

s

        

      

     
=  − + + − + − − − − − + + + + −     

     

 
+ − + − − + − − 

 

 

From   1*

1

( )( )
a

h

s
N

     

 

+ + + +
= , we have 

1*
' 1*

11*

1

1*
1* 1*

21*

( )( )
(t) 1 ( ) 1

( ) 1 1 .

a a
h a a a a a a a

a h a

b b
a a a a b h b b b b b b b

b b

s s
K N i s e e i i i

s N s

s s
s e i r s N i s e e M e M i M i

s s

     
       

 

       

   + + + +
=  − + + − + − − − − −   

   

   
+ + + + − + − + − − + − −   

   

 

Substituting the relations in equations (22), we have
1

( )( )( )

hN

       

 

+ + + + +
 = and 

1*

(s r )a a a a

b

e i

s




+ + +
=

 
1* 1*

' 1*

11*

1*

21*

(t) 1 1 ( ) 1

( ) 1

a a b
h a a a a a a a a a a a

a ba

b
a a a a h b b b b b b b

b

s s s
K N i s e e i i i s e i r

s ss

s
s e i r N i s e e M e M i M i

s

      

      

     
=  − +  − + − − − − − + + + + −     

     

 
+ + + + − + − − + − − 

 

1* 2 1* 2
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11* 1*
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s s s
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s s s s

N i s e e M e M i M i

      

     

− −
= − + − − − − − − + + +

+ − − + − −
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1* 2 1* 2
' 1* 1*

1 21* 1*

( ) ( s )
(t) ( ) ( ) ( )

s

( ) .

a a b b
a a a a a h a b h b

a a b b

b a a a a b b

s s s
K s e i r i N s i N s M

s s s

e M e e i i e M i

    

       

− −
= − − + + + + − + −

+ − − − − − − −

 

 

 

Substituting the relations in equations (22), we have 
1* 2 1* 2

'

1* 1*

( ) ( )
(t) ( )a a b b

a a a a a a a a b b

a a b b

s s s s
K s e i r e e i i e M i

s s s s
      

− −
= − − + + + − − − − − −  

    

1* 2 1* 2

1* 1*

( ) ( )
( ) 0a a b b

a a a a a a a a b b

a a b b

s s s s
s e i r e e i i e M i

s s s s
      

 − −
= −  + + + + + + + + + +  

 
                    (23) 

Hence, the condition (23) show that 
' (t) 0K  of all terms. Then the equilibrium steady state 

* 1* 1* 1* 1* 1* 1* 1* 1*( , , , , , , , )a a a a b b b bQ s e i r s e i r=  is globally asymptotically stable in the .  

 

 

3. Results and Discussion 

 
In this section, we simulate the dynamic behavior of HFMD in Thailand by numerically solving 

the equations (11)-(18),where thevalues of the parameter values are listed in Table 2. 

 
Table 2. Values of the parameter of our HFMD model 

 

 

Parameter       The disease-free           Endemic (case 1)          Endemic (case 2)      Reference 


                    

1/ (75*365)
                  

1/ (74*365)
                 

1/ (74*365)             [14] 

1                     0.00045                         0.0329                           0.045                       Assumption 

                      1 / 5                                 1 / 5                                 1 / 5                          [14],[23] 

                      1 /14                               1 /14                              1 /14                        [2],[23] 

                     0.0002
                          

0.0002
                         

0.0002                     [2] 

2                    0.005                             0.0492                           0.058                      Assumption 


                    

1/ (75*365)
                   

1/ (70*365)
                 

1/ (70*365)            [14] 

hN                   10                                   100                                300                         Estimated 

0R
                   

0.591481                       54.4523                         192.575  
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Figure 3. Solutions to the fractional of the global stability of 
*T from equations (11)-(18) when 

𝑅0 = 0.591481 
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Figure 4. Solutions to the fractional of the global stability of 
*Q from equations (11)-(18) when 

𝑅0 = 54.4523
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Figure 5. Solutions to the fractional of the global stability of 
*Q from equations (11)-(18) when  

R0 = 192.575 
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Figure 6. Solutions to the fractional projected onto the 2D of the global stability of 
*Q from 

equations (11)-(18) when 𝑅0 = 54.4523
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Figure 7. Solutions to the fractional projected onto the 3D of the global stability of 
*Q from 

equations (11)-(18) when 𝑅0 = 54.4523
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from Figure 3 that the equilibrium point for the susceptible lower age population (between 0-10 

years) is lower than that for a larger age (>10 years). This implies that the children’s age group is 
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Figures 4 and 5 then show the numerical trajectories 
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4. Conclusions 
 

In this research, we have studied a transmission model of Hand-Foot-Mouth disease (HFMD) by 

creating the mathematical model of HFMD according to the data of the disease. We distributed 

human population into two groups; the first group is the children of ages between 0-10 years and 

the second group is people who are older than 10 years.  Each age group is divided into four 

subclasses; susceptible, exposed, infected and recovered. From HFMD model, we assume the 

number of human population is constant. We establish 2 equilibrium states: a disease-free 

equilibrium state and endemic equilibrium state. The basic reproductive number 0( )R is 

determined using the next generation method and is denoted 0 .R  as 

( )( )( ) ( )( )( )
1 2

0 max , .h hN N
R

   

              

  
=  

+ + + + + + + +  
 

 

When 0 1,R  the disease-free steady state is globally asymptotically stable as can be seen in 

theorem 1 and when 0 1,R   the endemic steady state is globally asymptotically stable as can be 

seen in theorem 2. Since Hand-Foot-Mouth Disease is often found in children, we created 

mathematical model and divided into two groups for the analysis of the disease of each population 

group. Moreover, our analysis for parameters revealed parameters that affected the outbreak which 

are the infection rate for human population when the ages are between 0-10 years, the infection 

rate of a child above the age of 10 years and total human population. The results of this study can 

suggest ways for reducing the outbreak of this disease. If the importance of the disease is not 

realized and action taken, outbreaks will continue to occur. 
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Abstract 
 

Rocket (Eruca sativa) is a domesticated plant species that is commonly eaten in salads and known 

to provide health benefits because of the high levels of glucosinolates, flavonols, and other 

compounds. Hairy root cultures (HRCs) are effective biotechnological tools for biosynthesis of 

secondary metabolites under various growing conditions. HRCs of rocket were treated with growth 

media of half-strength and full-strength Murashige-Skoog (MS) media, Gamborg’s B5 medium, and 

Schenk and Hildebrand (SH) medium and auxins to evaluate the growth response and the accretion 

of glucosinolate. The growth pattern of the hairy roots varied extensively under the different media 

and auxin treatments; the highest and the lowest fresh weights were recorded in HRCs grown under 

full-strength SH and half-strength MS media, respectively. Treatment with NAA at 1.0 mg/l 
produced the highest hairy root fresh weight, followed by the treatments with IAA 0.1 mg/l and IBA 

1.0 mg/l. The MS media induced the highest glucosinolate accumulation, followed by B5; all media 

enhanced the production of glucosinolates but auxins treatments (exception for glucoerucin) did not 

positively enhance the production of glucosinolates. Total glucosinolate levels were increased 1.7, 

1.68, 1.33, and 1.26 fold in full-strength MS, half-strength MS, half-strength B5, and B5, 

respectively. These findings indicated that hairy root production and glucosinolate accumulation did 

not follow the same trend. Although SH media and NAA 1.0 slightly enhanced hairy root 

production, full-strength MS media induced higher amounts of glucosinolate, and auxin treatments 

did not increase the accumulation of glucosinolate. We therefore propose that MS media, regardless 

of additional treatment, provides a valuable alternative approach for the mass production of hairy 

root cultures and glucosinolates in rocket. 
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1. Introduction 
 

Eruca sativa is commonly known as ‘salad’ or ‘cultivated’ rocket and is well-known for its hot, 

peppery, and bitter flavor profile [1]. The crops jointly known as rockets are all members of the 

family Brassicaceae and are native to the regions neighboring the Mediterranean Sea [2]. Eruca 

sativa is cultivated commercially worldwide, particularly in the USA, the UK, Italy, Spain, 

Morocco, Israel, and Australia [3]. It is also cultivated in some parts of Asia, including Pakistan, 

Iran, and India, and the leaves are used in salad and as vegetables, or livestock feed [2]. Rocket salad 

leaves contain glucosinolates, the most abundant of which are glucoerucin, glucoraphanin, and 

glucosativin [4]. Rocket salad has been reported to have astringent, antiphlogistic, antacid, diuretic, 

digestive, laxative, stimulative, anti-inflammatory (for colitis), and blood circulation properties [5]. 

Other studies have shown that rocket salad inhibits cancer [6, 7] and has antioxidant [8, 9], 
antimicrobial [10], and anti-inflammatory properties [11]. 

Approximately 200 different glucosinolates occur naturally in plants [12, 13]. Regular 

intake of vegetables from the family Brassicaceae provides benefits to human health [14, 15]. 

Consumption of vegetables containing glucosinolates (GSLs) and flavonols is associated with 

reduced risk of numerous cancers [16-18] and with improved cardiovascular health [19]. However, 

much of the world’s populations do not eat sufficient quantities of these vegetables to obtain these 

benefits [20].  

Auxins are a class of phyto-hormones that play a major role in the processes of growth and 

development in plant life cycles. Auxins influence wound response, axial elongation in the shoot, 

fruit growth and development, coleoptile growth, initiation of flowering, development of 

reproductive organs, and ethylene biosynthesis. Auxins are also involved in root growth and 
development, including the formation of adventitious roots and root re-growth [21]. When the 

concentration of auxins is decreased by removing the apical meristem, the stimulation of roots is 

decreased and stem growth is increased. The most common phytohormones, indole-3-acetic acid 

(IAA), indole-3-butyric acid (IBA) and naphthalic acetic acid (NAA) are transported from the stem 

to the root, and the overall root development is stimulated. These plant hormones, particularly IBA, 

IAA, and NAA are generally used to stimulate root growth and development in plant cutting 

propagation. However, if the concentration of auxin is too high, the elongation of roots is inhibited 

and the formation of adventitious roots increases. The optimal concentration of auxin is therefore 

essential. 

Plant tissue culture media are used for plant growth and propagation to provide controlled 

conditions that include the necessary inorganic compounds, adequate pH levels, and sources of 

carbon [22, 23]. Previous studies investigating the selection of the appropriate basal media for hairy 
root initiation and growth and the accumulation of desirable natural products have shown that the 

ideal medium is dependent on the plant species in question [23-27]. HRC is promising 

biotechnological tool because of the fast growth rate and secondary metabolite production that it 

induces under controlled conditions [28]. Because of these advantages, HRC has been broadly 

investigated in many plant species for the mass collection of secondary metabolites used for food 

additives and by the pharmaceutical industry. Studies have investigated glucosinolate accumulation 

in response to different treatments in the hairy roots of the plants of Brassicaceae family, including 

kale [29], watercress [30], mustard [31], Chinese cabbage [32], and broccoli [33]. 

Few studies have investigated HRC for glucosinolate accumulation in rocket salad [34, 

35]. Auxin and media played a vital role in the accumulation of secondary metabolites. However, 

the use of HRC according to media and auxin concentration in rocket salad has never been studied. 
Therefore in this study, we investigated the growth and glucosinolate content in rocket salad hairy 

roots in various culture media and auxin concentrations to determine the optimal culture 

environment and thereby enhance the production of glucosinolates. 
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2. Materials and Methods 

 

2.1 Plant Materials 
 

Rocket salad seeds were obtained from a seed company (Asia Seeds Co., Ltd, Seoul, Korea). The 

seeds were sterilized by immersion in 70 % (v/v) ethanol for 30 s and 2% sodium hypochlorite for 

10 min. The seeds were then rinsed five times with sterilized water and maintained on Petri dishes 

with MS medium consisting of 30 g/l sugar and 0.8 % agar at pH 5.7 with no additional hormones 

for germination. 
 

2.2 Establishment of hairy roots 
 

Young leaves of 10-day-old old rocket salad were wounded using a scalpel and dipped in a 

suspended liquid medium of Agrobacterium rhizogenes (strain R1000) for 10 min. The seedlings 

were cleaned with sterilized paper and incubated on antibiotic-free MS (Murashige and Skoog) 

medium [36], for 2 days under dark conditions at 25°C. Infected leaves were co-cultured for 2 days 

and then washed using sterilized water and dried with sterilized paper. These were then transferred 

to 1/2 MS solid medium for 2 to 3 weeks after addition of 250 mg/l cefotaxime and then incubated 

under dark conditions. The hairy roots that emerged from the wounded parts were separated from 
the leaves and cultured under the same conditions. One fast-growing clone was selected for the 

experiment and cultured further. 

 

2.3 Treatment of culture medium and auxins 
 

Liquid growth media of both half-strength and full-strength MS, SH (Schenk and Hildebrandt 

medium) [37], and B5 (Gamborg B5 medium) [38] were selected as the culture media for the hairy 

root cultures. To allocate equal weight (2g fresh weight), hairy roots were measured and transferred 

to each liquid culture medium where 30 ml was maintained in each flask. Treated samples of the 
different media were collected after a culture period of 4 weeks and kept in liquid nitrogen for 

glucosinolate analysis. The samples were then ground finely using a pestle and lyophilized for 72 h 

at -80°C for HPLC analysis of GSL compounds. In addition, the auxins IAA, IBA, and NAA were 

used in concentrations of 0.1, 0.5, and 1 mg/l using half-strength of MS media as basal media to 

compare the effects of auxin type and concentration on hairy root cultures. Hairy roots were 

measured and transferred to each liquid culture medium in equal weight (2g fresh weight). Auxin-

treated samples were collected after 4 weeks of culture and immediately frozen in liquid nitrogen 

for analysis of glucosinolates. The samples were lyophilized for 72 h at -80°C for HPLC analysis of 

GSL compounds and ground finely using a pestle. All samples were prepared in triplicates. 

 

2.4 Extraction of DS-GSLs and HPLC analysis 
 

Glucosinolates were extracted and desulfated according to the procedure of International 

Organization for Standardization (ISO) 9167-1 [39] and Kim et al. [40]. Glucosinolates were 

extracted with 70 % MeOH (v/v) and incubated at 70°C for 5 min in a water bath. The extracted 

samples were centrifuged at 12,000 rpm for 10 min at 4°C. The resulting supernatant was placed 

into a mini-column packed with DEAE-Sephadex A 25 (40 mg dry weight) and desulfated by the 

addition of 75 µl aryl sulfatase solution (23 mg/ml). Ultrapure water (1.5 ml) was added to elute the 

desulfo-glucosinolates samples. An Agilent Technologies 1200 series HPLC system (Palo Alto, CA, 

USA) was used to analyze the desulfated extracts, and reversed-phase chromatography was 
performed with an Inertsil ODS-3 column (150 × 3.0 mm i.d., particle size 3 µm; GL Sciences, 
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Tokyo, Japan) equipped with an E-type cartridge guard column (10 × 2.0 mm i.d., 5 µm). The 

wavelength for UV detection of glucosinolate was 227 nm, and the column oven temperature and 

flow rate were 40°C and 0.4 ml/min, respectively. The mobile phase was composed of (A) ultrapure 

H2O and (B) acetonitrile (HPLC grade). The gradient was as follows: initiation 7% solvent B 

followed by 7-24% solvent B (18 min), 24% solvent B (14 min), 7% solvent B (0.1 min), and 7 % 
solvent B for 8 min (total 40 min). The individual desulfo-glucosinolates were quantified based on 

their HPLC peak area ratios, reference to a desulfo-sinigrin external standard, and response factors 

(ISO 9167-1, 1992).  

 

2.5 Statistical analysis 
 

All data were measured as the means of three replicates. Three subsamples were randomly generated 

from each treated sample of rocket salad, and each replicate sample was separately subjected to 

extraction. Data were analyzed by analysis of variance (ANOVA) with sums of squares partitioned 
to reflect trial effects, using SAS Software (release 9.2; SAS Institute Inc., Cary, NC, USA), and the 

means were separated via Duncan’s multiple range test(P < 0.05).  

 

 

3. Results and Discussion 
 

3.1 Production of hairy root cultures in rocket salad grown with different media 
 

Rocket salad hairy roots were treated in full-strength and half-strength MS medium, B5 medium, 

and SH medium to investigate the effect of culture medium on hairy root growth and glucosinolate 

production. The growth pattern of the hairy roots of rocket salad varied greatly under different media 

conditions (Figure 1). The highest dry weight (309 mg/flask) and the lowest dry weight (185 

mg/flask) were recorded from full-strength SH and ½ MS media, respectively. The dry weights of 

the hairy roots of rocket salad were 67.03%, 57.48%, 49.73%, 43.78%, and 20.90% higher when 

cultured with SH, B5, ½ SH, 1/ B5, and MS, respectively, as compared to the lowest dry weight 

producer (½ MS medium). 
Several factors increase secondary metabolite production and biomass production, 

including the type and concentration of salt in the medium, the type and quantity of carbohydrates, 

nitrate and phosphate, and the levels of growth regulator [22, 23-27]. Different media formulations 

(including MS, SH, B5, and Linsmaier and Skoog (LS)), have been developed and widely 

implemented for plant cultures [41]. In this study, different media showed significant effects on 

hairy root cultures (HRCs) of rocket salad, where the highest and the lowest fresh weights were 

observed when cultured in full-strength SH and ½ MS media, respectively. Numerous studies 

reported that different media affect the production of hairy root cultures.  For instance, SH medium 

was reported to be optimal for HRC growth in watercress [42] and Chinese skullcap [27]; our results 

are consistent with these previous studies. In contrast, the hairy roots of hybrid ginseng [24], gamhar 

[25], and potato [26] exhibited the greatest growth in B5 media, and MS medium positively affected 
the growth of hairy root cultures of ginseng [43], cell suspension cultures of Gymnema sylvestre 

[44] and the hairy roots of broccoli [33]. 
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Figure 1. Effects of different media on the dry weight of rocket salad hairy root cultures. Values 

are means of three independent replicate results. Mean values with different letters were 

significantly different (p < 0.05, ANOVA, DMRT). DMRT: Duncan’s multiple range test,       

MS= Murashige and Skoog, SH=Schenk and Hildebrandt, B5= Gamborg 
 

3.2 Production of hairy root culture in rocket salad grown under conditions of 

different auxins 
 

The hairy roots of rocket salad were treated with different concentrations of auxins. Three 

concentrations of the auxins, IAA, IBA, and NAA, were used to determine the effects on hairy root 

growth in rocket salad. The highest dry weight (331.33 mg/flask) and the lowest dry weight (270.67 
mg/flask) were recorded from cultures in NAA 1.0 and from the control (only half-strength MS 

media), respectively (Figure 2). The dry weights of the hairy roots of rocket salad were not 

significantly different among the auxin treatments. The dry weights of the hairy roots of rocket salad 

were 22.41%, 21.18%, 20.44%, 18.59%, 16.75%, 15.76%, 15.15%, 14.16%, and 4.43% higher 

under treatments of NAA 1.0, IAA 0.1, IBA 1.0, IAA 0.5, IBA 0.5, NAA 0.5, IBA 0.1, IAA 1.0, 

and NAA 0.1, respectively, compared with the control treatment. 

Exogenous growth regulators have been used extensively in plant cell, tissue, and hairy 

root cultures [41]. Among the various growth enhancers, auxins (particularly IAA, IBA, and NAA) 

play important roles in root development and promote hairy root induction [45]. Moreover, biomass 

and metabolite accumulation in media treated with different types and concentrations of auxins 

differed in plant cell cultures [46]. In this study, the highest fresh weight of HRC of rocket salad 
was obtained from a medium treated with NAA 1.0, followed by that with IAA 0.1 and IBA 1.0. 

Our findings support the results of other studies that determined the effects of auxins on higher 

biomass production in a wide range of plant species, such as tobacco [47], Indian mulberry [48], 

sorghum [49, 50], broccoli [51], and kale [52]. 
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Figure 2. Effects of exogenous auxins on the fresh weight of rocket salad hairy root cultures. 

Values are means of three independent replicate results. Mean values with different letters were 
significantly different (p < 0.05, ANOVA, DMRT). IAA = indole-3-acetic acid,                         

IBA = indole-3-butyric acid (IBA), and NAA = 1-naphthaleneacetic acid 

 

3.3 Glucosinolates in the hairy root cultures of rocket salad in response to growth 

media 
 

Based on the analysis of the hairy root cultures of rocket (Eruca sativa), the following six 
glucosinolates: glucoiberin, glucoerucin, glucoraphasatin, glucobrassicin, 4-methoxyglucobrassicin, 

and glucosativin, were observed at different levels in response to different growth media (Table 1). 

MS media yielded the greatest total accumulation of glucosinolates, followed by B5, and the lowest 

total accumulation of glucosinolates was found in the SH media. Total glucosinolate levels were 

increased by 1.7, 1.68, 1.33, and 1.26 in MS media containing ½ MS, ½ B5, and B5, respectively, 

compared with the lowest accumulated glucosinolates (from SH medium). The glucosativin level 

was much higher than that of 4-methoxy glucobrassicin, irrespective of the medium. MS media 

showed the best results for accumulation of glucoiberin, followed by B5 media, and SH media 

resulted in the least glucoiberin production. Glucoerucin content also varied widely by medium. MS 

media at half-strength accumulated the most glucoerucin, which was 2.89 times higher than the 

lowest (SH medium). Glucoraphasatin content did not vary significantly among the media. Half-
strength MS media yielded double the quantity of glucoraphasatin of the least productive medium 

(MS). Glucobrassicin content was significantly higher in B5 and SH media; for the other media, the 

accumulation was almost similar. The content of glucobrassicin was 13.33 and 10.67 times higher 

in B5 and SH media, respectively, compared with the other four media. The quantity of 4-methoxy 

glucobrassicin was higher than in the control, irrespective of the medium used. Full-strength B5 

medium showed the highest accumulation of 4-methoxy glucobrassicin, resulting in levels 4.2, 3.71, 

3.58, and 2.56 times greater than those of the lowest (MS medium) for media treated with B5, ½ 

B5, SH,1/2 B5, and ½ SH, respectively. Glucosativin accumulation was higher at both 

concentrations of MS media, and the accumulation in other media was also slightly increased. 

Glucosativin accumulation, as influenced by different media, ranged from 3.48 to 18.85 μmol/g dry 

wt.   Glucosativin accumulation was remarkably higher in MS medium (18.85 μmol/g dry wt) and  
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Table 1. Glucosinolate content in rocket salad hairy roots in various media 

Glucosinolate 

(μmol/g dry wt) 1/2 MS MS 1/2 SH SH 1/2 B5 B5 

Glucoiberin 0.15a 0.20ab 0.03c 0.03c 0.09b 0.11b 

Glucoerucin 0.52 a 0.25bc 0.31b 0.18c 0.45a 0.25bc 

Glucoraphasatin 0.06 a 0.03b 0.05ab 0.04b 0.04ab 0.05ab 

Glucobrassicin 0.03 c 0.03c 0.03c 0.32b 0.03c 0.40a 

4-Methoxy 

glucobrassicin 
3.24d 2.25e 5.77c 8.35b 8.05b 9.45a 

Glucosativin 14.77a 16.00a 4.97 bc 3.48c 6.14b 3.83c 

Total 18.76a 18.85a 11.16c 12.40bc 14.80b 14.09b 

Note: The data are presented as means with three replications in each individual sample. Mean 

values with different letter (s) in the same rows were significantly different (p < 0.05, ANOVA, 

DMRT). B5 = Gamborg B5 medium; 1/2 B5 = half-strength B5; MS = Murashige and Skoog 

medium; 1/2 MS = half-strength MS; SH = Schenk and Hildebrandt medium; 1/2SH = half-strength 
SH. 

 

½ MS medium (18.76 μmol/g dry wt). The accumulated glucosativin was 4.6, 4.24, and 1.76 times 

higher following treatment with MS, ½ MS, and ½ B5 media, respectively. 

GSL content in plants varies widely in response to factors including agronomic 

management, climatic conditions, mineral nutrient availability location, and plant variety [53-55]. 

In the present study, growth medium significantly influenced the accumulation of glucosinolates. 

Full-strength MS medium yielded the highest accumulation of total and individual glucosinolates, 

followed by ½ MS, ½ B5, and B5 media, respectively, whereas the lowest accumulated 

glucosinolates was found in SH media. These data are supported by a study in which growth medium 

was shown to significantly influence growth and glucosinolate content in broccoli [33]. In another 

study, MS basal medium increased the accumulation of glucosinolates over that of tissue grown in 
1/2 SH medium [42]. In contrast, half and full-strength B5 and SH media induced the highest 

accumulations of glucosinolates in the hairy roots of broccoli [33]. Lee et al. [52] reported that B5 

medium positively affected the production of total glucosinolates in HRCs of kale (Brassica 

oleracea var. acephala). B5 medium was optimal for both callus growth and the production of 

flavonoids. In addition, 1/2 B5 medium supported the highest production of flavones in HRCs of 

Scutellaria baicalensis [27].  

 

3.4 Glucosinolate accumulation in hairy root cultures of rocket (Eruca sativa) in 

response to auxin treatment 
 

The effects of different levels of auxins (IAA, IBA, and NAA) on glucosinolate accumulation in the 

hairy roots of rocket salad were investigated. The glucosinolates glucoiberin, glucoerucin, 

glucoraphasatin, glucobrassicin, 4-methoxy glucobrassicin, and glucosativin were observed in 

different quantities in response to different auxins (Table 2). Treatment with auxins negatively 

affected the production of glucosinolate in HRCs. The range of total accumulation level of 
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glucosinolates as influenced by different concentrations of auxins was 6.24 to 11.43 μmol/g dry wt, 

in which the highest level was found in the control treatment and the lowest in the IBA 1.0 treatment. 

The accumulation of total glucosinolates in the hairy roots of rocket salad was decreased by 45.41%, 

44.88%, and 39.63% by treatment with IBA 1.0, IAA 1.0, and NAA 0.5, respectively, as compared 

with the control. The decreasing trend for other concentrations was the same but the level of 
decreasing was lower compared to IBA 1.0, IAA 1.0, and NAA 0.5. The auxin treatment did not 

increase the level of any glucosinolates, with the exception of glucoerucin. Glucoerucin 

accumulation level in the hairy roots of rocket salad was increased by 69.57%, 43.48%, and 26.09% 

on treatments with NAA 1.0, IBA 1.0, and IAA 0.1, respectively, compared to that of the control. 

The range of glucoiberin accumulation as influenced by different concentrations of auxins was 0.03 

to 0.12 μmol/g dry wt, where the highest amount was obtained in the control and the lowest was 

obtained with IBA 0.5 treatment. Glucoiberin accumulation in the hairy roots of rocket salad was 

decreased by 75%, 41.67%, and 33.33% on the treatment with IBA 0.5, 0.1 and 0.5 IAA, and NAA 

0.5, respectively, compared with the control. Gucoraphasatin content affected by different 

concentrations of auxins ranged from 0.02 to 0.04 μmol/g dry wt, with the highest value being in 

the control, and the lowest values were observed with IAA and IBA treatments. Glucoraphasatin 

accumulation in the hairy roots of rocket salad was decreased by 50%, 50%, and 25% on treatment 
with all IAA, IBA 1.0, and all NAA, respectively, as compared with the control. The difference in 

glucobrassicin content was very close among the treatments; the highest value was obtained from 

the control and IBA 0.05 treatments, and the values were equivalent for the rest of the treatments. 

The accumulation of 4-methoxyglucobrassicin was the highest, irrespective of auxin treatment. The 

range of accumulation levels of 4-methoxyglucobrassicin affected by the concentration of auxins 

was 3.96 to 6.66 μmol/g dry wt, with the highest level being obtained with the control treatment and 

the lowest level being obtained with the IAA 0.5 treatment. Glucoiberin accumulation in the hairy 

roots of rocket salad was decreased by 40.54%, 31.98 %, and 27.33% on treatment with IAA 0.5, 

NAA 0.5, and IBA 1.0, respectively, compared with the control. The second highest accumulated 

glucosinolate was glucosativin, irrespective of auxin treatment. The highest level was detected in 

the control treatment and the lowest level was detected in the NAA 1.0 treatment. Glucoiberin 
accumulation in the hairy roots of rocket salad was decreased by 81.38%, 79.77%, and 78.16% on 

treatments with NAA 1.0, IAA 1.0, and IBA 1.0, respectively, compared with the control. 

Secondary metabolite accumulation in any part of the mother plants or transformed plants 

is dependent upon the organs or parts of the plants [5]. Accumulation of any product can be affected 

by external treatments such as phytohormones and elicitors, as well as by environmental factors [47-

50]. Auxins are known to play important roles in plant growth, root development, and variation in 

the accumulation of secondary metabolites. The improvement in hairy root culture observed in this 

study is consistent with earlier reports on enhanced growth following treatment with exogenous 

auxin in hairy root cultures of Lippia dulcis [48], Lobelia inflata [56], Panax hybrid [57], and S. 

baicalensis [27]. 

Auxin treatment did not induce an increase in the level of any glucosinolates in this study, 

with the exception of glucoerucin. Only glucoerucin accumulation in the hairy roots of rocket salad 
was increased by 69.57%, 43.48%, and 26.09% on treatments with NAA 1.0, IBA 1.0, and IAA 0.1, 

respectively. The accumulation of any secondary metabolites in response to any treatment, 

particularly for auxin, can vary depending upon the plant species. From several previous studies, it 

was revealed that glucosinolate accumulation was enhanced at 0.5 to 1.0 mg/l of auxins particularly 

in the hairy roots of broccoli [33, 51], in Chinese cabbage [32], and in kale [52]. In other studies, it 

was reported that auxins treatments boosted the accumulation of sorgoleone in the root hairs of 

sorghum [49, 50]. In this study, media composition and auxin enhanced the production of hairy root 

cultures of rocket salad, although auxin had little effect on the accumulation of glucosinolates. 

Nevertheless, the effects of auxins can differ across different plant species.  



 
 

 

 

 

Table 2. Glucosinolate content in rocket salad hairy roots under various auxin concentrations (μmol/g dry wt) 

Treatment Control IAA 0.1 IAA 0.5 IAA 1.0 IBA 0.1 IBA 0.5 IBA 1.0 NAA 0.1 NAA 0.5 NAA 1.0 

Glucoiberin 0.12a 0.07b 0.07bc 0.08ab 0.08ab 0.03c 0.08ab 0.10ab 0.08ab 0.09ab 

Glucoerucin 0.23cd 0.29bc 0.28bc 0.20d 0.24cd 0.23cd 0.33ab 0.24cd 0.33ab 0.39a 

Glucoraphasatin 0.04a 0.02ab 0.02 ab 0.02b 0.03 ab 0.03 ab 0.02 ab 0.03 ab 0.03 ab 0.03ab 

Glucobrassicin 0.03a 0.02cd 0.02 cd 0.02 cd 0.02 cd 0.03 ab 0.02d 0.02 cd 0.00e 0.02bc 

4-Methoxy 
Glucobrassicin 

6.66a 4.99cd 3.96e 5.10 cd 5.42bcd 5.62bc 4.84cde 5.01 cd 4.53de 6.17 ab 

Glucosativin 4.35a 1.33def 2.38b 0.88f 1.05ef 1.57cde 0.95f 2.00bc 1.93bcd 0.81f 

Total 11.43a 6.72b 6.72 b 6.30 b 6.83 b 7.51 b 6.24 b 7.40 b 6.90 b 7.51 b 

Note: The data are presented as mean ± SD with three replications in each individual sample. Mean values with different letters in the same rows 

were significantly different (p < 0.05, ANOVA, DMRT). IAA, indole-3-acetic acid; IBA, indole-3-butyric acid; NAA, 1-naphthaleneacetic acid 
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4. Conclusions 
 

The growth of rocket salad hairy roots was increased by treatment with SH media, and the auxin 

NAA at 1.0 concentration and MS medium induced greater accumulation of glucosinolates. No 

single auxin treatment enhanced the accumulation of any glucosinolate except for glucoerucin. Our 

findings indicate that hairy roots are a viable option for obtaining glucosinolate compounds from 

rocket salad, and that MS medium provides an alternative approach for mass production of hairy 

roots and glucosinolates in rocket salad, regardless of additional treatment. These findings support 

our current laboratory endeavors to enhance glucosinolate compound accumulation in hairy root 

cultures of rocket salad. 
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Abstract 
 

Microalgae are promising resources for high-quality dietary supplements, pharmaceutical and 

biofuel production. This study attempted to improve the biomass of a microalga by cultivation in 

starch processing wastewater. A microalga identified as Chlorella sp. S2 by morphological criterion 

was isolated from the facultative pond of a noodle making plant. It was able to grow in the starch 

processing wastewater without addition of nutrients. To increase the biomass productivity of 

Chlorella sp. S2, inorganic nitrogen sources (NaNO3, NH4Cl and KNO3) were added into the starch 

processing wastewater. The optimum nitrogen source was potassium nitrate at 7.5 mM of nitrogen, 

which increased the number of Chlorella sp. S2 up to 1.41107 cells/ml and the specific growth rate 

was 0.351 d-1. Under sunlight, the microalga Chlorella sp. S2 also produced high biomass 

concentration (2.23±0.04 g/l). It means that microalgal cultivation using starch processing 

wastewater is a great process to produce biomass. In addition, it is able to reduce organic carbon in 

the wastewater and reduce cost. 

 

Keywords: microalgae; Chlorella; cultivation; starch processing wastewater; biomass production 
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1.  Introduction 
 

Nowadays, microalgae are used as dietary supplements, pharmaceuticals, biofuels and in other 

applications. Microalgae are mixotrophic organisms that are able to be both autotrophs and 

heterotrophs. Microalgae can fix and transform CO2 into starch, oilgae, carotenoids and other 

compounds in similar way to plants and they also release O2 in autotrophic cultures [1-3]. In 

addition, organic carbon sources (such as glucose, glycerol, molasses, whey permeate, acetic acid 

etc.) are used to increase the biomass of microalgae in heterotrophic cultures [4-9].  
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Microalgae can be cultivated in ponds and fermenters using wastewater as organic carbon 

sources [1]. Wastewater consists of nutrients (phosphorus, nitrogen, organic carbon, etc.) which are 

required by microalgae for growth and biomass production [10]. The use of wastewater can reduce 

the cost of biomass production because microalgae can grow in it without adding any extra nutrients 

[1]. In addition, biomass production of microalgae in wastewater can reduce organic carbon, which 

is an environmentally friendly process.  

Chlorella is able to grow mixotrophically in a short time and has simple growth 

requirements [11, 12]. Chlorella contains abundant nutrients, especially high protein content, which 

are beneficial to human and animal health [13]. In addition, Chlorella can be used to remove the 

colour and COD of textile wastewater effluent [14, 15]. It also removes nitrogen, phosphorus and 

carbon from water to reduce eutrophication in an aquatic environments, and it tolerates untreated 

wastewater [16, 17].  

In this study, to save the cost of microalgal biomass production, starch processing 

wastewater was used as organic carbon and nutrient sources for cultivation. The microalga Chlorella 

sp. was chosen to investigate the optimal conditions for increasing biomass concentration in 

mixotrophic culture.  

 

 

2.  Materials and methods 
 

2.1 Isolation and purification 
 

The microalga was isolated from wastewater treatment ponds (oxidation ponds) at a noodle making 

plant in Sisaket Province, Thailand, with a plankton net (10 µm  7 µm in size). The microalga 

Chlorella-like green colonies were separated using a sterile micropipette washing method [18] and 

cultivated in a modified Chu13 [19]. The microalga Chlorella was subjected to purification by serial 

dilution followed by plating. The single colony was isolated and cultured in liquid modified Chu13 

medium at room temperature (28-30ºC), with a light intensity of 3,000 lux using cool-white 

fluorescent lamps (16 h) for 7 days. The isolated microalga was approximately identified as the 

genus Chlorella according to morphological properties [20].  
 

2.2 Microalgal cultures 
 

The microalga Chlorella sp. S2 was grown in starch processing wastewater. The waste water 

samples were obtained from an anaerobic pond (No.1), facultative pond (No.2) and aerobic ponds 

(No.3 and No.4) of a noodle making plant in Sisaket Province, Thailand. The pH values of the 

wastewater samples were acid and neutral pH (5.44-7.13) in ponds No.1-4. The values of 

phosphorus, nitrogen and potassium in the wastewater samples were determined following 

AWWA/APHA protocols [21]. The starch processing wastewater was dark because it contained 

some suspended solids. Therefore, the suspended solids were removed by filtration with absorbent 

cotton and sterilized with chlorine (calcium hypochlorite; Ca(OCl)2) at a concentration of 15 ppm 

for 30 min. Chlorine was able to reduce the problems associated with light-shading and the mass 

transfer of oxygen. To reduce the effect of chlorine on the microalga growth, chlorine was removed 

by filtered air bubbles from an air pump (0.5 l/min) for 1 h.  

The cultivation of the microalga Chlorella sp. S2 was attempted by adding 10% (v/v) of 

seed culture (5106 cells/ml) in 400 ml of starch processing wastewater medium. The culture was 

incubated with 0.03% CO2 (0.02 l/min) at room temperature, with a light intensity of 3,000 lux using 

cool-white fluorescent lamps (light intensity with 16:8 h light photoperiod) for 7 days. 
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Nitrogen sources (NaNO3, NH4Cl and KNO3) at 7.5 mM of nitrogen were added to the 

starch processing wastewater medium samples to increase the biomass of microalga Chlorella sp. 

S2. Then, the optimal concentration of nitrogen at 3.7, 7.5 and 15.0 mM were tested. The effect of 

sunlight was also tested in order to save cost on biomass production.   

 

2.3 Analytical methods 
 

All wastewater samples were analyzed for  phosphorus, nitrogen and potassium. The pH values of 

culture broths were measured by pH meter (pH 900, Amtast Industry, USA). Cell concentrations of 

microalga Chlorella sp. S2 were determined using a hemocytometer. Flocculation of microalga was 

attempted by adding Alum (0.3 g/l at pH 6.0) [22]. Next, sedimentation was allowed to occur under 

gravity for 10 min and supernatant was removed and precipitate was dried at 60ºC until constant 

weight was observed for microalgal biomass. The specific growth rate (µ) was calculated using data 

in the exponential phase using the following equation: 

 

µ (d-1) = 
𝑙𝑛

𝑥2
𝑥1

𝑡2−𝑡1
 

 

where 𝑥1 and 𝑥2 are the concentrations of microalgal cells (g/l) at time 𝑡1 and 𝑡2, respectively [23].  

All experiments were performed in triplicate. Analysis of variance was performed to 

calculate significant differences in treatment means, and the least significant difference (p≤0.05) 

was used to separate means, using SPSS software. 

 

 

3.  Results and Discussion 
 

3.1 Growth of microalga in the starch processing wastewater 
 

Under the microscope, the isolated S2 showed a spherical shape with no flagellum (Figure 1). It was 

identified as Chlorella sp. S2 by morphological criterion. The microalga Chlorella sp. S2 was 

cultivated in starch processing wastewater collected from oxidation ponds (No.1-4) in the noodle 

making plant. The algal biomass concentration from pond No.2 increased faster and to a higher level 

compared with other ponds (No. 1, 3 and 4) (Figure 2). It provided the highest biomass of 2.260.12 

g/l on the 7th day and also provided the highest cell number of 5.6106 cells/ml on the day 5th while 

entering the steady stage until the 7th day. It was interesting that biomass was cultivated from 

microalga Chlorella sp. S2 without addition of any nutrients in the starch processing wastewater 

yielded high biomass. This might have been because there were organic carbon and nutrient 

elements (phosphorus 230.96 mg/l, nitrogen 7.9 mg/l and potassium 55.97 mg/l) for the growth of 

microalga Chlorella sp. S2 in the mixotrophic condition. This might be the reason of cost saving for 

biomass production of Chlorella sp. S2. There were lower biomass and cell number in the starch  
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Figure 1. The microalga Chlorella sp. S2 under the microscope (40) 

 

 
 

Figure 2. Comparison of growth of Chlorella sp. S2 in the starch processing wastewater from 

wastewater treatment pond No.1 (a), No.2 (b), No.3 (c) and No.4 (d) 

 

 

a    b 

    

  d    c 



 
Current Applied Science and Technology Vol. 21 No. 2 (April-June 2021) 

 

387 
 

processing wastewater from wastewater treatment ponds No. 1, 3 and 4, a result which might have  

been influenced from the depletion of nitrogen in the culture medium used. There was a nitrogen 

concentration of only 7.9 mg/l in the starch processing wastewater medium. An increase in 

microalgal biomass was found under nitrogen-rich conditions [24]. On the other hand, microalga 

Chlorella protothecoides grew well using glucose as a carbon source on the heterotrophic condition 

[25]. In all cultivations, pH increased from 6.8 to 9.5 because CO2 dissolves in the culture medium 

as bicarbonate form (HCO3
−). When microalgae consumes CO2, the OH− is formed and makes the 

culture medium more alkaline [26]. 

 

3.2 Effect of nitrogen sources on growth 
 

There was a low nitrogen concentration (7.9 mg/l) in the starch processing wastewater from 

wastewater treatment pond No.2. Hence, the biomass production of microalga Chlorella sp. S2 was 

enhanced by addition of nitrogen sources. The influence of NaNO3, NH4Cl, KNO3 (7.5 mM 

nitrogen) was investigated as shown in Figure 3. The biomass of microalga Chlorella sp. S2 

increased rapidly in the starch processing wastewater with the addition of KNO3 (2.57±0.18 g/l), 

Na2NO3 (2.27±0.08 g/l) and NH4Cl (2.42±0.21 g/l), respectively. The addition of nitrogen sources 

provided the highest biomass on the 4th day, whereas cell number increased steadily until the day 5th 

(Figure 3b) but the biomass did not increase. However, without addition of nitrogen sources, the 

biomass developed later, on the 5th day. Microalgae cultivation should have suitable nitrogen 

concentration because they require nitrogen to synthesize proteins [27]. Thus KNO3, which showed 

a rapid increase of biomass and cell number, was chosen as a suitable nitrogen source. This was 

similar to previous research with Chlorella protothecoides, where biomass concentration increased 

with the addition of both inorganic and organic nitrogen sources (nitrate, ammonium and urea) [25]. 

The highest biomass concentration of Chlorella sorokiniana occurred when glycine was used as the 

nitrogen source [28]. 
  

3.3 Effect of nitrogen source concentration on growth 
 

The optimum levels of nitrogen (KNO3) concentration for the biomass production of Chlorella sp. 

S2 were varied from 3.7 to 15.0 mM as demonstrated in Figure 4. The effect of nitrogen (KNO3) 

concentration on growth was observed. When the concentration of KNO3 was increased, the biomass 

and cell number of Chlorella sp. S2 also increased steadily until the 5th day of cultivation. It was 

interesting that the biomass and cell number of Chlorella sp. S2 grew slightly faster and provided 

the highest specific growth rate of 0.351 d-1 at KNO3 of 7.5 mM (Figure 4b). However, there was 

no significant difference between 7.5 and 15.0 mM of KNO3. The biomass concentration in the 

starch processing wastewater without addition of nitrogen was similar to the addition of 3.7 mM of 

KNO3 (Figure 4a), but with the addition of KNO3, Chlorella sp. S2 grew slightly faster. In addition, 

the broth culture medium of Chlorella sp. S2 presented dark green at 7.5 and 15.0 mM of KNO3 as 

shown in Figures 5c and 5d, respectively. The biomass of microalga Nannochlolis also increased 

when the nitrate concentration was increased from 0.9-9.9 mM of nitrate [29] while Scenedesmus 

dimorphus provided high biomass at 0.06 M of nitrate [30]. At the low concentration of KNO3 (3.7 

mM), it was yellow-green (Figure 5b) and without addition of nitrogen source it was bright yellow-

green (Figure 5a). This means there was not enough nitrogen concentration in the starch processing 

wastewater for microalgal growth. Furthermore, the biomass production of Scenedesmus dimorphus 

and Chlorella photothecoides increased in medium which had high a concentration of nitrogen [30] 

while the biomass production of Chlorella vulgaris decreased in the medium with a limit nitrogen 

concentration [31].   
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Figure 3. Effect of nitrogen sources on cell number, biomass and pH of Chlorella sp. S2 in the 

starch processing wastewater from wastewater treatment pond No.2: NaNO3 (a), NH4Cl (b) and 

KNO3 (c) 

 

3.4 Effect of sunlight 
 

Microalgae are autotrophic organisms, therefore, light is the most important factor which affects 

growth and storage of products [32]. To reduce the cost of microalgal cultivation, the effects of 

lighting sources were observed as shown in Figure 6. The microalga Chlorella sp. S2 was grown in 

the starch processing wastewater medium with the addition of KNO3 (7.5 mM). It was found that 

Chlorella sp. S2 grew well and provided the highest biomass and cell number of 2.23±0.04 g/l and 

6.18±106 cells/ml, respectively on the 5th day of cultivation. It showed a specific growth rate of 

0.328 d-1. The specific growth rate of the microalga Chlorella sp. S2 under sunlight conditions 

slightly decreased compared to that of culture using cool-white fluorescent lamps (16 h) (0.351         

d-1). That might have been influenced by the high light intensity of the sunlight (3,000-6,000 lux), 

which was not suitable for growth of the microalga Chlorella sp. S2. 

 

 

   c 

   a    b 
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Figure 4. Effect of nitrogen concentration at 3.7 mM (a), 7.5 mM (b), and 15.0 mM (c), on cell 

number, biomass and pH of Chlorella sp. S2 in the starch processing wastewater from wastewater 

treatment pond No.2 

 

    
a b c d 

 

Figure 5. The microalga Chlorella sp. S2 cultures after cultivation in the effluent without addition 

of nitrogen (a), with addition of nitrogen at 3.7 mM (b), 7.5 mM (c) and 15.0 mM (d) of KNO3 on 

7th day 

   a     b 

   c 
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Figure 6. Effect of sunlight and fluorescent lamps at 3,000 lux light intensity with 16:8 h light 

photoperiod on cell number, biomass and pH of Chlorella sp. S2 in the starch processing 

wastewater with the addition of 7.5 mM KNO3 

 

 

4.  Conclusions 
 

The microalga Chlorella sp. S2, isolated from the starch processing wastewater in the noodle 

making plant, grew well in the starch processing wastewater from wastewater treatment pond No.2. 

It provided high biomass concentration and cell number with and without the addition of nitrogen. 

When the starch processing wastewater medium with added KNO3 at 7.5 mM, the highest specific 

growth rate occurred and the biomass of the microalga Chlorella sp. S2 increased slightly faster. 

The microalga Chlorella sp. S2 also grew well under sunlight. This study has shown that the starch 

processing wastewater from the noodle making plant under the sunlight was able to cultivate the 

microalga Chlorella sp. S2. 
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Abstract 
 

This paper describes the classification model development of inbound tourism form in Thailand. 

The models utilized both labeled and originally unlabeled data sets. The latter data set, which was 

obtained from the Ministry of Tourism and Sports of Thailand that regularly collects unlabeled 

data, mandated the synthesis of tourism form labels to be usable for classification. To achieve such 

a label synthesis, we proposed a cluster-to-class mapping algorithm that consisted of three steps. 

First, searching the best tourist clustering model among the unlabeled tourist data set by 

comparing the results of K-means, hierarchical cluster analysis, random clustering, and DBSCAN 

techniques. Second, mapping the clusters to the classes of the labeled data set based on Euclidean 

similarity to reveal the tourism form labels for the clusters. Finally, searching the best tourism-

form classification model based on the data sets with real and synthesized labels by engaging 

Naïve Bayes, support vector machine, linear regression, and decision tree techniques. 

Experimental results show that our algorithm effectively generated the tourism form labels since, 

when using them, we obtained a neutral network model that was capable of predicting the inbound 

tourism forms of an unseen tourist data set with an F-measure value as high as 98.99%. 

 

Keywords:  tourism form; classification algorithm; clustering algorithm; cluster-to-class mapping 
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1. Introduction 
 

Tourism industry plays a leading role in Thailand’s economy as domestic and international 

tourism contributes 2.01 trillion baht per annum by average to the Thai national Gross Domestic 

Product (GDP) or 15% of total GDP. Moreover, the tourism industry has in recent years employed 

4,129,382 people per year or 10.82% of national employment by average. Specifically, income 

from inbound tourism averaged as high as 10% of the national tourism direct gross domestic 

products (TDGDP) [1]. It was expected that a tourism situation in Thailand in 2020 would gain a 

contribution by 37 million foreign tourists or 1.73 trillion baht, which has declined from the 2019 

report on the number of 39.8 million foreign tourists who contributed 1.88 trillion baht.                
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To stimulate the tourism industry’s resiliency in the second half of the year after the end of 

COVID-19 pandemic is deemed important [2]. One strategy that can be used to boost Thailand 

tourism is to exploit technology and digital platform to meet the personal needs and lifestyles of 

tourists in terms of tourism forms [3]. Therefore, relevant marketing analysts and entrepreneurs 

must understand and adapt to such needs [4] although tourism planning and developing is large-

scaled and requires highly accurate forecasting to reduce potential risk in a decision making 

process [5]. The forecasting can be conducted by utilizing recorded tourist data that is collected 

regularly by Office of the Permanent Secretary of Ministry of Tourism and Sports. Unfortunately, 

such data is totally unlabeled and inbound tourist data has no label of tourism forms because the 

data collection has been done without the awareness of the tourism forms’s benefits. The 

unlabeled data cannot be used to enable both tourism-relevant public and private sectors to 

discover and respond to the lifestyle of inbound tourists. To solve such a problem, the unlabeled 

data must be processed to synthesize tourism form labels that are useful for the forecasting of the 

needs of inbound tourists to advocate the inbound tourism market in Thailand. 

 In Panawong et al. [6], classification model of tourism forms, synthesized by latent 

semantic analysis and machine learning, was created based on 10,250 places of data and 11 types 

of tourism places. The results were that support vector machine (SVM)- and back propagation 

neural network (BPNN)-based models using such latent semantic analysis were effectively 

accurate by 77.82% and 75.96%, respectively. In Chatcharaporn et al. [7], Naïve Bayes was used 

to classify Thailand tourism websites based on a lightweight tourism ontology into 6 types from 

totally 475 websites. It showed that classification model was effectively accurate to 97.39%. 

Market segmentation of inbound tourism for foreign tourists in Thailand revealed that the most 

accurate classification model of tourists was Naïve Bayes [8]. Liu et al. [9] created a cluster of 

new entry tourists and analyzed the main features of tourism packages and seasonal tourism 

development that defined the identity of tourism packages and gave effective recommendation to 

individual tourist tourism packages. Types of travelling residents at destinations were analyzed 

from tourist behaviors and the tagging period of photos taken by the tourists along their roaming 

places [10]. Empirical analysis system based on neural network for tourism resources appraisal 

showed that ecosystem and culture values were effectively able to build up the values of 

recreational resources [11].  The unsupervised machine learning of the market segmentation of 

leading international tourism businesses in Thailand [8] reported that the best method was the K-

means technique that clustered into 5 segments. The segmentation of local tourists in Thailand 

based on a correlation-based weighting algorithm, self-organizing map (SOM), K-means, and 

Fuzzy C-Mean revealed that the weighting algorithm performed best [12]. Cufoglu [13] found that 

hierarchical clustering both forward and backward of tourists yielded a precision of 85.51% for 

recommending tourism services to individuals. Rodríguez et al. [14] developed a hierarchical 

clustering approach for smartphone geo-localized data to detect meaningful tourism-related market 

segments. Clustering results were divided into two main clusters and four sub-clusters that could 

be interpreted according to tourists’ temporary spatial patterns and the repetition of visiting 

patterns. Based on these related works, there is no method for transforming unlabeled tourism data 

into labeled data. Therefore, a process for the generation of labels for tourism forms facilitating 

effective classification is needed.  
 For the above reason, we propose in this paper a novel algorithm for tourism-form label 

synthesis based on Euclidian distance to create effective forecasting models of tourism forms for 

Thailand’s inbound tourism market. 
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2. Methodology 
 

Figure 1 portrays the conceptual framework of our research and is described as follows. There are 

two input data sets: data set 1 contains tourism form labels whereas data set 2 has no tourism form 

labels. Data set 2 is initially clustered by using the most efficient clustering model that emerges 

from the experiments of K-mean, hierarchical clustering, random clustering, and density-based 

spatial clustering of applications with noise (DBSCAN) algorithms. The best model is measured 

based on a metric called Davies-Bouldin index. Then, the resulting clusters together with data set 

1 is exploited by our proposed cluster-to-class mapping algorithm to generate tourism form labels 

for all records in data set 2. Subsequently, data set 2 with labels and data set 1 are used to train and 

test classification models to seek the most effective one based on Naïve Bayes, neural network, 

support vector machine, linear regression, and decision tree algorithms. The performance of the 

classification models are measured in terms of accuracy, precision, and recall as well as F-

measure. By comparing such models’ performance values, the effectiveness of our algorithm is 

finally revealed. 
 

 
 

Figure 1. Conceptual framework  
 

2.1 Definition of tourism forms in Thailand 
 

Since we utilized Thailand’s tourism forms as classification labels throughout this paper, it is 

important to understand what they mean. Tourism authority of Thailand (TAT) has classified the 

inbound tourism forms into 10 forms as follows [15]. 
  1) Eco-tourism is a tourism form that is exclusively concerned with local natural feature 

having environment management and local cooperative tourism focusing on building conscious 

mind toward sustainable ecosystem preservation.  

  2) Arts and science educational attraction standard is defined as a tourism form related to 

the visiting places of special interest, for example, exclusive museum, educational tourism places 

including science, industry, technology, and meeting, and seminar.  

  3) Historical attraction is a tourism form that focused on places with historical values 

such as archaeological sites, religion, and ancient places, or those with historical parks, 

fortifications, museums, temples, and places of worship.  



 
Current Applied Science and Technology Vol. 21 No. 2 (April-June 2021) 

396 

 

  4) Natural attraction is a tourism form with the sightseeing of nature such as geographical 

landscapes, waterfalls, and the mighty symbols of local areas.  

 5) Recreational attraction is a tourism form focuses on recreation, amusement, 

entertainment, and education such as entertainment, zoo, amusement park, and the places of Thai 

culinary experience.  

  6) Cultural attraction is a tourism form involved with the values of art and culture that are 

legacies from generation to generation, for example, festivals, lifestyle, art exhibition, culture, 

local products, dress code, language, and tribal groups.  

  7) Health tourism is a tourism form with the purposes of medical treatment, hot spring, 

spa, and health massage.  

  8) Sea and beach attractions consist of sea and beach as the natural locations that offer 

activities for visitors, for example, swimming, sun-bathing, diving, water sports, and beachside 

recreation.  

  9) Sport tourism focuses on sport activities for tourists or sport competition.  

        10) Adventure tourism is a form with extreme activities such as hiking and mountain 

biking.  
 

2.2 Data gathering and engineering 
 

We collected data set 1 at Suvarnabhumi airport in 2019 from the questionnaire surveys of 330 

inbound tourists traveling back to their countries. The data set included the tourists’ tourism forms 

according to Section 2.1. Data set 2 was obtained via an official data acquisition process from the 

Ministry of Tourism and Sports of Thailand in 2017. The data set was collected from 400 tourists. 

This data set was totally unlabeled in terms of tourism forms unlike data set 1. However, both data 

sets contained the same 26 basic attributes: tourist ID, gender, age, marital status, region, 

nationality, occupation, income, tour purpose (e.g., business, conference, studying, sightseeing), 

sea and beach, eco-tourism, adventure, historical city tour, learn local resident, medical treatment, 

spa and wellness, Thai food, night life, theme park entertainment, nation special event festival, 

diving snorkeling, golfing, shopping, Thai boxing, Thai cooking class, and other activities. The 

values of the 10th to the last attributes were binary (i.e., yes or no) while the other attributes had 

nonnegative integer values. Tourist ID represented the seasonal behavior of tourists. Tourist ID 

was actually the ID of questionnaire taken by each tourist. The questionnaires were collected in 

every quarter throughout the year. Therefore, tourists with nearby tourist ID values might favor 

similar tourism forms. As for data set 1, tourism type was additionally the 27th attribute whose 

possible values were of the 10 tourism forms and served as the labels. All attribute values in both 

data sets were also converted to integers, and fortunately both data sets had no missing values. 

 

2.3 Algorithm and model development 
 

This section describes the formulation of our tourism-form-label synthesis algorithm, which was 

used to unlock the benefits of data set 2. The steps are explained below while their corresponding 

results will be reported in Section 3. As for experimental tools, we employed RStudio version 

3.6.1 [16] and RapidMiner version 9.5 [17].  
 

2.3.1 Clustering unlabeled data 

 

We experimented four well-known clustering algorithms to construct the best clustering results 

based on data set 2 to be used in the next step. Clustering is unsupervised learning for grouping 
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data [18] based on partitioning, hierarchy, density, or grids [19]. We shortly describe such 

algorithms below, which are the basis of our proposed algorithm. 
    K-mean clustering [18] performs data partitioning based on the predefined number of 

clusters that is called 𝑘. Let a data set 𝑇 = {𝑥1, 𝑥2, … , 𝑥|𝑇|} and an attribute set 𝑥𝑖 =
{𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑛} where n is the number of dimensions. Let 𝐶 = {𝑐1, 𝑐2, … , 𝑐𝑘} be 𝑘 clusters, each 

of which has a member set  𝑐𝑗 = {𝑥′𝑗1, … , 𝑥′𝑗|𝑐𝑗|} where 𝑐𝑗   is a member of 𝐶, and 𝑥𝑖 is a member 

of 𝑇. The formal description of K-means can be described in equation (1) 

𝑑(xi, c′j) = |xi − c′j|, c′j =  
1

|cj|
∑ x′jk

|cj|

k=1
                            (1) 

 

where 𝑑  represents the distance from 𝑥𝑖 to 𝑐′𝑗.  𝑥𝑖 is represented by an n-dimensional attribute 

vector. 𝑐′𝑗 represents the centroid of each cluster. 𝑥′𝑗𝑘 dictates the member object of 𝑐𝑗 dimensions. 

𝑥𝑖 is assigned to 𝑐′𝑗 if their 𝑑(xi, c′j) is minimal. To calculate 𝑑, Euclidean distance is engaged in 

this paper. 
   Hierarchical clustering [18] relies on a tree structure called a dendrogram. This 

approach groups data into a tree of clusters without a predefined number of clusters by merging 

the similar objects or object groups and splitting dissimilar objects or object groups. There are two 

types of hierarchical clustering methods, agglomerative and divisive, depending on whether the 

hierarchical structure (tree) is formed in either bottom-up (merging) or top-down (splitting) style. 

The agglomerative hierarchical clustering starts with having each object in its own cluster and then 

merges these atomic clusters into larger and larger clusters, until all of the objects are included in a 

single cluster or until some certain termination conditions are satisfied. On the other hand, the 

divisive hierarchical clustering performs the reverse of agglomerative hierarchical clustering by 

starting with all objects in one cluster and subdivides it into smaller and smaller pieces, until each 

object forms a cluster on its own or until satisfying certain termination conditions, such as a 

desired number of clusters is obtained or the diameter of each cluster is within a certain threshold. 

Four widely used measures of distance between two clusters are single linkage, complete linkage, 

centroid comparison, and element comparison. In this research, agglomerative hierarchical 

clustering and the criteria for the single linkage (minimum distance) defined in equation (2) were 

utilized. Single linkage (minimum distance) is      
𝑑𝑚𝑖𝑛(𝐶𝑖𝐶𝑗) =𝑚𝑖𝑛𝑝∈𝐶𝑖,𝑝′∈𝐶𝑗

|𝑝 − 𝑝′|                                           (2) 

where 𝐶𝑖  is cluster  𝑖  and  𝐶𝑗   is cluster 𝑗, 𝑝 is distance between objects in 𝐶𝑖 , 𝑝′ is distance 

between objects in 𝐶𝑗  and |𝑝 − 𝑝′| is distance from 𝐶𝑖 to 𝐶𝑗 [20]. 
    Random clustering was generated by shuffling the elements between the fixed clusters. A 

prevailing assumption for the random clustering ensemble is the permutation model in which the 

number and sizes of clusters are fixed [21]. If ball 1, ..., ball 𝑘 are thrown to form a partition 𝐴 ∈
𝐴𝑘, then ball 𝑘 + 1 is put into an empty urn with probability  𝑝𝑘 and into an urn with j balls with 

probability (1 − 𝑝𝑘)𝑗/𝑘. This ball throwing is continued for 𝑘 = 1, 2 3, … . Mathematically, the 

clusters at the nth step form a partition of the finite set 𝑢𝑛 = {1, 2, … , 𝑛}, i.e., the set of labeling 

numbers on balls up to ball 𝑛. The family of all partitions of 𝑢𝑛 is denoted by 𝐴𝑛. If a partition 

𝐴 ∈ 𝐴𝑛 has 𝑠𝑗 subsets of cardinality j (i.e., 𝑠𝑗 clusters of size j or 𝑠𝑗 urns with j balls), 𝑗 = 1, … , 𝑛. 

At the nth step of the random clustering process mentioned above, the probability that ball 1, ..., 

ball 𝑛 form a partition 𝐴 ∈ 𝐴𝑛, as shown in equation (3) [22]. 

𝑃(𝐴; 𝐴𝑛) =  𝑓𝑛(𝑠) = 𝑓𝑛(𝑠; 𝑝) =
∝𝑢

∝[𝑛]
∏ ((𝑗 − 1)!)𝑠𝑗𝑛

𝑗=1 ,   0 < 𝑝 < 1, 0 < 𝛼 < ∞,     (3) 
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Define 𝑠 = 𝑆(𝐴) ∈ 𝑠𝑛, 𝑢 = ∑ 𝑠𝑗

𝑛

𝑗=1

, and ∝[𝑛]=∝ (∝ +1) ⋯ (∝ +𝑛 − 1), ∝= 𝑝/(1 − 𝑝). 

where 𝑃(𝐴; 𝐴𝑛) is independent of the order of 𝑛 balls thrown in, and is invariant with respect to 

the permutation of the indices of the balls. 𝑆(𝐴)is the size index of 𝐴. 𝑓𝑛(𝑠) 𝑖𝑠 the invariance with 

respect to the indexing of balls in 𝑆(𝐴) , 𝑓𝑛(𝑠; 𝑝) 𝑖𝑠 the invariance with respect to the indexing of 

the probability of  𝑆(𝐴), 𝑢 is the number of cycles of 𝐴 ∈ 𝐴𝑛, 

∝ is the Poisson approximation, 𝑝 is the probability of an event in sample space 𝐴𝑛.  𝑛 is thrown to 

form a partition 𝐴 ∈ 𝐴𝑛. 

  Density-based spatial clustering of applications with noise (DBSCAN) is a density-based 

clustering algorithm that finds the regions of objects with sufficiently high density into cluster. By 

this nature, it discovers clusters of arbitrary shape in spatial databases with noise. In this method, a 

cluster is defined as a maximal set of density-connected points. Neighborhood objects within a 

radius 𝜀 of a given object is called the 𝜀 − 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑 of the object. Each core object has a 

minimum number called MinObjs. Given a set of objects 𝐷, an object 𝑝 is directly density-

reachable from the object 𝑞 if 𝑝 is within the 𝜀 − 𝑛𝑒𝑔ℎ𝑏𝑜𝑟ℎ𝑜𝑜𝑑 of 𝑞, and 𝑞 is core object. An 

object 𝑝 is density-reachable from object 𝑞 within respect to 𝜀 and MinObjs in a set of objects, 𝐷, 
if there is a chain of objects 𝑝1, … , 𝑝𝑛, where  𝑝1 = 𝑞 and  𝑝𝑛 = 𝑝 such that  𝑝𝑖+1 is directly 

density-reachable form  𝑝𝑖 with respect to 𝜀 and MinObjs, for 1 ≤ 𝑖 ≤ 𝑛,   𝑝𝑖 ∈ 𝐷. An object 𝑝 is 

density-connected to object 𝑞 with respect to 𝜀 and MinObjs in a set of object, 𝐷, if there is an 

object 𝑜 ∈ 𝐷 such that both 𝑝 and 𝑞 are density-reachable from 𝑜 with respect to 𝜀 and MinObjs. 

Finally, a density-based cluster is a set of density-connected objects that is maximal with respect 

to density-reachability. Every object not contained in any cluster is considered to be noise [18, 23]. 
   Besides the clustering algorithms, a clustering performance metric enlisted in our 

experiments was Davies–Bouldin index (DBI). DBI value is high when data within the same 

cluster has high similarity and data between clusters has low similarity. DBI can be calculated by 

the following formula [24]:  
 

𝐷𝐵𝐼 =
1

n
∑

max
i ≠ j

n
i=1 (

σi+σj

𝑑(𝑐𝑖,𝑐𝑗)  
)                           (4) 

 

where 𝑛 is the number of clusters, 𝑐𝑥 is the centroid of cluster 𝑥,  𝜎𝑥 is the average distance of all 

elements in cluster 𝑥 to centroid 𝑐𝑥, and 𝑑(𝑐𝑖 , 𝑐𝑗)  is the distance between centroids 𝑐𝑖 and 𝑐𝑗. Since 

algorithms that produce clusters with low intra-cluster distances (high intra-cluster similarity) and 

high inter-cluster distances (low inter-cluster similarity) will have a low DBI, a clustering model 

that yields the smallest DBI is considered the best. Table 1 lists the parameter values of 

experimented clustering algorithms. 

 

Table 1. Optimal parameter for each classification model 

Algorithm Parameter configuration 

K-mean clustering 
k=10, max runs=30, Euclidean Distance, Numerical Measure, max 

optimization steps =100 

Hierarchical clustering 
k=10, max runs=30, Euclidean Distance, max optimization steps 

=100, Single Link 

Random clustering 
k=10, max runs=30, Euclidean Distance, Numerical Measure, max 

optimization steps =100 

DBSCAN 
k=10, max runs=30, Euclidean Distance, Numerical Measure, 

epsilon=0.25, Min point=0.5 
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  As the result of this step, 10 optimal clusters produced by the lowest DBI model will be 

engaged in the next Section. 

 

2.3.2 Cluster to class mapping  

 

This section describes our cluster-to-class mapping approach that consists of 4 steps as follows.  

 1) The 10 optimal clusters had their centroids calculated. Similarly, 10 data classes 

(according to data labels) of data set 1 had their centroids figured out as if each class was a cluster. 

The calculation was done by averaging the 26 attribute vectors of all records belonging to the 

same cluster or class as in equation (5) [18, 25]. 

c′i =  
1

|ci|
∑ x′ik

|ci|

k=1                                                               (5) 

where 𝑐′𝑖 is the centroid vector of cluster or class ci , 𝑥′𝑖𝑘  represents each element of 𝑐𝑖 and has 26 

dimensions. 

 2) In this step, we calculated the Euclidean distance between the centroids of each possible 

pair of cluster and class. Since there were 10 clusters and 10 classes, there were totally 100 

possible distances in total to compute. The formula of Euclidean distance simply follows equation 

(6):  

 

𝑑(𝑖, 𝑗) = √(Ci1− Cj1 )
2

+ (Ci2− Cj2 )
2

+ ⋯ + (Ci𝑝− Cj𝑝 )
2

                                  (6) 

where 𝑑(𝑖, 𝑗)  ≥ 0 is a distance from object 𝑖 to object 𝑗. The strength of this algorithm was a non-

variable to the interpretation and rotation of featured area [26] that is suitable for our mapping 

purpose.  

  The ideas of the first two steps are clearly illustrated in Figure 2. The centroid vectors of 

10 classes and the centroid vectors of 10 clusters are paired to compute 100 possible Euclidian 

distances. The distances of these pairs are represented as a 10 x 10 matrix with its rows 

representing 10 tourism forms (i.e., 10 classes) and its columns representing 10 clusters. Each 

element in the matrix notates each of the calculated Euclidian distance. 

 

 
 

Figure 2. Euclidean distance-based cluster-to-class mapping 
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   3) The 100 Euclidean distance values are sorted to find out 10 class-cluster pairs whose 

distances were shortest and classes were unique. The 10 classes served as tourism forms 

associated with the 10 clusters. In this way, tourism form labels were synthesized for each record 

of data set 2. 

   All these three steps are described as our proposed algorithm in Table 2. Input variables 

are C1 (the vector of 10 tourism form classes x1 to x10) and C2 (the vector of 10 tourist clusters y1 

to y10). Output variable L is the vector of 10 tourism forms, each of which is associated with each 

member of C2 (i.e., l1 is tourism form of y1, l2 is tourism form of y2, and so on). Line (1) to line (6) 

calculate Euclidean distances between 10 tourist clusters and 10 tourism form classes. The result is 

stored in 10 x 10 sized distance matrix, EDmatrix, (i.e., the 10 x 10 matrix in Figure 2) in line (3). 

Line (7) transforms EDmatrix to a vector of 100 Euclidean distance values. The 100 values are 

then sorted on line (8). Vector L in line (9) is initialized to nulls. The loop on line (10) repeats 

until unique labels are associated with all 10 clusters in C2 and saved into L. Line (11) to line (13) 

search for the shortest Euclidean distance with respect to each class. 

 

2.3.3 Classification performance comparison 

 

At this point, both data set 1 and data set 2 have been labeled. We deployed them as training and 

test sets in combination to construct four classification models: the first model was trained and 

tested by using data set 1 based on a hold-out technique, the second model was trained and tested 

by using data set 2 based on a hold-out technique, the third model was trained by data set 1 and 

tested by using data set 2, and the last model was trained by using data set 2 and tested by using 

data set 1. The performances of these models are compared to conclude research findings. 

  
Table 2. Thailand-inbound-tourism-form label synthesis algorithm by mapping 10 clusters to 10 

classes based on Euclidean distances 

Algorithm: Tourism form label synthesis 

Input     C1 is vector of 10 tourism form classes, (x1, x2, …,x10) where xi has centroid vector (xi1, xi2, …,xi26) 
           C2 is vector of 10 tourist clusters, (y1, y2, …,y10) where yi has centroid vector (yi1, yi2,  …,yi26) 
Output  L = (l1, l2, …,l10) is vector of tourism forms associated with members of C2  
Begin 

(1)       For (i ← 1; i=i+1; i<=10) do 

(2)           For (j ← 1; j=j+1; i<=10) do 

(3)               EDmatrix ← sqrt(∑ (xik − yijk)
226

k=1 )  // Euclidean distance vector between C1& C2 is stored in 10 x 10  

(4)     // distance matrix. EDmatrix’s rows represent 10 tourism type classes. Matrix1’s columns represent 10 clusters. 

(5)           End for 

(6)        End for 

(7)        M ← convertMatrixToRowVector(EDmatrix) // convert EDmatrix to row vector 

(8)        S ← sort (M) 

(9)        L ← (null, …, null) 

(10)      While (countNotNullMembersOf(L) < 10) // while not all 10 tourism types are assigned as clusters’ labels 

(11)         u ← min(S) // assign minimum element of S to u 

(12)         S ← S-u // remove u from S 

(13)         z ← getClassFromRowIndexInEDmatrixOf(u) // assign class name associated with u in EDmatrix to z 

(14)         If (z  L) // if z has not been assigned as label 

(15)            L[getColumnIndexOf(u)] ← z //Assign z as label by storing it in L at the same column as that of u in    

(16)                                                             // EDmatrix 

(17)     End while 

(18)     Return(L) 

End. 

 

   To create the models, we employed five well-known classification algorithms as follows. 

Classification refers to a supervised machine learning technique used to find objects of relevant 
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class to help with human decision making such as forecasting unexpected events based on 

presented input data [18, 27].  
   Naïve Bayes is possible to presume that all attributes are independent of each other. The 

values of the attributes are conditionally independent of one another, given the class label of the 

object, the formula as shown in equation (7): 

                           𝑐(𝑥) = 𝑃(𝑐𝑖)𝑃(𝑎1(𝑥)|𝑐𝑖)𝑃(𝑎2(𝑥)|𝑐𝑖) … 𝑃(𝑎𝑛(𝑥)|𝑐𝑖)𝑐𝑖∈𝐶
𝑎𝑟𝑔𝑚𝑎𝑥

                                         (7) 

  In this formula, each term, except the first term, is the probability to obtain the attribute 

value, given only the class value. Assume that 𝑎3(𝑥) is dependent on 𝑎2(𝑥), 𝑎4(𝑥) is dependent on 

𝑎1(𝑥) and 𝑎3(𝑥), and others are independent of each other. 𝑃(𝑐𝑖) is the prior probability of 

𝑐𝑖 . 𝑃(𝑎1(𝑥)|𝑐𝑖) is the first number of objects classes 𝑐𝑖 in the training data set. 𝑃(𝑎2(𝑥)|𝑐𝑖) 

𝑃(𝑎𝑛(𝑥)|𝑐𝑖) is the second number of the number of objects classes 𝑐𝑖 in the training data set.  
   Support vector machine (SVMs) determines a decision boundary to be as far away from 

the data of two classes as possible. Given the training data {𝑥𝑖 , 𝑦𝑖}, 𝑖 = 1, … 𝑛, xi ∈ R𝑑 , 𝑦𝑖 ∈

{−1,1} as shown in equation (8): 

minimize      
1

2
||w||2 

subject to     𝑦𝑖(𝑤𝑇𝑥𝑖 + 𝑏) − 1 ≥ 0  for all  𝑖                       (8) 
where  𝑤 is the Euclidean distance, 𝑥𝑖 is datum, represented as a vector of d dimension, 𝑦 is the 

binary class of -1 or +1, the support vector machine finds the best hyperplane which separates the 

positive from the negative examples. The point 𝑥𝑖 on the hyperplane satisfies the formula 𝑤𝑇𝑥𝑖 +
𝑏 = 0, where w is a normal vector that is perpendicular to the hyperplane.  |𝑏|/||w|| is the 

perpendicular distance from the hyperplane to the origin. 
  A neural network that was employed in this paper was specifically a multilayer feed-

forward neural network consisting of an input layer, one or more hidden layers, and an output 

layer. Neural networks operate by requiring cooperation through different nodes in the layers to 

forecast a result as shown in equation (9): 

yi =  ∫(∑ wijxi + θj
N
i=0 )                                          (9) 

where 𝑦𝑖 is the output layer, 𝑥𝑖 is the input layer, 𝑁 is the total number hidden layers, 𝑤𝑖𝑗 is a 

weight for node i to node j, and 𝜃𝑗  is the bias associated with j.   
  Linear regression uses a straight line to approximate correlation between predictor 

variables and responsive variables as shown in equation (10): 

𝑤0 = �̅� − 𝑤1�̅�                                                                 (10) 
where 𝑤0 and 𝑤1 are regression coefficients or weights, �̅� is the mean of 𝑥(1), 𝑥(2), … , 𝑥(|𝑠|), 

and �̅� is the mean of  𝑦(1), 𝑦(2), … , 𝑦(|𝑠|), x is predictor variable of presented data, y is responsive 

variable for coefficient. |s| is a rule of sample of test data set s from 

(𝑥(1), 𝑦(1)), (𝑥(2), 𝑦(2)), … , (𝑥(|𝑠|), 𝑦(|𝑠|)). 
   A decision tree is a tree-like graph consisting of three components: (1) leaf nodes 

(rectangular), (2) decision criterion nodes (ovals), and (3) decision branches (lines). The leaf nodes 

represent classification (decision) outcomes, the root and the intermediate nodes express decision 

criteria. Given a trained set of object and their associated class label, denoted by 𝑇 =

{𝑥1, 𝑥2, … , 𝑥|T|} , each object 𝑥𝑖 is represented by an n–dimensional attribute vector, 𝑥𝑖 =

(𝑥𝑡1, 𝑥𝑡2, … , 𝑥tn,, 𝑐𝑡), depicting the measure values of n attributes, 𝐴1, … , 𝐴𝑛, of the object with its 
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class 𝑐𝑖 ∈ 𝐶, one form m possible class, 𝐶 = {𝑐1, 𝑐2, … , 𝑐m}. Here, suppose that 𝐴𝑖 has 𝑛𝑖 possible 

values {𝑎𝑖1, 𝑎𝑖2, … , 𝑎i(𝑛𝑖)}. That is, 𝑥𝑖𝑡 ∈ {𝑎𝑖1, 𝑎𝑖2, … , 𝑎i(𝑛𝑖)} , a binary partition p divides the values 

of the attribute 𝐴𝑖. The decision tree selects the best attribute as the first node in order to split the 

training set into a number of subsets. To select such an attribute, we used the gain ratio defined in 

equation (11). 

Information gain:                    InfoGain(T, Ai) = Info(T) − ∑
|Tij|

|T|
𝐼nfo

𝑛𝑖
k=1 (Tij)                (11) 

                                                 Info(T) =  ∑ (−1) ∙ 𝑝(𝑐𝑘, 𝑇) ∙𝑚
𝑘=1 log2(𝑝(𝑐𝑘, 𝑇))     

                                                 Info(Tij) =  ∑ (−1) ∙ 𝑝(𝑐𝑘, Tij) ∙𝑚
𝑘=1 log2 (𝑝(𝑐𝑘, Tij)) 

                                                 Where 𝑝(𝑐𝑘, 𝑇) = 
|Tk|

|T|
   and  𝑝(𝑐𝑘, Tij) = 

|Tijk|

|Tij|
 

 

Gain ratio:                         GainRatio(T, Ai) =
InfoGain(T,Ai)

SplitInfo(T,Ai)
                                                                

                                                      SplitInfo(T, Ai) = ∑ (−1)m
k=1 ∙ p(Tij) ∙ log2 (p(Tij)) 

                                                       where p(Tij) =
|Tij|

|T|
 

 

where 𝑇 is a training set before splitting, node 𝐴𝑖 is selected for splitting, 𝑐𝑘 is the k-th class, 𝑇𝑘 is 

the set of the instances with the class 𝑐𝑘 in the set 𝑇, 𝑇𝑖𝑗 is a subset of the training set after 

splitting, contains the objects which have the value of 𝑎𝑖𝑗 for the attribute 𝐴𝑖, that is 𝐴𝑖 = 𝑎𝑖𝑗 and 

𝑇𝑖𝑗𝑘 is the set of the instances with the class ck in the subset 𝑇𝑖𝑗.With this notation, |𝑇|  is the total 

number of instances with the training set before splitting, |𝑇𝑘| is the number of class-k instances in 

the set 𝑇, |𝑇𝑖𝑗| is the number of instances in the subset, and |𝑇𝑖𝑗𝑘| is the number of class-k 

instances in the subset 𝑇𝑖𝑗.  
   To measure the performance of classification models, we employed accuracy, precision, 

recall, and f-measure defined in equations (12), (13), (14), and (15), respectively. 

accuracy =    
𝑇𝑃

TP+FP
                                               (12) 

precision  =    
𝑇𝑃

TP+FN
                                                    (13) 

recall =   
𝑇𝑃+𝑇𝑁

TP+TN+FP+FN
                                                       (14) 

f-measure =  
2 x recall x precision

recall+precision
                                             (15) 

 

where TP is true positive results expressing the number of objects which are classified to be true 

correctly, FP is false positive errors representing the number of objects classified wrongly to be 

true, FN is false negative errors indicating the number of objects to be classified as false but it 

should have been true, and TN is true negative results indicating the number of objects to be 

classified as false correctly, the higher all thee four metrics, the better classification model [17]. 

   To conduct classification a training set and a test set are needed. We generated both sets 

by means of a holdout method [19], in which given data was randomly partitioned into two 

mutually exclusive sets, a training set and a test set. Typically, two-thirds of the data are used as 

the training set, and remaining one-third is used as the test set. After that, the training set is used to 

derive a model, whose performance is estimated with the test set. In our classification 

experiments, each data set (i.e., data set 1 and data set 2) is split into a training set (70% of the 
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whole data set) and test set (30% of the remaining data).  Table 3 shows our parameter value 

configuration of each classification algorithm.   
 

Table 3. Optimal parameter configuration for each classification model 

Algorithm Parameter configuration 

Naïve Bayes laplace correction =True 

Neural Network 

hidden layers =2, training cycles =500, learning rate =0.01, momentum 

=0.9,decay =False, shuffle =True, normalize =True, use local random 

seed =False, local random seed =2000 

Support Vector Machine 

kernel type = polynomial, kernel degree =3.0,kernel cache =200,C 

=0.0, convergence epsilon =0.01, max iterations=100000, scale =True, 

L pos =1.0, L neg =1.0 

Linear Regression 
feature selection =M5 prime, eliminate colinear features =True, min 

tolerance =0.05, use bias =True, ridge =1.0E-8 

Decision Tree 

criterion = accuracy, maximal depth =20,apply pruning =True, 

confidence =0.1, apply prepruning =True, minimal gain =0.01, 

minimal leaf size=2, minimal size for split =4, number of prepruning 

alternatives =3 
 

 

3. Results and Discussion 
 

3.1 Clustering result 
 

As described in Section 2.3.1, data set 2 was exclusively processed by different clustering 

algorithms to generate 4 models with 10 clusters each. The algorithm configuration follows Table 

1. The DBI values of the models are shown in Table 4 indicating that the best clustering model 

was derived from DBSCAN. 

 

Table 4. Effectiveness of clustering models for data set 2 

Model DBI 

K-mean clustering 1.833 

Hierarchical clustering 1.102 

Random clustering  0.982 

DBSCAN  0.963 

 

3.2 Label synthesis result 
 

Subsequently, as mentioned in Section 2.3.2, the distance matrix in Figure 2 (i.e., EDmatrix in 

Table 2) is depicted in Table 5. By enlisting our proposed algorithm in Table 2, the shortest 

distances with respect to each unique class were identified and mapped each unique class to each 

unique cluster as portrayed in the X-axis label of Figure 3. The class labels became the labels of 

the tourist data of the clusters. In this way, we could determine which tourist clusters (i.e., data set 

2) had tourism forms conforming to which tourist classes (i.e., data set 1). Cluster 1 is the sea and 

beach tourism form. Cluster 2 is the sport tourism form. Cluster 3 is the spa & wellness tourism 

form. Cluster 4 is the cultural tourism form. Cluster 5 is the ecotourism form. Cluster 6 is the 
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natural tourism form. Cluster 7 is the MICE tourism form. Cluster 8 is the historical tourism form. 

Cluster 9 is the adventure tourism form. And, cluster 10 is the recreational tourism form. 
 

Table 5. Euclidean distances between clusters and classes 

Tourism-form 

class label 

Cluster 

1 2 3 4 5 6 7 8 9 10 

Sea_Beach 2.14 25.70 23.61 19.58 12.22 11.18 13.68 17.60 20.43 13.88 

Eco_tourism 3.30 24.95 22.72 19.57 10.98 11.10 14.65 15.96 21.28 12.95 

Cultural 3.34 29.57 26.94 16.39 13.68 15.10 9.83 20.73 16.52 17.53 

Natural 5.57 21.40 20.39 23.18 11.82 7.75 18.00 13.75 24.69 9.38 

Recreational 3.30 23.89 22.40 21.12 11.99 9.71 15.49 15.98 22.21 11.97 

Historical 3.34 24.34 22.39 20.88 12.12 9.68 15.08 16.75 21.87 12.74 

Adventure 2.67 28.47 26.09 17.26 13.10 14.08 11.02 19.72 17.69 16.46 

MICE_tourism 8.11 33.92 30.30 12.15 15.42 19.92 6.90 23.66 12.79 21.66 

Sport_tourism 2.77 25.52 24.23 20.20 13.24 11.83 14.14 17.24 20.79 13.22 

Health_tourism 7.20 24.14 21.57 22.62 13.14 9.54 17.02 17.77 23.56 13.79 

  

 
 

Figure 3. The value of Euclidean distance mapping of clustering and tourism form 

 

3.3 Classification model construction 

 
Based on Section 2.3.3, Table 6 shows the performance of the four classification models trained 

and tested with the combination of data set 1 and labeled data set 2. When training with data set 1 

and testing with labeled data set 2, the neural network model outperformed the other models with 

F-measure of 94.85%. This means that the synthesized labels reasonably conformed to the labels 

of data set 1. On the other hand, models that were trained and tested with the same data set 1 and 

labeled data set 2 using the holdout technique had the best F-measure of 96.08% and 98.99%, 

respectively. Nevertheless, all of the models trained with labeled data set 2 poorly classified data 

set 1. In particular, the best of such models was SVM having F-measure of only 27.72%. The 

reason seems to be that the newer data set (i.e., data set 2) did not cover most patterns existing in 

the older data set (i.e., data set 1) whereas data set 1 covered most patterns in data set 2 (i.e., 

tourism behavior changed over the studied time period).  
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Table 6. Performance comparison of tourism-form classification models 

Model 

Data set 1  

(train 70%, test 30%) 

Data set 1 (train)  

Data set 2 (test) 
Data set 2  

(train 70%, test 30%) 
Data set 2 (train)  

Data set 1 (test) 
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%
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Naïve  

Bayes 
22.32 

   

46.98 

 

40.13 43.29 26.43 43.12 61.76 50.78 41.13 64.02 66.67 65.32 16.00 20.52 21.80 21.14 

Neural 

Network 
87.98 81.40 85.46 83.38 96.43 95.13 94.57 94.85 99.29 98.21 99.78 98.99 9.25 14.06 15.98 14.96 

Support  

Vector 

Machine 

93.56 97.53 94.68 96.08 61.43 94.11 32.53 48.35 89.72 93.16 92.62 92.88 18.00 34.26 23.27 27.72 

Linear 

Regression 
58.37 69.52 47.20 56.23 71.07 75.68 45.70 56.99 68.09 73.77 68.67 71.13 10.00 37.84 11.31 17.41 

Decision  

Tree 
75.11 75.93 64.51 69.76 65.36 74.38 39.68 51.75 95.39 95.32 97.27 96.29 5.50 25.58 11.27 15.65 

   

  Figure 4 comparatively visualizes the models that were optimal (i.e., italized F-measures 

in Table 6) based on each of four combinations of the data sets. A significant finding is that when 

classifying unseen and unlabeled tourist data (i.e., data set 2 as a test set), which is regularly 

collected by the Ministry of Tourism and Sports of Thailand, the synthesized labels of such data 

set can produce an efficient tourism-form prediction model with F-measure of 98.99%, which 

surpasses a model trained with data set 1 (F-measure = 94.85%). Therefore, our proposed 

algorithm serves as a reasonable solution to the research problem stated in Section 1. 

 

 

Figure  4. Comparison of effectiveness of the best classification models of each pair of the training 

data set and the test data set 

 

 

4. Conclusions 
 

This research proposed an algorithm for generating the tourism form labels of unlabeled Thailand-

inbound-tourist data based on Euclidean distance mapping. First, we clustered the unlabeled data 

set with DBSCAN into 10 clusters. Then the algorithm began with computing the centroids of the 

clusters and the other labeled data set, containing 10 tourism form classes. Subsequently, the 
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algorithm calculated Euclidean distances between possible pairs of the classes and the clusters to 

determine the clusters’ labels. The data set with the synthesized labels was used to train a 

classification model to classify unseen and unlabeled tourist data in an effective manner with F-

measure of 98.99%. A possible reason that our cluster-to-class mapping algorithm performed 

relatively well is the technique of exhaustive search in Figure 2 to evaluate similarity between all 

possible pairs of classes and clusters. Applying a neural network technique in conjunction with our 

algorithm yielded the best classification model for forecasting the tourism forms of inbound 

tourists in Thailand. Tourism entrepreneurs and organization are encouraged to apply our 

approach to unlabeled tourist data that is available at the Office of the Permanent Secretary of 

Ministry of Tourism and Sports in order to promote the growth of Thailand’s tourism economy. 
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Abstract 
 

Animal biotechnology is one of the main areas of biotechnology which concerns the application of 

animals, including transgenic animals, in various fields. Even though these transgenic animals can 

be useful for improving the welfare of humans and animals, the well-being of animals being used in 

the studies may be negatively affected. Ethical issues relating to experimentation on animals and 

the production of transgenic animals are discussed in this review, and included here is a 

consideration of the phenomena of ‘conditional ethical blindness’. Finding alternative protocols 

including the 4 Rs (reduction, refinement, replacement, and responsibility) to minimize the 

employment of animals in scientific procedures is one way to solve these problematic issues. These 

strategies can be successively utilized for certain animal biotechnological protocols and can be used 

to intelligently avoid unethical manipulation of animals. 
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1. Introduction 
 

Nowadays, the advancement of science and technology has become a fundamental part of human’s 

world. Observation and experimentation are the most significant steps in the examination of 

phenomena. Scientific methodologies lead scientists to consider the truth of things that can only be 

proven by the 5 senses, i.e. sight-eye, smell-nose, taste-tongue, hearing-ear, and touch-body [1]. 

However, many scientists are exploring and using the Buddha’s teaching to explain about scientific 

discovery, and there exists a close intellectual bond between Buddhism and modern science [2]. 

Vast areas of science and technology related to Buddhism are being investigated including quantum 

physics, biology, modern biotechnology and so on. Biotechnology is a multidisciplinary area which 

covers the studies of basic sciences such as biochemistry, genetics, microbiology, immunology, 

chemical engineering, molecular and cell biology, including human, plant and animal physiology. 
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Applied sciences such as animal biotechnology, plant biotechnology, food biotechnology, 

agricultural biotechnology, microbial biotechnology, industrial biotechnology, environmental 

biotechnology and pharmaceutics are also included under the rubric of biotechnology.  Smith [3] 

has concluded that biotechnology implies the application of microorganisms, plant or animal cells, 

and enzymes to synthesize, transform or even breakdown materials. The areas of health care and 

medicine, followed by food and agricultural technology are the latest applications of biotechnology. 

Animal biotechnology is depicted as being one of the most important branches of biotechnology, 

and the development of animal biotechnology has contributed immensely to human health, nutrition 

and economy [4]. 

There are many definitions of “animal biotechnology”, and these definitions reflect   

biotechnology novelty and established practice [5].  For example, it may be routine breeding 

technologies, e.g., artificial insemination, and some older breeding practices [6, 7].  Straughan [8] 

defined that “animal biotechnology” covered many well-documented procedures of conventional 

livestock breeding including the utilization of artificial insemination and performance testing. 

Animal biotechnology also includes vast developments in reproductive physiology like embryo 

transfer (surrogacy) and in vitro fertilization (test tube babies). 

Animal biotechnology has been applied mainly for two purposes: to produce animals that 

are employed in fundamental biological research for biological development and function, and to 

create disease models that can mimic human diseases and thus be used for studying diseases 

(Parkinson’s, cystic fibrosis, cancer, etc.) as well as for testing new drugs. The history of animal 

biotechnology began in the early 1980s with the production of genetically modified animals in 

which cloned sheep were created by embryonic cell transfer [9]. Somatic cell nuclear transfer was 

first used in 1996 to create the cloned sheep, Dolly [10]. Although the majority of work within 

animal biotechnology has been carried out using laboratory mice and sheep, as well as cattle, these 

technologies have been more recently adapted to other animal species like pigs, cats, goats, and 

horses. Methodologies and success rates vary from species to species [5]. For example, the success 

rate of using transgenic animals (pigs, sheep and cattle, and other animals) is only about 1% 

compared with 2-5% in mice [3]. 

Recombinant DNA technology (rDNA) is the employment of in vitro nucleic acid 

techniques including recombinant DNA and direct injection of nucleic acids into cells and 

organelles. It is also the technique that produces hybrid DNA by joining pieces of DNA from 

different organisms [4, 11]. The transferring of a foreign gene (for growth hormone) from a rat into 

a mouse by rDNA was the first reported example [11]. Cloning and genetic engineering (genetic 

modification) are two main techniques used to produce the desired organism. Cloning can be defined 

as the production of similar populations of genetically identical individuals whereas genetic 

engineering refers to the modification of DNA in order to create new types of organisms by inserting 

or deleting genes. Reproductive cloning is the re-creation of a whole organism, and recent advances 

in biotechnology have made it possible to reproductively clone mammals in the laboratory [12, 13]. 

 

1.1 The use of transgenic animals 
 

Although there are some risks associated with the production of genetically modified animals or 

transgenic animals, such as the fact that an insertion of foreign gene may disturb the genome 

expression, and that normal reproduction may result in a transgene being released into a wild 

population, the benefits of cloning techniques are considerable, and some of the key benefits are as 

follows [14]: 

1) Animals may be introduced with desired characteristics that require medical treatments 

or any feed supplements. 

2) A desired characteristic of offspring might be established within one generation. 
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3) The characteristics needed can be chosen with greater accuracy and specificity. 

Furthermore, transgenic animals can be produced to improve the quality of meat, the 

efficiency of meat and egg production, and the quality and quantity of milk and wool. In addition, 

transgenic animals may have more disease resistance and can be used for the production of low-cost 

pharmaceuticals and biologicals. A novel and commercially useful utilization of transgenic animals 

is the production of pharmaceuticals or human proteins in transgenic lactating animals [3]. 

Transgenic animals can become bioreactors, producing products like pharmaceuticals that were 

formerly produced only in a culture of transgenic microorganisms [15]. Singh et al. [4] added that 

the development of transgenic animals was one of the most important advances during the last 

decades. Transgenic livestock have played a vital role in the large-scale production of novel 

medications and pharmaceuticals including high valued food for human applications. Numerous 

recombinant proteins and other pharmaceuticals for humans and livestock therapeutic applications 

are being produced using transgenic animals [16]. 

Transgenic technology was originally developed as a research tool for the study of gene 

function in disease models. The first transgenic mouse was developed in the 1980s using pronuclear 

microinjection (a process known as transfection, which is a technique that makes use of finely 

constructed glass needles to inject purified DNA into the fertilized eggs of the selected species) of 

the exogenous DNA [3]. Moreover, genetic modifications must be achieved in cells if the yield is 

too low (low rate of random integration and targeted integration via homologous recombination) 

and this can be done by developing chimeric or transgenic animals [17].  

A transgenic organism is an animal or plant that is generated by the introduction of a 

foreign gene (a transgene) or DNA and the transgene can change the characteristics (phenotype) of 

the organism [18]. Transgenic animals can be addressed as genetically engineered animals, or 

genetically manipulated, genetically modified, genetically altered animals, and biotechnology-

derived animals. A genetically engineered animal is also defined as “an animal that has had an 

alteration in its nuclear or mitochondrial DNA (addition, substitution, or deletion of some part of 

animal’s genetic material or insertion of foreign DNA) accomplished through a deliberate human 

technological intervention.” In addition, transgenic animals may be animals that have undergone 

induced mutations, e.g., by radiation or chemicals which is different from mutations that naturally 

occur in populations. Cloned animals are also considered to be genetically engineered because there 

is a direct intervention and planning involved in producing these animals [19]. Transgenic animals 

have been widely used for various purposes but mainly for human health and animal production. 

Transgenic mammals are significantly used in the areas of biotechnological, agricultural, biological 

and biomedical sciences including the production of human gene therapy, antibody production, 

pharmaceuticals, and disease models for the development of new treatments, blood replacement and 

organ transfer from transgenic animals to humans [20, 21]. 

Animal models serve as models for understanding certain biological phenomena, with the 

prospect that discoveries made in organism models will render insights into the biological functions 

of other organisms [4, 18]. They are also useful for exploring the underlying mechanisms of 

physiology and disease in humans [18]. Animal models have been used to create new medicines for 

different diseases. Pig, for instance, shares several anatomical and physiological homologies with 

human and mimics the human situations in many ways more accurately than other species [22]. 

Thus, transgenic pigs can be used as an animal model of human diseases such as cancer, 

cardiovascular diseases, Alzheimer's disease, diabetes mellitus and cystic fibrosis [23]. Furthermore, 

several types of small mammal models have been developed for cardiovascular abnormalities that 

occur naturally or that are induced experimentally [24]. 

Among the mammalian experimental models, transgenic mice are routinely used as 

mammalian models. Transgenic mice or Omega mice were engineered to carry genes from 

roundworm that were capable of producing essential omega-3 and omega-6 fatty acids from 

saturated fats or carbohydrates. These transgenic mice are used as a new animal model in order to 
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understand the impact of fat on human health [25]. Transgenic fish, birds (poultry) and mammals 

such as goats, cows, pigs, rabbits, and sheep have been developed as exogenous protein production 

systems [4]. In particular, preferred ungulates are pigs, sheep, goats, buffaloes, oxen, antelopes, 

horse, donkeys, deer, mule, elk, caribou, llama, camels and so on. However, working with larger 

animals, such as cattle, proved to be much more expensive than working with smaller animals such 

as mice, pigs, goat and sheep. Therefore, some work only focused on breed-early/lactate-early 

animals like pigs, sheep, and goats [26].  

Innovative materials can also be generated by transgenic animals. For instance, transgenic 

silkworm with chimeric silkworm or spider silk properties has been created by a group of 

researchers.  Another research group produced transgenic silkworms with the ability to produce  

fluorescent silk by introducing genes (derived from a jellyfish) that coded for green fluorescent 

protein  [27]. In addition, transgenic silkworm that could spin out spider silk, which is a super-tough 

fiber, was also engineered at Kraig Biocraft Laboratories (KBL), USA. Dragon silk, one of the latest 

products of this company, was produced from the fibers of these cocoons. This silk is stronger than 

steel and lighter, tougher, and much more flexible than Kevlar but Kevlar has slightly lower tensile 

strength than this synthetic fiber. The company is also searching for possible uses of this silk in 

defensive clothing and other equipment [28]. 

Recently, rhesus macaques (Macaca mulatta), the most widely used monkey model, have 

been tested for vaccine trial against COVID-19 by injecting a weakened respiratory virus coding of 

SARS-CoV-2’s spike protein in 32 rhesus macaques [29]. Moreover, researchers from Sinovac 

Biotech, a private Beijing-based company, also introduced two different doses of their COVID-19 

vaccine to 8 rhesus macaques. After 3 weeks, SARS-CoV-2, the virus that causes COVID-19, was 

then introduced into the monkeys’ lungs through tubes down their tracheas, and it was found that 

no monkey developed a full-blown infection [30]. 

 

1.2 Ethical issues in animal biotechnology 

 
The use of animals in experimental research has increased due to the advancement of research and 

development in medical technology. Each year, millions of animals are being experimentally used 

worldwide and 90% of these animals are mice and rats, including cats, dogs, rabbits and primates 

[31]. The pain, distress and even death of animals during the experimentation have been a dispute 

issue for years [32].  

 Monkeys are one of the most controversial animal models used in experiments because 

they have a close genetic relationship to humans. However, less than 1% of animals used in 

European countries (EU) are monkeys. Monkeys are used only if it is not possible to use a non-

animal model, or other animal species for the research being undertaken. However, monkeys are 

frequently used for testing Covid-19 treatments due to their similarity to humans and they are 

valuable as they provide the most reliable source of information [33]. 

Modern biotechnology, especially animal biotechnology, has the possibility to draw a wide 

range of “moral and ethical concerns”. This is probably because of basic disagreements about what 

our behavior and attitudes towards animals ought to be [8]. Definitions of morals and ethics can 

vary with country, culture, religion, and so on. Different cultures have different moral codes, and 

many of the practices and attitudes that we may regard as correct or natural are really only cultural 

products [34]. However, it is debated that the majority of human beings seems to be content that 

they could benefit from the use of animals, either directly or indirectly. Therefore, the simple use of 

animals by human beings has not normally been seen as a matter for moral concern [8]. Many 

different ethical problems concerning cloning and transgenesis depend on people’s beliefs. 

Recently, the number of animals derived from genetic engineering technology has increased 

significantly, and ethical issues related to this kind of science and animal welfare have grown [35]. 

https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/transgenic-animal
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/bombyx-mori
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/green-fluorescent-protein
https://www.sciencedirect.com/topics/biochemistry-genetics-and-molecular-biology/green-fluorescent-protein
http://www.kraiglabs.com/
http://www.sinovac.com/
http://www.sinovac.com/
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Ethical codes, which are sets of principles for human beings to follow, have been created by a 

number of professional organizations specifically for their respective fields. In Thailand, the 

Animals for Scientific Purposes Act 2015 (2558 B.E.) has been established with the aim to protect 

animals, that are used in any research and other scientific procedures, from unnecessary pain, 

distress, suffering, and lasting harm [36]. Thus, decisions on animal experimentation have often 

been taken not on the basis of established science-based evidence of environmental risk but rather 

on ethical grounds. 

Singer [37] described “conditional ethical blindness” in terms of a researcher in the area of 

animal experimentation, who, conditioned by professional rewards, ignores the ethical issues raised 

by the experiments just like a rat that is conditioned to press a lever in return for a reward of food. 

It is not only the experimenters themselves who suffer from conditioned ethical blindness but also 

research institutes can sometimes have conditional ethical blindness. Some researchers who work 

with animals may want to help solve the problems of human aggression, however, he or she can 

later find that rewards or professional prestige are more important than ethics. 

Lopez [2] claimed that Buddhism is, in fact, the scientific religion best suited for modernity 

throughout the world. Thus, Buddhism remains significant and necessary for humans [38]. 

According to Buddhism, humans have to develop wisdom and virtue at the same time. If science 

goes together with virtue, it will provide more usefulness and convenience to humans.  

Transgenic animals arising from intended genetic change can violate animals and 

sometimes lead to crippling and even death. Thus, the application of genetic modification animals 

as the models of human disease may cause animals to suffer as they develop the disease [39]. In 

Buddhism, it is morally wrong to cause harm to animals. An understanding of the Buddhist concept 

of kamma can be very useful for encouraging humans to be more responsible and to improve their 

moral standards as well as refraining from unwholesome actions [40]. The Buddhist way may help 

solve problems in a manner that gives the least damaging to all the people involved [41]. 
Animals are sentient creatures, and they often value their family.  On the one hand, human 

beings are animals; on the other hand, humans define themselves in opposition to all other animals. 

Through this dualistic interplay, animality has become a fruitful resource for defining what it means 

to be human [42]. Some people may be against the utilization of animals by humans for any purpose, 

whereas others may have special concerns about the impacts of genetic engineering and cloning that 

might affect animal health and welfare. Some people may find it upsetting that industrial 

terminology like “transgenic animal bioreactors” is used to describe genetically engineered animals 

that produce human therapeutic or industrial proteins or agricultural products such as food or even 

as disease model. Mahatthanadull [43] argued against the creation of genetically modified organisms 

that it intentionally conveys contamination of “alien genes” into the immaculate environment 

pervasively. Directionless mutation may ultimately affect the biodiversity of the ecosystem in a way 

that is beyond human control. From this aspect, the ecological equilibrium could be destroyed by 

just a few scientific equations. A new overwhelming species will infiltrate the original species, and 

in doing so causing the extinction of the original species. However, animal cloning and transgenic 

methodologies can surely create welfare concerns. There is always the disturbing possibility that as 

success rates in animal transgenics get higher, there will be increased demand for the use of animals 

in this way.  Thus, effective and responsible communication among scientific community, industry, 

and government stakeholders are vital in order to reach a consensus on the acceptability levels of 

risk for products of animal biotechnology, as well as to identify which set of values should be applied 

to certain acceptable uses of animal biotechnology [44].  

The use of animals in animal biotechnology can cause animals to suffer, therefore, we have 

a moral obligation to protect them from suffering in every way we can [31]. Based on Buddhism, 

the killing or harming of all living beings including animals could violate the first precept. To abstain 

from injury to living creatures is the right action for moral conduct [45]. Mahatthanadull and 
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Mahatthanadull [46] added that the “penalties for the violation of the Five Precepts” are important 

as an aim to raise awareness of the consequences of negligently transgressing the precepts.  For 

example, the killing of a small insect such as an ant attracts a lesser penalty than killing a larger 

animal such as bird or reptile species. The killing of larger animal is a weightier act because it 

requires a greater degree of intention and force than does the killing of a smaller one, i.e. the larger 

the animal, the greater the penalty. In fact, the Buddhist commentaries mention four factors that 

determine the severity of ill-effects that result from killing various kinds of creatures, namely: the 

degree of virtue (or value) of the animal killed, the size of the animal, the effort made to kill, and 

the intention with which the killing is done [45]. Therefore, the Buddha makes it clear that the 

mistreating or killing of larger and more developed animals should be avoided and furthermore that 

the research-related treatment of animals must be done with well-thought-out and good and upright 

intention.  

According to scientist, all life is classified by hierarchical levels of organization and the 

cell holds a special place in the hierarchy of life because it is the lowest level of living organisms. 

Nervous systems distinguish animals from all other kingdoms of life and certain properties of human 

brains distinguish humans from all other animals. The sizes and shapes of animals affect animals’ 

interactions with external environments. A large animal, such as an elephant, has very different body 

proportions than a small animal, such as mouse [47] and the perceptual abilities of various animal 

types (in terms of their senses and brains) vary according to the animal classification. Thus, the 

physical size of animals and kamma are related according to the animal classification designed by 

scientist [48]. 

 

1.3 Alternative methods to animal testing 
 

Technologies related to transgenic and cloned animals might be ethically unacceptable if the animals 

suffer or are frustrated to a greater degree than that experienced by normal animals of the same 

species under similar husbandry. However, if there are no adverse effects on individual animals, 

there is no basis for ethical objections to animal biotechnology. The use of transgenic animals is 

facing concern of negative impacts on environment because of disrupting ecological balance, food 

safety concern, ethical and religious concerns. Thus, recommendations by both government and 

commercial entities are made by supporting of research that helps develop promising bio-

therapeutics and biotechnology products. Information and knowledge regarding genetic 

engineering, production methods, products and regulatory processes should be made available to 

the public. Education concerning the advantages and challenges related to animal biotechnology is 

the key to public understanding. In addition, government inadvertence, regulations as well as 

stringent rules on the research of genetic engineering and transgenic animals should also be 

considered [49]. 

In order to overcome the drawbacks of animal experimentation and to avoid unethical 

procedures, alternatives to animal testing have been proposed [50]. The strategy of 3 Rs, i.e. the 

reduction, refinement and replacement of laboratory use of animals, can be applied [51]. Three Rs 

was first described in 1959 by Russell and Burch as the benevolent and ethical way to use animals 

in research testing and their work was followed worldwide with the establishment of many other 

research tests [52]. These approaches suggest some ways to make animal experiments more humane 

by minimizing the numbers of animals so that the numbers of animals used in experiments are 

reduced, that is by ‘reduction’. At the same time the use of animals has to be planned and refined 

carefully in a way that pain and distress caused during the experiment should be lessen, and this 

constitutes ‘refinement’. For ‘replacement’, it is described as the use of simpler life forms such as 

lower vertebrates and invertebrates or the use of non-sentient materials instead of living conscious 

vertebrates. Two kinds of replacements, i.e. relative and absolute replacement can be applied [53]. 
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These methods can provide an alternative means for drug and chemical testing, up to certain levels. 

The advantages of these methods are time efficiency, require less man power, and these methods 

are also cost effectiveness. Doke and Dhawale [32] also suggested alternative methods as follows: 

1) Computer models: Computers can be used to generate simulations for the prediction of 

many possibilities of biological and toxic effects of a chemical or potential drug candidate without 

dissecting animals. 

2) Cells and tissue cultures: In vitro cell and tissue cultures involving the growth of cells 

in laboratory environment can be used as a considerable alternative for animal experiments. The 

cells and tissues from animals like brain, kidney, liver, skin can be removed and grown outside the 

body in a suitable medium for further use. These methodologies are also routinely applied for the 

preliminary screening of potential drug molecules or chemicals in order to check their efficacy and 

toxicity [54]. The benefits of these techniques are easy to follow, less time consuming and less 

expensive when compared to animal tests. 

3) Alternative organisms: In order to replace experimental animals, different model 

organisms can be used, e.g., lower vertebrates (zebra fish, Danio rerio), invertebrates (fruit fly, 

Drosophila melanogaster, nematode, Caenorhabditis elegans) and microorganisms (yeast, 

Saccharomyces cerevisiae).  

  Because of the advancement and rapid development in biomedical sciences, 

‘responsibility’ is the 4th R added to the basic 3Rs. The addition of ‘responsibility’ is to let people 

realize the importance of integrity and honesty in the reasonable and proper use of animals in 

laboratory because an issue of animal welfare is as important as human welfare [55].  In addition, 

advanced or sophisticated technologies that are used to replace live animals also include cell-based 

tests (in vitro); tests that use tissue taken from dead animals or humans (ex vivo); computer-based 

modelling (in silico); chemical-based analytical tests (in chemico) as well as ethical human studies 

(in vivo) [56]. However, these alternatives cannot completely eliminate the necessity for the use of 

animals in the laboratory because intact animals can provide a better model of the complex 

interaction regarding the physiological process than other alternative techniques [52]. Thus, in order 

to motivate science to change its paradigm, policies have to be targeted and amplified to reduce 

animal experimentation as well as to lift regulatory malaise and to provide more funding for 

development of new approaches [56]. 

Therefore, these alternative protocols of the 3 Rs plus responsibility can provide 

dependable outcomes and minimize the use of animals in scientific procedures. Although these 

strategies can also minimize or in some case nullify the need for ethically-questionable animal 

experimentation, some studies may still require the use of animals. 

 

 

2. Conclusions 
 

Animal biotechnology has become an important branch of biotechnology and it is being used in an 

increasing number of applications in basic science, medical science and agriculture. The core of 

animal biotechnology is addressed on transgenic animals produced through cloning and genetic 

engineering techniques which are nowadays becoming extremely advanced and common.  There 

seems to be little doubt that the use of animal biotechnology benefits human welfare. However, 

whilst using animals as a model, scientific risk assessment and use of the precautionary principle, 

as well as ethical guidelines have to be highly concerned. Some of the ethical issues are still 

questionable and responses to them may well depend on individual’s opinion, culture and religion.  

‘Conditional ethical blindness’ is also a factor that can determine how individuals, organizations 

and society see and respond to the main ethical issues. Therefore, one way to solve these problems 

is the use of alternative protocols such as reduction, refinement, replacement and responsibility to 
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minimize the use of animals as well as to avoid animal ethical controversies. When experimentation 

with animals cannot be avoided, they must be treated with as much kindness and compassion as 

possible. Effective and responsible communication through scientific community, industry and 

government stakeholders are also required in order to reach a consensus of society on the acceptance 

of genetic engineering and animal cloning.  
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