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Predicted Equation in Live -Weight of Crossbred Swine
Using Generalized Estimating Equation and Linear

Mixed Effect Model
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Abstract: The data were collected 4 times during 64 — 70 weeks of age from 173 heads of crossbred swine
(Landracc x Large White x Duroc Jersey). Dependent variable is (weight, kilogram) while 6 independent
variables are live-weight heart girth (L1, centimeter), body length (L2, centimeter), age (age, week), shoulder
width (W1, centimeter) , hump width (W2, centimeter) and belly width (W3, centimeter) respectively.
Constructing predicted equation on average live - weight of crossbred swine using generalized estimating
equation (GEE) was compared with linear mixed effect model. The results showed that in the GEE model, the
intercept , heart girth(L1) , body length (L2) and hump width (W2) are highly related to live- weight at 0.01
significant level when mean deviance, Pearson chi-square/df and residual plot were considered using
empirical standard error estimate and AR(1) correlation structure. The most appropriate predicted equation
found is Y =-191.73 + 0.4292L1 + 2.8302L2 + 0.1684W2. In linear mixed effect model with random
intercept, the estimated parameters using residual maximum likelihood (REML) gave the results close to the
GEE method. Equation of the mixed effect is Y, =-191.16 + 0.4311L1 + 2.8271L2 + 0.1702W2+0q,,

Since the random variance, Var ((xoi) , in each crossbred swine was not difference ,thus this linear predicted

equation may also be used to predict the live-weight of an individual swine.
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Table 1 Examples of data being collected 4 times from 173 heads of crossbred swine (Large White X

Landrace X Duroc Jersey) during 64 to 70 weeks of age

NO. Time Weight L1 L2 Age W1 W2 W3

1 78.13 91.40 79.40 64 33.25 33.00 27.32

2 80.48 92.80 80.00 66 33.80 33.20 27.87

1 3 83.00 95.00 81.00 68 34.00 33.60 28.07

4 84.15 96.00 81.50 70 34.25 34.00 28.32

1 109.60 110.13 87.70 64 35.80 36.30 29.87

2 110.90 112.48 88.40 66 36.40 36.50 30.47

7 3 111.00 115.00 89.20 68 37.00 36.70 31.07

4 114.20 118.15 89.80 70 37.70 37.00 31.77

Minimum 70.13 86.90 77.30 64.00 17.87 23.80 24.50

Maximum 12715 119.30 92.20 70.00 33.07 39.00 38.00

Mean 101.83 104.92 85.53 66.99 29.56 35.49 34.98

Variance 105.28 33.35 7.21 5.01 2.44 2.43 1.36
Note : Live-weight (weight : kilogram), heart girth (L1 : centimeter) , body length (L2 : centimeter), age(age : week) ,

shoulder width (W1 : centimeter) , hump width (W2 : centimeter) and belly width (W3: centimeter)

HANSALASIZUTRYA

AT 1 NANIATIAALNTUANUAITRIGT
udImu (weight) waznismeaagasAnLilugaseiu
YA TRRTE

AMANA 1 HANNIATIAADLNNTUAIUAITA
Fiautlsmu (weight) T esdulnefiarsonannna v
3w a) stem & leaf b) normal probability plot Lay
c) box plot WLMINTUANLAITEY ALULsaNmLTl LI
Unf wazanaianeaas Kolmogorov — Smimov 181
A1 P- value Winfu 0.013  udAwinFaulsmIN 8o
Lmnm\umuﬂﬂﬁﬁixﬁuﬁﬂzﬁwﬁm 0.01 lunsdnen
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ﬂ%\‘i‘ﬁadﬁ'}ﬁum link function 1fu identity link (Myers

el al., 2002)
Aaun19rgaaauANIduB AT ua 969

wilsRasziansnunann@n VIF(variance inflation factor )

wessulsaay X 1ne VIF ae3sauls
1

2
Ri

X =VIE =
1

& VIF, HArsnnuansdndiaulsaasy X daouduiug
Fufaulsdastdu 1 110 wieialogun
multicollinearity seudnesaulsdass InadAn VIF &
Fnannngn 10 Fuliasiednfatiogun muticolinearity
FeMINNFaLLIR4TE (Kutner et al. , 2005 )
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c) Box Plot

Figure 1

nan1snsaaaunisiiugasyiuaesfiuds
Baseita 6 Fulslgun AnuenaseLan (L1) ANENT
A6 (L2) 81l (age) Aundslug (W1) aanundag
azinn (W2) waz mNNNI9Lea (W3) ﬁm’mgﬁwrjqq
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Examination of dependent variable (weight)

dwil 2 samseniteyalaal43s
aunsnstszannuAnnadevialyl
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annesfiilnssaanuduiugiiy AR(1) correlation
structure Lﬁ‘ﬂ\i@’mlﬁ‘ﬂﬁmimwm covariance matrix
(model-based) W@z covariance matrix (empirical)
nudnTAsaaFraANdNAUs AR (1) Lﬂuimm%qfi
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I

m?‘ﬁllﬁ@ﬂ AR(1) correlation structure Lﬁmmn X
91897119 3L first - order autoregressive 41
Wugduunfimanzantudeyaifeafussun@uiug
Lmzmm?a&mﬁuimmﬁqﬁ%ﬁm (A72ANh uazALY
2549 #1a0lu Rajala-Schultz and Razer 2003) 6@
nnsdAszideyandsanndniaansaulefonis
backward elimination LAAIAIANIT 3

anmsei 4 iflefiansnuneniznadl
empirical standard error estimates ANATANAADL
Z+est ilanIaaaLAuLsAdIzRdaNaRarRAg 0
ﬁwuﬁﬂﬁ%mm@m WudnAnAgH (intercept) , A
819780U8N (L1) , ANNENIAI69 (L2) hazAaNuning
azlnn (W2 ) WiAn P- value taandn 0.0001 ynnat

WAAIINAAST (intercept) hazAuwlsBasy danase

Table 2 Checking of multicollinearity

Anadeasniminiliinvedns ednediiudAymng
adATisziy 0.01 ﬁqﬁuﬁquuu'agﬂugﬂmm
Y, =-191.73 + 0.4292L1 + 2.8302L2 + 0.1684W2
WBNANTUANNANIGT 3 A1 mean deviance TR
WiNL 0.9877 wazATPearson chi — square/df HAn
Winfi 0.9887 Geln&iAeiy 1 uamwIndaLLLFNa
uuLR sz

AUT 3 PINNFELANHUMNIZANTEIF UL
TnefiansanannAuAanARABY (residual plot)

ANTNAITIUIATHLNNNZANTANA UL L
Y, =-191.73 + 0.4292L1 + 2.8302L2 + 0.1684W2
Tnefiansaunann residual plot aann i 2 d) lunns
fu Y

— = S @ a " e
mmmm@@uumim@auimwLﬂuammaﬂuim

plot  residual Fauwanaliiudnau

Variable VIF value

L1 2.675

L2 2.567

Age 1.091

WA1 1.874

W2 3.256

W3 3.435

Table 3 Parameters estimated using first — order autoregressive correlation
Empirical Model-based
Correlation
Parameter  Estimate  Standard Standard
structure 4 P-value z P-value
Error Error
First-order Intercept -191.73 5.9376 -32.20 <0.0001** 2.7215 -70.25 <0.0001™*
autoregressive L1 0.4292 0.0762 5.63 <0.0001** 0.0332 12.94 <0.0001**
correlation L2 2.8302 0.1681 16.84 <0.0001** 0.0720 39.31 <0.0001**
W2 0.1684 0.0480 413 <0.0001** 0.0395 4.26 <0.0001™*
Mean Deviance 0.9877 Pearson chi — square/df 0.9887

** significant (P-value < 0.01)
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dsetamilunsvinunedmindan nvesgnagnuasls

o

Expected Normal

-1

e) Normal probability plot

Figure 2 Analysis for appropriate model using residual plot

Table 4 Parameter estimating using Residual Maximum Likelihood (REML)

Parameter Estimate Standard Z P-value
Error

Intercept -191.16 2.7358 -69.88 <0.0001**
L1 0.4311 0.03335 12.92 <0.0001**
L2 2.8271 0.07237 39.06 <0.0001**
w2 0.1702 0.03974 4.28 <0.0001**

Var(a,,; ) 0.02589 0.01579 1.64 0.0501*

-2 Log Likelihood 615.8

** significant (P-value < 0.01) * significant (P-value < 0.05)
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