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Data pre-processing for parallel k-means clustering
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Abstract

Data pre-processing in clustering is an important step in data mining. A good data preparation can lead to a
good clustering performance. Preparation of data has variety of methods. This research proposed the concept of how
to prepare data balancing before processing in a parallel machine. The objective is to find the pattern of splitting the
amount of data that is appropriate for parallel k-means clustering algorithm. In addition, the algorithm was developed
using Erlang language, which is a concurrent functional language. Then we experiment with synthetic data sets that
are multi-dimensional, and have a number of clusters varying from 2 to 10. The experimental results show that the time

performance of equal pattern decomposition is better than other patterns.

Keywords: Parallel k-means clustering, data pre-processing, clustering

T ganimisnTiuaeuiiiees Sunimimnsiumans mm?wmﬁmmh‘[aﬁqsm? 2.UATTITHUY 30000

2 gudrinaluladsssund snindzunalulaisioy aminmavinaluladgsuws a.uassdan 30000

" School of Computer Engineering, Institute of Engineering, Suranaree University of Technology, Nakhon Ratchasima Province 30000

2 School of Information Technology, Institute of Social Technology, Suranaree University of Technology, Nakhon Ratchasima Province 30000
" Corresponding author, e-Mail: zaguraba_ii@hotmail.com

Received: 12 September 2012; Accepted: 30 November 2013



Kongchai P. et.al.

UNI

msa‘i’mmju (clustering) [1] #aN809 MITUUN
fmdannunisamsnudunguidoinu midanga
“ﬁagauﬂuﬂu 2 Yszinn leun ﬂ'liL‘lT'lﬁnTaQaL%dﬁwﬁu
44 (hierarchical approach) WazNSENHLTILLININ
(partition approach) [10] Nd@adUsztAnuaneInuly
Nuandauazyadizsdnlinu ndaiageiey
TUNAUNBATNAN B bzAa8dw |l (dendrogram)
aj"ﬂﬂf,jwﬁayjal,l,uul,l,ﬂawmﬁm apCIN IRV LY
o A P aa ' A o .
Joyanibadundudon [10] ATMsuLswINA T unsane

v . & Al A ¢ <& aa ¥ 4

laun Juaauisinldud (k-means) LaziuaawIdNwd
i (fuzzy c-means) 1Duau [4]

& Aa P A o A o

Iuaanisndudioultuiniaa [13] d2e
musnyinuiuTeyaLIumun 79157 waznle
d']aJmé’mmsuﬁﬁagmﬁumjmiaumummﬂﬁwﬁu
vﬁamﬁauua:ﬁ’mmm%’mu"lﬁnﬁju**ﬁagamwmmeﬁ
° A A A A '
MRUARIDNLRD TN Iﬂﬂﬂi’]ﬂﬁ]’mﬂ’]ﬂﬂaﬂuﬂﬁg&l

A Av a o A & ad A ¥

wiaildaiia wanadnga [6, 12] YUADUITLARUF LT

v o

Audayaldnanpansuznu udlinniszan dnd
Tadrnalunisdangudeyasuialng dunald
z;muJLﬁﬂnmmiﬁwmuuammﬂmmﬁwﬁl"ﬁﬂizmawa
5] wIndTayaiuIn n Toya N1II@MINGNTaYA
yostuaaw feduddumsrinnuiun n 7 ayalunn
saUMI % §ati et Y ANTawnIrinemu
“uaweumauﬁ'ﬁ‘mﬁueﬁwLﬂuﬁaaﬁ'ﬂﬂa;uiagaslﬁﬁwm
WIoNNURIBULIIN WAV RLFRZ T
MIUIZNIRNALULNITDNNUHIBNITR U
wuuwwIn (parallel) tu3anile oUW I UAALIAINTT
U3z028K8 [7] BIoNA AN NI TR L LW
Uszgndldrivinafianiing dliaadiuinseuns
V‘hmuLLa:Lﬁ'ummsmL%fmaon’]i{f@mjuﬁaga 8]
ROAANDINLNIWITLVBY Kerdprasop K [7] WUINAKA
AN BRULULTWIBTILAANIAINITUIZUIANE LRSS

o ' 3 o

a@namjagammmmwmuﬁﬂﬁmsﬂi:mawaL?’;

q

Do

Qs 1 Qs nr 1 s '
PUTWADINY WL HJFIFATIA [3] wun mMIvANJY

v v J
1oy ALULVNUIANRM LN e BURNNTY

Naresuan Phayao Journal 227

L ey doulszananamaeIoutdoys
Lﬁwuzumauéhﬁty%ﬁa FIEMTLIINTOYRDEIFNQD
(load balancing) uaztindassiAndss@nsaiwnis
Uszanana [2, 11] 89aARa9nUNIANENU8Y Liang H,
[9] WUIIMITUTINT BN ALUU AN AR IWAIARALIA
Uz37aNanR8ARINY Youssef M Marzouk [11] §ydn
mIytszanatuurm i anuutngiasas 98 Tums
tszananaay 1024 mitlszaiasin Kijsipongse E [8]
LEWONITUITTONALUUANQAUUAUILUITNIANG
NN (graphic processing unit - GPU) LazIzLiuAuan
IULLUNTLANY WU m‘m”@mjmﬂﬁuéuuwmu
s";sJn”umsmsgﬂ]’agal,muauqaﬁauwai’mam’smlu
nydszilana

ﬂmxg‘"’iﬁ'ﬂﬁq@gwmmzqmgﬂuuumaams
LLﬂaﬂTagaﬁmm:auLﬁmﬁ'mﬂszﬁﬂ%mwLLaza@nm

NI UIANAL LY WA w”umau’?%m ﬁ%ﬁy
ad o a A e
ADANBWBNIIIVE

WUNIINaaIaIunI=uIBAITIANT

ANAUIY @I 1

Synthetic Data

O

Vary number of
Cluster
Dimension

Vary number of

g

1_-.

—> PKM

X

10
Divided Data Time

zhuuu

ATNN 1 ﬂi‘;‘]J’J%ﬂ']i‘ﬁ'lEﬂ HULUDINTITLLITIWIU
“ﬁagaﬁmm:a&lﬁ'umsﬂi:mawmmummmﬁtJ

& ad A ¢
YNADUITLANUR

AN 1 8TUNETNORLHAVDILARZTUA DY

a9sialUh

3
1546 landayafianume



228 Vol 6, No. 3, Sep-Dec 2013

Wuaiaw uaasareditaya 2 46 laasniwa 2
Toyaudazaavzidouaglulassainefad 1w [3521,
7420]

3521,7420]. [3417,3828]. [9992,1700]. [1011,9796]. [9328,1023].
8982,3404]. ([7882,1696]. [2021,7202]. [8344,793]. [8734,2380].
7712,1412]. [2216,8080]. [7899,905]. [7082,3819]. [841,4085].

703,6993). [5821,5423]. [4257,7034]. [2784,3626]. [3967,7018].
2887,4190]. [9070,4442].
9066,3437] . [675,1285]. [1092,4291]. [8318,3015]. [1749,8098].

]
[3240,4436] .
]
1500,8705]. [9619,4013]. [3765,3504]. [6139,1849]. [2641,6981].
]
]
]

[1838,2991]. [3708,6518].

8781,1137]. [1319,9857]. [4544,8316]. [3234,1316]. [8287,6993].
951,2520]. [2117,7592]. [8676,8938]. [7633,7598]. [7472,9660].

[
(
(
(
[
(
(
(
(
[6749,2009]. [962,4102]. [6487,7184]. [8873,6993]. [6813,2651].

F‘l a ] v e 6 o an
NINN 2 mamwagaaomﬁzmnumnﬁu 2 44

2. Wntayaldannsdaansiudaiu 4
suuuy asdoludl
1) Ln_iaa‘hmwﬁagal,l,ummﬁ'u
2) LLﬁaaiwmmTagamnmﬂvlﬂﬁaﬂ
3) LLﬂdﬁiwmuﬁagamnﬁaﬂﬂmn
4) wiviwindeyaLUUEY

mMautstoyagiuuuengg URANIAINIINN 1

= Y
M13°89N 1 EﬂLLUUﬂ’]iLLU(ﬂJayﬂ

suluuy msuszanana (3ouaz)
1 2 3 4
N 25 25 25 25
wn'lias 40 30 20 10
woeldann 10 20 30 40
GtV NA NA NA NA

9

NA (not applicable) = laitAsn

a13797 1 RS UITSIKEGHETGE e
UyzulanatyinnuiIasas 25 EﬂLL‘U‘UﬁJ’mVLﬂ“IIaF;I
ﬁmu@msﬂszmawaLLsn"L@T%'u“ﬁaQamﬂqﬂ%aﬂa: 40
Usza2ananasannansasas 10 aus1ay pIISTE]
ﬁaﬂvl,ﬂmnﬁmu@miﬂs:mawaLLSﬂ"L@T%'uiagaﬁaﬂ
gaiauas 10 Uszanananaainionas 10 a1us1eu

w”ayan'auilﬁzmamf%"lm"itmm"’@mgzlmﬁuﬁwwmu

ai’au;sﬂuuuqmﬁmu@LL@iazﬂﬁﬂixmaNavlﬁ%'u"iTaga
AnznuluaasIuSasaz 10, 20, 30 WAz 40

3. drzananateyamuzduuuimue e
duaauiTiadufuuuunn maaamjuiagauﬂm”u
doud 2 910 ngw ToeRnduitas 2

4.\ WIsunoudssanTaIwa1wIanTaIue
azgtuuy @’hamowamsﬁ]”@mjuLﬂﬁueﬂ,wwmu Tu
g'ﬂLL‘umJaamsm_iaa‘hmwuaaiagaﬁl,ﬁﬁﬁ'mhu

ldsunsuiaasuas (Erang) asn e 3

(¥ Edang

ile  Edit Options View Help
@A ?

Erlang R15B01 (erts-5.9.1) [smp:8:8] [async-threads:0] B

Eshell V5.9.1 (abort with ~G)

1> c(pkm_var2Di, [export_all]).

{ok , pkm_var2Di }

2> pkm_var2Di:test().

——————————————————————————————————————— is [{4272,7880}.
{7538.6206} .
{8650,9250},
{6818,7745}]

--------------------------------------- is [{4272,7880}.
{7538.6206} .
{8650,9250},
{6818,7745}]

1 i et i e e e is [{2385.723921058339.
5664 .025959661679},
£7005.3110195186655. -
7498.726031708565}]

ad e e e 3 e i e is [{2466.2294325818125,
2507 .5780746749374}.
{7474.496875976258,
2527.160848172446},
{7497.435114503817.,
7506.627083657891} .
{2488.0943782210156,
7498.726031708565}]

]

32
Centroid=[{2466.2294325818125,2507.5780746749374},{7474.496875976
172446}, {7497.435114503817,7506.627083657891}, {2488.0943782210156
565}]

time = 8.518 sec -
7 »

A o ' o v & ad A ¢
2NN 3 @]'Jﬂﬂqﬂwﬂﬂqiﬂ(ﬂﬂﬂq&l(ﬂqﬂ“ﬂ%@]ﬂu?ﬁl,ﬂlluﬁ

LLUU’U%’]%I%E?JLLUU“II adﬂﬂiLLﬂdﬁﬂuﬁuﬁaHaﬁLﬁﬁﬁu

NAN1329Y

NWITHRANINUAENAREIALINUNT LW
L@%Uuﬁagaﬁwwﬁ'ﬂmﬁ@ﬂa;uiagaﬁwmzumaumﬁuﬁ
UULTWIT Iffqmj” GEY AMNMIFIATIZA A VU@ 500,000
70 LLazLﬂu@ﬁLamﬁﬂuaulﬁuﬁﬁmﬁagmfou,@“i 169
10,000 lfinSasnanRitaasndninlszatananans
LUU 4 WAWABN WRSHIMINAIUII EAEILE LAY
5uLﬂun1HWL%d%ﬁ1ﬁ (functional language) ﬁmmz
ALNWUIZUINALLLTWI W

nInassdtianidszdninindiutaan

ANTANEIRAIRUATIRIBNITUITZNIANA 4 N7



Kongchai P. et.al.

M P ERE stwxmﬂmaifwamam@ia:ms
UszaranaTaRwIINN LY 8 NMTUTzNIANE
nitiastoyaiinanoiaaiud 2 16 59546
LREHNRUA 4 ﬁ‘hmuna‘;maﬂmﬁmwﬁ 4 Wy Wile
. an A X o &
FndamuduidunaliiiaUszuiananind s

z%m%"ummﬁaﬁwmuﬁaga;sﬂ WUULIN AW nﬂﬁm“ﬁ”

nmﬂixmawaﬁ?aﬂq@ 8% 3 EﬂLLuuﬁmﬁalﬂ?nm
Inaifssnn

N
1A (Iwn)
400
350
300
2 0a
o 3ia
M4 i
o5 0in

i inlihiag viaolihinn an

JUuuuvaINMIULITaYe

Mnh 4 nMadIsufisudsnTaawawiavedua

4
Az ﬁﬁ dununsusdayad1eni

ﬂitﬁmaamir‘imum‘hmunajuﬁaga NAND
nudayaansme 2 16 uazinuadiwiunaudaya
daud 2 89 10 nga Tooiindudiaz 2 1 2, 4, 6,....0
AVETY HRAWFURAIAININT 5 Lfiaa‘i'lmun@;u
WRNT% 1087115208 NANINE S FIHATUL 1N
“ﬁagalugﬂLLuuwhﬂ”u‘Lf*ﬁnmﬂs:mawaﬁaﬂqﬂ %

3 stuuufndeldialnaids i

a1 Gufl)

300 284.28 28221

2 g
W4 ngn
6 ngn
o 8 ngn

10 ngu
53.82

31.74)

nivin nnhihias Ve hhin n

suuunraIMIuLsTays

4' =) = a a £ 1
NN 5 NMILUTPULNBVUUTERNTAINATULIRIVDILLG

azndundiuunsuidayacnenii

Naresuan Phayao Journal 229

asduazandssua

muﬁﬁ'mfﬁﬂumim%w"ﬁagaﬂ'aums
ﬂszmawalﬁamgﬂ Lmuﬁﬁﬁqﬂlummﬁﬁwmu
Toya z%m%’u’l,‘*ﬁ“lumiﬁ'mmjm]”agaﬁﬁmsﬂi:mawa
Lmummm‘f'sﬂmgumumﬁuiI@mﬂmaaﬁ'ml”aga
FLATA0A doud 2 §6 59 5 56 wazuLisdwIUNGY
foud 2 nauig 10 ﬂg;uI@ﬂLﬁuﬁa: 2 NARNENIFDY
ABuaasin Juuumuiiwtoysdiinadays
winlddes deslduin wazuuugu Iaaluns
ﬂ‘s:mawamﬂﬂhmmﬂd'«hmwﬁaga;;ﬂuumvhﬁu

LONE1ID19DY

1. gwiansal Tawiuud, allns Jeady. ne
LﬁJ’%'mJLﬁﬂuﬂizﬁ?ﬂ%mwmsrﬁ'}LLuﬂﬂf,g'sJ“uamTaga
@1837% Correlation Plot. 3T1A15WI220NLNANTE
wATLANRE. 2555; 22(1):77-88.

% 6 A = a 6 ad

2. ;aNnAg FIINANG, UFIA whl,"l,winu. A5N13
WU BIUTERNT AW I U e v N9 U IR
szuvdzananandsznauldsnae 9 asmass.
ATININIZIDNNAINTEBATLASE. 2552;19(3)
358-366.

. o 25 a a v ¢ o a s A

3. WLIF WAIEIEANA, FIWT ITEWUD. aanadnuLail
UARFLADTIILUUIWIUNT YTz ENTA WU UTZLY

o [ 4 a
ANELADI. L: loNaNINTILTETITIMT Knowledge
and Smart Technologies a1 INENMIABNRLADS
AMAINLFAIERT um’iwmé’agiwm ﬁaq'%' 2551,
AU 142-147.
4. Usnia 18w, aand faasena. mijah@ﬁﬁuﬁ

Aaa

snwsnis nslagmafionan: Wodoiwuas
win. T nmadszgunadnmaasmineay
INHATAEAS ASIT 41 F1V1TFINTTUAMEATURS
ANEOL AUNTINANEAS. AWTANENS BINMATERT.
NIINNY 2551, il 269-276.



Vol 6, No. 3, Sep-Dec 2013

Wi lywoys, 78301 a3anads. madanguianans
uuvnHlasunanis spherical k-means LUULSL
il‘ 6]!3111(5%. lu: Lﬂﬂmiﬂ’ﬁﬂﬁ"q VITIMINAINENA &
INBATFNEAT ASIN 41 §1B1INBIEEAS §127
MITAMINSHEINITUAZRININSOY. WATNeIaY
Lﬂ‘]:#@iﬂ’]ﬁ(ﬂ’as. ﬂ‘gom‘weﬂ 2546. #i1 68-75.
Bradley PS, Bennett KP, Demiriz A. Constrained
k-means clustering. [serial online] 2000 May; [9
Screens] Available From: URL:http:// machineleaming
102.pbworks.com/f/ConstrainedKMeanstr-2000-65.
pdf August 12, 2012.

Kerdprasop K, Kerdprasop N. A lightweight method
to parallel k-means clustering. mathematics and
computers in simulation. 2003;4(4):144-153.
Kijsipongse E, U-ruekolan S. Dynamic load
balancing on GPU clusters for large-scale k-
means clustering. In: 9th International joint
conference on computer science and software

engineering; 2010. p.346-350.

w”ayan’auﬂxmawas’vr"'lm"ilmﬁ)"hn@'wmﬁua’l,wmum

10.

11.

12.

13.

Liang H, Faner M, Ming H. A dynamic load
balancing system based on data migration In:
8th Intemational conference on computer supported
cooperative work in design proceedings; 2003.
p. 493-499.

Vesanto J, Alhoniemi E. Clustering of the self-
organizing map. IEEE Trans Neural Network
2000;(11)3:586-600.

Youssef M. Marzouk, Ahmed F. Ghoniem. k-
means clustering for optimal domain decomposition
of parallel hierarchical N-body simulations.
Computational Physics. 2003;207:493-528.
Zhang B, Hsu M, Dayal U. K-harmonic means -
a data clustering algorithm. Hewlett-Packard
company; 1999.

Zhang Y, Xiong Z, Mao J, Ou L. The study of
parallel k-means algorithm, In: proceedings of
the 6th world congress on intelligent control and

automation; 2006. p. 5868-5871.



