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บทคดัยอ่ 
บทความนีน้  าเสนอการประยกุตใ์ชว้ิธี Q-learning เพื่อแกปั้ญหาเสน้ทางที่สัน้ที่สดุในโครงข่ายสื่อสาร ซึ่งมีการใชง้านทัง้

ในการสื่อสารแบบมีสายและการสื่อสารแบบไรส้าย เพื่อลดตน้ทนุในการสื่อสาร  เช่น ก าลงัส่งหรือการหน่วงเวลา บทความนีไ้ด้
เปรยีบเทียบวิธี Q-learning กบัวิธีแกปั้ญหาระยะทางที่สัน้ที่สดุที่มีอยูแ่ลว้ ไดแ้ก่ วิธีของไดกส์ตรา วิธีของเบลลแ์มน-ฟอรด์ และวิธี
ของฟลอยด-์วอรแ์ชล การด าเนินการเริ่มจากการศึกษาวิธีการแกปั้ญหาเสน้ทางที่สัน้ที่สดุทัง้สามวิธีขา้งตน้เพื่อทราบถึงขอ้ดีและ
ขอ้เสียของแต่ละวิธี ในการน าเสนอการประยกุตใ์ชว้ิธี Q-learning นัน้ มีการแปลงปัญหาระยะทางที่สัน้ที่สดุใหเ้ป็นองคป์ระกอบ
ของวิธี Q-learning ไดแ้ก่ เอเจนท ์แอคชนั สเตจ สิ่งแวดลอ้ม และรางวลั ผลการจ าลองการแกปั้ญหาดว้ยวิธีทัง้สี่แสดงใหเ้ห็นวา่
ทกุวิธีใหผ้ลเฉลยการแกปั้ญหาที่เทา่กนั ในสว่นของวิธี Q-learning นัน้พบวา่ วิธีดงักลา่วใชจ้  านวนครัง้ของการเรยีนรูไ้มม่าก ซึง่ใน
ตวัอย่างที่สนใจนัน้ใชก้ารเรยีนรู ้จ  านวน 35 ครัง้ นอกจากนัน้ยงัพบดว้ยว่า วิธีดงักล่าวใหผ้ลเฉลยส าหรบัทกุโหนดปลายทางใด ๆ 
ไปยังโหนดตน้ทางซึ่งเทียบเท่ากับวิธีของฟลอยด์-วอรแ์ชล อย่างไรก็ตามที่วิธี Q-learning นั้น มีความซับซอ้นในการค านวณ 
นอ้ยกว่า เม่ือพิจารณาจากผลการศกึษาพบวา่ วิธี Q-learning สามารถน าไปประยกุตใ์ชใ้นกรณีที่มีคูโ่หนดตน้ทาง-โหนดปลายทาง
ตอ้งการสง่ขอ้มลูพรอ้มกนัมากกวา่หนึ่งคูโ่หนด  
ค าส าคัญ:  โครงข่ายสื่อสาร  ปัญหาเสน้ทางที่สัน้ที่สดุ  Q-learning 

 

Abstract  
This paper proposes an application of a Q-learning algorithm to solve the shortest path problem in 

communication networks, which are widely used in both wireline and wireless communications. The objective is to 
minimize the cost occurred in a transmission process. The cost may refer to transmit power and time delay. To bench 
mark such a proposed method, Dijkstra’s, Bellman-Ford’s, and Floy-Warshall’s algorithms, which are existing methods, 
are taken into a comparison. The research method begins with studying Dijkstra’s, Bellman-Ford’s, and Floy-Warshall’s 
algorithms to obtain some insights of advantages and disadvantages. In applying the Q-learning, the shortest path 
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problem is decomposed into Q-learning’s components such as agent, action, state, environment, and reward which 
can be completely used in training process. Experimental results show that all methods provide the same solution. For 
the Q-learning method, it can be stated that this method requires a small number of episodes in training procedure 
e.g., 35 episodes for the interested example. Furthermore, it can also be found that the Q-learning algorithm offers all 
paths for any sources to the destination node. This is comparable with the Floy-Warshall’s algorithm. However, the Q-
learning method requires less complexity in calculation. Furthermore, it can be concluded from the study results that 
the Q-learning method can be applied in multiple source-destination pairs. 
Keywords:  communication network, shortest path problem, Q-learning 
 

บทน า  
 

เทคโนโลยีโครงข่ายสื่อสาร (communication 
network) จดัเป็นเทคโนโลยีที่มีความส าคญัอยา่งมาก
ต่อการสื่อสาร ตัวอย่างของโครงข่ายสื่อสาร  ไดแ้ก่ 
โครงข่ายคอมพิวเตอร  ์โครงข่ายเสน้ใยแก้วน าแสง 
(fiber optic) การเช่ือมต่อถึงกันของสถานีฐาน (base 
station) ในระบบโทรศัพทเ์คลื่อนที่ และการใชร้ีเลย ์
(relay) ส  าหรับการติดต่อสถานีเคลื่อนที่  (mobile 
station) ของสถานีฐาน (Raza, & Muhamad, 2015) 
ในการสง่ขอ้มลูข่าวสารผ่านโครงข่ายสื่อสารจากภาคสง่
ตน้ทางไปยงัภาครบัปลายทางมกัจะตอ้งมีการก าหนด
เลือกเสน้ทางที่เหมาะสมเพื่อใหต้น้ทุน (cost) ที่ตอ้ง
ใช้มีค่าต ่าที่สุด ตน้ทุนดังกล่าวอาจเป็นค่าใชจ้่ายใน
ดา้นของก าลงัส่งหรือเวลาแฝง (latency) ยกตวัอย่าง
เช่น การสง่ขอ้มลูในโครงขา่ยคอมพิวเตอรซ์ึง่ตอ้งมีการ
แบ่งขอ้มลูออกเป็นแพ็กเกจ (packet) เพื่อสง่จากตน้ทาง
ไปยังปลายทาง (Forouzan, 2007) เนื่องจากโครงข่าย
คอมพิวเตอรน์ัน้มีอปุกรณท์ี่เช่ือมต่อกนัอยูม่ากมายท า
ใหเ้กิดเสน้ทางการส่งขอ้มูลหลายเสน้ทาง วิธีการหา
เสน้ทางที่เหมาะสมในการสง่ขอ้มลู (routing) ที่เหมาะสม
จึงเป็นที่สนใจและไดร้บัการปรบัปรุงแกไ้ขมาตลอด 
ยกตวัอยา่งเช่น งานวิจยัของ Li, Zheng, & Zhang (2011)  

ไดน้ าเสนอวิธีการหาเสน้ทางโดยค านึงถึงก าลงัส่งที่ใช ้
ในโครงขา่ยเซนเซอรไ์รส้าย (wireless sensor network) 
งานวิจยัของ Chanda, Rout, & Lingam (2018) ไดน้ าเสนอ
วิธีการหาเส้นทางเพื่อลดการหน่วงเวลา (delay)  
ในโครงข่ายโทรศัพท์เคลื่อนที่  งานวิจัยของ Aneja 
(2001) ไดน้ าเสนอวิธีการหาเสน้ทางในโครงขา่ยใยแกว้
น าแสงเพื่อลดความแออดัในโครงข่าย จากการศึกษา
วิธีการค้นหาเสน้ทางพบว่า ปัญหาเสน้ทางที่สัน้ที่สุด 
(shortest path problem) เป็นวิธีการหาเสน้ทางที่ไดร้บั
ความสนใจเนื่องจากเป็นแนวคิดการแก้ปัญหาที่ 
ไมซ่บัซอ้นและมีผลต่อการประหยดัตน้ทนุเป็นอยา่งมาก 
หลกัการของปัญหาดงักล่าวคือ การหาเสน้ทางที่ใช้
ต้นทุนน้อยที่สุดในการส่งข้อมูลโดยหนังสือของ
Wuttisittikulkij (2016) ได้รวบรวมวิธีการแก้ปัญหา
ดงักลา่วเอาไว ้3 วิธี ไดแ้ก่ วิธีของไดกส์ตรา (Dijkstra) 
วิ ธีของเบลล์แมน -ฟอร์ด (Bellman-Ford) และวิ ธี
ของฟลอยด-์วอรแ์ชล (Floy-Warshall) 

ในปัจจุบนัเทคโนโลยีปัญญาประดิษฐ์ (artificial 
intelligence: AI) หรือการเรียนรู ้ของเครื่อง (machine 
learning: ML) ได้รับความสนใจและมีการประยุกต์ใช้
งานที่หลากหลาย หลกัการของ ML คือการเรียนรูผ้่าน
กระบวนการลองผิดลองถกู (trial-and-error) ของเอเจนท ์
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(agent) ต่อสิ่งแวดล้อม (environment) เพื่อสร้าง
กระบวนการตดัสนิใจที่เหมาะสม Sutton, & Barto (2018) 
งานวิจยัที่ผา่นมามีการประยกุตใ์ชง้าน ML ในงานเชิง
วิศวกรรมสือ่สารเป็นจ านวนมากโดยเฉพาะวิศวกรรม
สื่อสารไร้สาย ตัวอย่างเช่น Chen et al. (2021) และ 
Nguyen et al. (2021) ไดร้วบรวมการประยกุตใ์ช ้ML  
ในการสื่อสารไร้สายชั้น ฟิสิคัล  (physical layer) 
ตวัอย่างเช่น การระบุคุณลกัษณะของช่องสญัญาณ 
การตรวจจับสัญญาณ การประมาณช่องสญัญาณ 
งานวิจยัของ Pryshchenko, Dumin, Plakhtii, Shyrokorad, 
& Pochanin (2021) ไดน้ าเสนอการประยุกตใ์ช้ ML 
ในการตรวจจับวตัถดุว้ยสญัญาณเรดาร ์งานวิจยัของ 
Mete, & Girici (2020) ได้น าเสนอการประยุกต์ใช้ ML 
ส าหรับการตรวจจับสัญญาณในระบบสื่อสารไร้สาย 
ยคุที่ 5 และในงานวิจยัของ Al-Tam, Correia, & Rodriguez 
(2020) ไดน้ าเสนอการประยุกตใ์ช ้ML เพื่อจัดล าดบั
การสง่สญัญาณในระบบสือ่สารไรส้าย 

บทความนีน้  าเสนอการประยกุตใ์ชปั้ญญาประดิษฐ์
เพื่อแกปั้ญหาระยะทางที่สัน้ที่สดุโดยสามารถสรุปที่
สิง่น าเสนอไดด้งันี ้

1. ศึกษาวิธีแกปั้ญหาระยะทางที่สัน้ที่สุดที่มี
อยู่ก่อนหนา้ ไดแ้ก่ วิธีของไดกส์ตรา วิธีของเบลลแ์มน-
ฟอรด์ และวิธีของฟลอยด-์วอรแ์ชล จากผลการศกึษา
พบว่า วิธีของไดกส์ตราและวิธีของเบลลแ์มน-ฟอรด์
สามารถหาเสน้ทางที่สัน้ที่สุดได้เพียงคู่โหนดเดียว
เทา่นัน้และวิธีของฟลอยด-์วอรแ์ชลสามารถแกปั้ญหา
เสน้ทางที่สัน้ที่สดุส าหรบัทกุคู่โหนดได ้อย่างไรก็ตาม
วิธีดงักล่าวมีการค านวณเสน้ทางที่ซบัซ้อนเนื่องจาก
ตอ้งค านวณระยะทางส าหรบัทกุคูโ่หนด 

2. น าเสนอวิธีการประยุกต์ใช้งาน Q-learning 
ซึ่งจดัเป็น ML วิธีหนึ่งเพื่อแกปั้ญหาระยะทางสัน้ท่ีสดุ
โดยการแปลงโครงขา่ยสือ่สารใหเ้ป็นองคป์ระกอบของ 
Q-learning ซึ่งประกอบไปด้วย เอเจนท์ สิ่งแวดล้อม 
แอคชนั (action) สเตจ (stage) และรางวลั จากการศกึษา
และการออกแบบผลการทดลองพบว่าวิธี Q-learning 
ให้ผลเฉลยเป็นระยะทางที่สั้นที่สุดของทุกคู่โหนด
เทียบเท่าวิธีของฟลอยด์-วอร์แชล อย่างไรก็ตาม 
วิธี Q-learning มีขัน้ตอนการท างานที่ซบัซอ้นนอ้ยกว่า 
วิ ธีของของฟลอยด์-วอร์แชลและสามารถน าวิธี   
Q-learning ไปประยุกต์ใช้แก้ปัญหาระยะทางที่สัน้
ที่สุดที่มีคู่ของโหนดต้นทางและโหนดปลายทาง
มากกวา่ 1 คูต่อ้งการสง่ขอ้มลูพรอ้มกนัได ้
 

วิธีการศึกษา 
บทความนีส้นใจการแกปั้ญหาระยะทางที่สัน้

ที่สดุในโครงขา่ยสือ่สารรูปแบบ mesh ดงั (Figure 1) 

 

 
 
 
 
 
 

Figure 1 An example of data transmission routes  
 a mesh network. 
 

เมื่อพิจารณา (Figure 1) พบว่าการส่งขอ้มูล
จากโหนดตน้ทางไปยงัโหนดปลายทางนัน้ สามารถมี
ไดห้ลายเสน้ทาง อย่างไรก็ตามมีเพียงเสน้ทางเดียว 
 



RMUTSB Acad. J. 12(1) : 104-118 (2024) 107 
 

เท่านั้นที่มีต้นทุนต ่าที่สุด การศึกษาการแก้ปัญหา
เสน้ทางที่สัน้ที่สุดในโครงข่ายสื่อสารด้วยวิธีต่าง ๆ  
ที่กลา่วถึงในบทความนี ้เริม่ตน้ไดแ้ทนโครงขา่ยสือ่สาร
ดว้ยรูปแบบกราฟ (graph) ดงั (Figure 2) หนงัสือ Wilson 
(1996) แสดงใหเ้ห็นว่าการแทนโครงข่ายดว้ยกราฟ
นัน้สามารถใชท้ดสอบวิธีการแกปั้ญหาระยะทางที่สัน้
ที่สดุที่น  าเสนอในบทความนีไ้ดอ้ย่างแม่นย า กราฟที่
แสดงดงั (Figure 2) นัน้เป็นโครงข่ายที่มีความซบัซอ้น
มากวา่รูปโครงขา่ยใน (Figure 1) 

 

 
 

Figure 2 A graph representing the communication 
 network. 

 

จาก (Figure 2) ก าหนดใหว้งกลมแต่ละวงแทน
โหนดแต่ละโหนดของโครงข่ายสื่อสาร แต่ละโหนดมี
ช่ือเรียกเป็นตวัเลขอยูใ่นเครือ่งหมาย ‘’ และเสน้เช่ือม
วงกลมแต่ละเสน้แทนเสน้ทางจากโหนดหนึ่งไปยงัอีก
โหนดหนึง่ แตล่ะเสน้ทางมีตน้ทนุเป็นตวัเลขที่แตกตา่งกนั 
ตวัอยา่งเชน่ เสน้ทางจากโหนด ‘0’ ไปยงัโหนด ‘3’ มีตน้ทนุ
เท่ากบั 1 และเสน้ทางจากโหนด ‘3’ ไปยงัโหนด ‘4’ มีตน้ทนุ
เทา่กบั 8 ตามล าดบั สมมติฐานของการแกปั้ญหาเสน้ทาง
ที่สัน้ที่สุดในบทความนีค้ือการหาเสน้ทางที่สัน้ที่สดุ
ของทกุคูโ่หนดตน้ทาง-ปลายทาง ศกึษาการแกปั้ญหา
เสน้ทางที่สัน้ที่สุดดว้ยวิธีของไดก์สตรา เบลลแ์มน-
ฟอรด์ และฟลอยด-์วอรแ์ชลล ์ที่น  าเสนอในบทความนี ้
นัน้ไดอ้า้งอิงจากการศกึษาใน Wuttisittikulkij (2016)  
1. การศึกษาการแก้ปัญหาเส้นทางที่สั้นที่สุดด้วยวิธี
ของไดกส์ตรา เบลลแ์มน-ฟอรด์ และฟลอยด-์วอรแ์ชลล ์

วิธีแกปั้ญหาเสน้ทางที่สัน้ที่สดุวิธีแรกที่ศึกษา
ในบทความนีค้ือวิธีของไดกส์ตรา ขอ้จ ากดัของวิธีดงั
กล่าวคือ ตน้ทุนของแต่ละเสน้ทางมีค่าเป็นบวกหรือ
ศนูยเ์ทา่นัน้โดยสามารถสรุปได ้ดงั (Algorithm 1) 
 
 

Algorithm 1 Dikstra algorithm. 
1. define 𝑐𝑘,𝑙 to be budget of path from node  𝑘 to node 𝑙, set 𝑉[𝑘] to be budget of the path with minimum 
 budget from the origin node to node 𝑘, set 𝑑[𝑘] to be node’s number located before node 𝑘 in the shortest 
 path from the origin node to node 𝑘 
2. assuming that all nodes are temporary node and store all nodes in set  𝑇, set the origin node to be starting node 𝑠 

3. assuming 𝑉[𝑖] = {
0; 𝑖 = 𝑠

+∞; otherwise
  

4. WHILE the number of entries in set  𝑇 does not equal to 0 DO 

5.  𝑝 ← 𝑠 % change starting node to be permanent node 

6.  assuming that vector 𝑁 to be vector of the adjacent node with 𝑠 
7.  FOR 𝑖 in 𝑁 DO 

8.  𝑉[𝑖] ← 𝑚𝑖𝑛{𝑉[𝑖], 𝑉[𝑝] + 𝐶𝑝,𝑖}  
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Algorithm 1 Dikstra algorithm (continue). 
9.      IF 𝑉[𝑖] change THEN 

10.      𝑑[𝑘] ← 𝑝   
11.      ENDIF 
12.      ENDFOR 
13.     update 𝑠 = argmin𝑠∈𝑇𝑉  

14.    update 𝑇 ← 𝑇\𝑠 % subtract 𝑠 from set 𝑇 
15. ENDWHILE 

16. RETURN  𝑉[𝑘] and 𝑑[𝑘] 
 

 

 

วิธีการแก้ปัญหาเสน้ทางที่สัน้ที่สุดวิธีที่สอง 
ที่ไดศ้ึกษาในบทความนีค้ือวิธีของเบลลแ์มน-ฟอรด์ 
ซึ่งมีขอ้จ ากดันอ้ยกวา่วิธีของไดกส์ตราเพราะอนญุาต

ใหต้น้ทุนของแต่ละโครงข่ายเช่ือมโยงมีค่าเป็นลบได้
ซึง่สามารถสรุปได ้ดงั (Algorithm 2) 

 
 

 

Algorithm 2 Bellman-Ford algorithm. 
1. define 𝐾 to be the number of all nodes, 𝑐𝑘,𝑙 to be budget of the path from node 𝑘 to node 𝑙, set 𝑉[𝑘] to be 
 the budget of the path with minimum budget from the origin node to node 𝑘 , 𝑉(𝑡)[𝑘]  represents 𝑉[𝑘] 
 obtained from the 𝑡 iteration, set 𝑑[𝑘] to be the node’s number located before node 𝑘 in the shortest path from 
 the origin node to node 𝑘 

2. set the origin node to be starting node 𝑠 

3. assuming 𝑉(0)[𝑘] = {
0; 𝑘 = 𝑠

+∞; otherwise
  

4. FOR 𝑡 = 1: 𝐾 DO 

5.  𝑉(0)[𝑘] ← 𝑚𝑖𝑛{𝑉(𝑡−1)[𝑖] + 𝑐𝑖,𝑘}  % for all nodes 𝑖 connecting with node 𝑘     
6.  IF 𝑉(0)[𝑘] <  𝑉(𝑡−1)[𝑘];  For all  𝑘  THEN  

7.  𝑑[𝑘] ← 𝑖   
8.  ELSEIF 𝑉(0)[𝑘] =  𝑉(𝑡−1)[𝑘] THEN 

9.  BREAK  
10.  ENDIF 

11. ENDFOR 

12. RETURN  𝑉[𝑘] and 𝑑[𝑘] 
 

วิธีการแก้ปัญหาเสน้ทางที่สัน้ที่สุดวิธีที่สาม 
ที่ไดศ้ึกษาคือวิธีของฟลอยด์-วอรแ์ชลล ์วิธีดังกล่าว 
ได้ลบข้อด้อยของสองวิธีก่อนหน้าที่ไม่สามารถหา

ระยะทางสัน้ที่สุดของทุกคู่โหนดได ้ในการค านวณ
ครัง้เดียวโดยสรุปได ้ดงั (Algorithm 3) 
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Algorithm 3 Floyd-Warshall algorithm. 
1. define 𝐾 to be the number of all nodes, 𝑐𝑘,𝑙 to be budget of the path from node 𝑘 to node 𝑙, set  𝑉(𝑡)[𝑘, 𝑙] 
 to be the budget of the path with minimum budget from node 𝑘 to node 𝑙 by providing nodes along the route 
 with numbers less than or equal to 𝑡, set 𝑑[𝑘, 𝑙] to be node located before node 𝑙 currently located on the 
 shortest path from node 𝑘 to node 𝑙 
2. sort number of nodes in ascending 
3. IF 𝑘 is connected with 𝑙 THEN % for all nodes 𝑘, 𝑙 ∈  [1: 𝐾]  
4.  𝑉(0)[𝑘, 𝑙] = 𝑐𝑘,𝑙  
5.  𝑑[𝑘, 𝑙] =  𝑘 
6. ELSE 

7.  𝑉(0)[𝑘, 𝑙] = {
0; 𝑘 = 𝑙

+∞; otherwise
 

8. ENDIF 

9. FOR 𝑡 = 1: 𝐾 DO 

10.  𝑉(𝑡)[𝑘, 𝑙] ← 𝑚𝑖𝑛{𝑉(𝑡−1)[𝑘, 𝑙], 𝑉(𝑡−1)[𝑘, 𝑡], 𝑉(𝑡−1)[𝑡, 𝑙]} 
    % for all node 𝑘, 𝑙 ∈  [1: 𝐾], 𝑘, 𝑙 ≠ 𝑡 
11.     IF 𝑉(𝑡)[𝑘, 𝑙] <  𝑉(𝑡−1)[𝑘, 𝑙] THEN 

12.      𝑑[𝑘, 𝑙] ←  𝑑[𝑡, 𝑙] 
13.     ENDIF 

14.     IF 𝑉(𝑡)[𝑘, 𝑘] < 0 THEN 

15.         BREAK 

16.       ENDIF 

17. ENDFOR 

18. RETURN 𝑉(𝑡)[𝑘, 𝑙] and 𝑑[𝑘, 𝑙] 

 
2. การประยุกตใ์ช้วิธี Q-learning เพื่อการแก้ปัญหา
เส้นทางที่สั้นที่สุด 
 

ตามที่ไดก้ลา่วไวใ้นหวัขอ้ก่อนหนา้ว่าโครงข่าย
สื่อสารสามารถแทนได้ด้วยกราฟที่มี โหนดแทน
อุปกรณส์ื่อสารและมีเสน้ทางการเช่ือมต่อที่มีตน้ทุน
แตกต่างกัน การแทนโครงข่ายสื่อสารดังกล่าว 
เป็นแนวทางการแกปั้ญหาเสน้ทางที่สัน้ที่สดุดว้ย ML 
เนื่องจาก ML สามารถจดจ าเสน้ทางและตน้ทุนของ

แต่ละเส้นทางรวมถึงหาเส้นทางที่สั้นที่สุดจาก 
โหนดหนึง่ไปยงัอีกโหนดหนึง่ได ้โดยผา่นกระบวนการ
เรยีนรู ้(training) ส าหรบัวิธี ML ที่เลอืกใชใ้นบทความนี ้
คือวิ ธี  Q-learning เนื่องจากเป็นวิ ธี  ML พื ้นฐาน 
ที่มีกระบวนการท างานไม่ซับซ้อนและสามารถใช้
แ ก้ ปัญหาลักษณะนี ้ไ ด้  วิ ธี  Q-learning มี ส่ วน 
ประกอบที่ส  าคัญคือเอเจนท์ (agent) สิ่งแวดล้อม 
(environment) สเตจ (state) การกระท าหรือแอคชนั 
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(action) และรางวัล (reward) การท างานของวิธี   
Q-learning นัน้อยู่บนพืน้ฐานของกระบวนการตดัสินใจ
มารค์อฟ (Markov decision process: MDP) เริ่มตน้
จากเอเจนทด์ าเนินการแอคชัน  𝑎𝑡  กับสิ่งแวดลอ้ม
ที่สเตจปัจจุบัน  𝑠𝑡 จากนั้นสิ่งแวดล้อมจะคืนค่า
รางวลั  𝑟𝑡  และยา้ยไปที่สเตจ  𝑠𝑡+1 ในสเตจถัดไป
นัน้เอเจนทจ์ะด าเนินการแอคชนั  𝑎𝑡+1 เพื่อรบัรางวลั  
𝑟𝑡+1 การกระท าดังกล่าวจะด าเนินการไปเรื่อย ๆ  
เพื่ อหาแอคชันที่ เหมาะสมส าหรับแต่ละสเตจ 
ความหมายของแอคชันที่ เหมาะสมคือแอคชันที่
กระท าต่อสิ่งแวดลอ้มในสเตจปัจจุบนัแลว้ไดร้างวัล
คืนค่ากลบัมาสงูที่สดุ ในการแกปั้ญหาระยะทางที่สัน้
ที่สดุนัน้บทความนีไ้ดเ้สนอการแปลงปัญหาดงักลา่ว
ใหเ้ป็นสว่นประกอบของวิธี Q-learning ดงันี ้

 

1. เอเจนท์: เนื่องจากบทความนี ้สนใจ
ปัญหาระยะทางที่สัน้ที่สดุในโครงข่ายสื่อสาร ดงันัน้ 
เอเจนทใ์นปัญหานีค้ือขอ้มลูข่าวสารที่ตอ้งการสง่จาก
โหนดตน้ทางไปยงัโหนดปลายทาง 

 

2. แอคชัน: แอคชันในที่นีค้ือการเดินทาง
ของข้อมูลข่าวสารจากโหนดหนึ่งไปยังโหนดที่มี
เสน้ทางเช่ือมตอ่ถึงกนั แตเ่นื่องจากโครงขา่ยสือ่สารที่
สนใจเ ป็นโครงข่ายแบบ mesh ที่มี รูปแบบการ
เช่ือมต่อที่ไม่ตายตัว ดังนั้นเพื่อให้ครอบคลุมกับ
รูปแบบการเช่ือมต่อทัง้หมด จึงก าหนดใหแ้อคชันมี
ลกัษณะเป็นการเดินทางในตารางทัง้หมด 8 ทิศทาง 
ไ ด้ แ ก่  N (north), NE (north east), E (east), SE 
(south east), S (south), SW (south west), W (west) 
และ NW (north west) โดยสามารถอธิบายเอเจนท์
และแอคชนัไดอ้ยา่งง่าย ดงั (Figure 3) 

 
Figure 3 Agent and actions. 

 

จาก (Figure 3) ก าหนดให้รูปหน้ายิ ้มแทน 
เอเจนทห์รือขอ้มลูข่าวสารและแอคชนัคือทิศทางการ
เดินทัง้ 8 ทิศทางตามที่ไดก้ลา่วมาแลว้ 

3. สเตจ: ในที่นีส้เตจคือหมายเลขประจ า
โหนดที่เอเจนทห์รอืขอ้มลูขา่วสารอยูใ่นขณะนัน้ 

4. รางวัล : ตามที่กล่าวไว้ก่อนหน้าว่าการ
แกปั้ญหาระยะทางที่สัน้ที่สดุคือการหาระยะทางที่มี
ต้นทุนรวมน้อยที่สุด ดังนั้นในการก าหนดรางวัล
ส าหรับวิธี Q-learning ในบทความนีจ้ึงก าหนดให้
รางวลัเป็นตน้ทุนที่ติดลบในแต่ละเสน้ทาง กล่าวคือ
หากตอ้งการรางวลัที่สงูที่สดุก็คือการไปในเสน้ทางที่
ติดลบนอ้ยที่สดุนั่นเอง ดงันัน้เมื่อเอเจนทต์อ้งการเดินทาง
จากโหนดตน้ทางไปยงัโหนดปลายทางในระยะทางที่
สัน้ที่สดุตอ้งไดร้บัรางวลัมากที่สดุในแต่ละสเตจ และ
เนื่องจากก าหนดใหแ้อคชนัมีลกัษณะเป็นการเดินทาง
ในตาราง เพื่อใหก้ระบวนการดงักลา่วเป็นไปอยา่งถกูตอ้ง
จ าเป็นตอ้งมีการสรา้งตารางเพื่อบนัทึกค่า Q (Q-value) 
ส าหรบัทกุสเตจและแอคชนัทัง้หมดที่เป็นไปได ้ตาราง
ดังกล่าวมีช่ือ Q-table จ านวนของเซลลใ์น Q-table 
ทั้งหมดเท่ากับจ านวนสเตจทั้งหมดคูณกับจ านวน
แอคชันทัง้หมด ดงันัน้จึงก าหนดใหร้างวลัมีลกัษณะ
เป็นตารางเช่นกนั ดงั (Table 1) แสดงรางวลั ดงั (Figure 2) 
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Table 1 Reword of each node pair for (Figure 2). 
node pair 0 1 2 3 4 5 
0 -100 -2 -100 -1 -4 -100 
1 -2 -100 -6 -100 -5 -2 
2 -100 -6 -100 -100 -100 -3 
3 -1 -100 -100 -100 -8 -100 
4 -4 -5 -100 -8 -100 -1 
5 -100 -2 -3 -100 -1 -100 

 
จาก (Table 1) ก าหนดใหห้ลกัแรกที่มีตวัเลข

ตั้งแต่ 0-5 และแทนสเตจปัจจุบันและแถวแรกที่มี
ตวัเลขตัง้แต่ 0-5 แทนสเตจถดัไป ตวัเลขติดลบอื่น ๆ 
ในตารางแทนรางวลัของการเดินทางจากสเตจปัจจุบนั
ไปยงัสเตจถดัไป ตวัอยา่งเช่น แถวที่ 1 หลกัที่ 2 มีรางวลั
เท่ากบั -2 มีความหมายคือการเดินทางจากโหนด ‘0’ 
ไปยังโหนด ‘1’ ในโครงข่ายจาก (Figure 3) มีรางวลั
เท่ากับ -2 ซึ่งตัวเลข -2 นีม้าจากตน้ทุนของเสน้ทาง
จากโหนด ‘0’ ไปยงัโหนด ‘1’ มีค่าเท่ากบั 2 แต่เนื่องจาก
วิธี Q-learning ต้องการรางวัลที่มีค่ามากในขณะที่
ปัญหาเสน้ทางที่สัน้ที่สุดตอ้งการต้นทุนที่มีค่านอ้ย 
ดงันัน้การใหร้างวลัเป็นตน้ทนุท่ีติดลบจึงท าใหท้ัง้สอง
ปัญหามีความสอดคลอ้งกนั ในสว่นของตวัเลข -100 
นัน้แทนการเดินทางไปที่โหนดเดิมหรอืการเดินทางไป
ยงัโหนดที่ไม่มีเสน้ทางเช่ือมต่อ ทัง้สองกรณีนีไ้ม่อาจ
เกิดขึน้ไดจ้รงิจึงตอ้งใหร้างวลัที่มีคา่ต ่า เพื่อใหเ้อเจนท์
เกิดการเรยีนรูว้า่ไมค่วรท าทัง้สองกรณีนี ้

 

5. สิ่ ง แวดล้ อม : เพื่ อ ให้สอดคล้องกับ  
เอเจนท ์แอคชัน และรางวัลที่ไดอ้ธิบายไปก่อนหนา้ 
สิง่แวดลอ้มที่สนใจได ้ดงั (Algorithm 4) 

Algorithm 4 Environment 𝒆𝒏𝒗(·). 
 

1. define current state 𝑠𝑡  
2. choose 1 from 8 actions 𝑎𝑡 
3. go to the next state  𝑠𝑡+1 
4. calculate reward 𝑟(𝑠𝑡 , 𝑎𝑡) from (Table 1) 
5. IF 𝑟(𝑠𝑡 , 𝑎𝑡) = −100 THEN 

6.  𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 =  𝑇 (true) 

7. ELSE 

8.  𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 = 𝐹 (false) 
9. ENDIF 

10. RETURN 𝑠𝑡+1, 𝑟(𝑠𝑡 , 𝑎𝑡) and 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 
 

เมื่อพิจารณา (Algorithm 4) พบว่าเมื่อมีการ
ท าแอคชันกับสเตจปัจจุบันจะได้รางวัลกลับมา 
ซึ่งสอดคลอ้งหลักการของวิธี Q-learning ตามที่ได้
อธิบายไปแลว้ขา้งตน้ ดงันัน้ในสว่นของกระบวนการ
เรียนรู ้จึ งต้องมีการสร้าง  Q-table เพื่อบันทึกค่า  
Q หรือรางวัลส าหรบัแต่ละคู่ สเตจ-แอคชัน ส าหรบั
การแก้ปัญหาระยะทางสัน้ที่สุดนัน้ มีการออกแบบ  
Q-table เอาไวด้งั (Table 2) 
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Table 2 Q-table. 
stage-action N NE E SE S SW W NW 
0 Q (0, N) Q (0, NE) Q (0, E) Q (0, SE) Q (0, S) Q (0, SW) Q (0, W) Q (0, NW) 
1 Q (1, N) Q (1, NE) Q (1, E) Q (1, SE) Q (1, S) Q (1, SW) Q (1, W) Q (1, NW) 
2 Q (2, N) Q (2, NE) Q (2, E) Q (2, SE) Q (2, S) Q (2, SW) Q (2, W) Q (2, NW) 
3 Q (3, N) Q (3, NE) Q (3, E) Q (3, SE) Q (3, S) Q (3, SW) Q (3, W) Q (3, NW) 
4 Q (4, N) Q (4, NE) Q (4, E) Q (4, SE) Q (4, S) Q (4, SW) Q (4, W) Q (4, NW) 
5 Q (5, N) Q (5, NE) Q (5, E) Q (5, SE) Q (5, S) Q (5, SW) Q (5, W) Q (5, NW) 

 

จาก (Table 2) เป็น Q-table ส าหรบั (Figure 2) 
จาก (Table 2) หลักแรกคือจ านวนสเตจซึ่งเท่ากับ
จ านวนโหนดและแถวแรกคือแอคชันทั้งหมดที่ 
เป็นไปไดข้องแต่ละสเตจ ส าหรบัค่าอื่น ๆ ในตารางคือ 

ค่า  Q ส าหรับแต่ละคู่  สเตจ -แอคชัน  𝑄(𝑠𝑡, 𝑎𝑡)  
โดยสามารถค านวณได้ตามสมการของ Bellman 
อา้งอิงจาก Sutton, & Barto (2018) ดงัสมการ (1) 
 

 

𝑄𝑛𝑒𝑤(𝑠𝑡 , 𝑎𝑡) ⃪𝑄𝑜𝑙𝑑(𝑠𝑡 , 𝑎𝑡) + 𝜂((𝑟(𝑠𝑡 , 𝑎𝑡) + 𝛽 max
𝑎

𝑄𝑛𝑒𝑤(𝑠𝑡+1, 𝑎) − 𝑄𝑜𝑙𝑑(𝑠𝑡 , 𝑎𝑡))                    (1) 
 

โดยที่ 𝜂 คืออัตราการเรียนรู ้ (learning rate) 
และ 𝛽 แทนปัจจัยส่วนลด (discount factor) เมื่อ
พิจารณาสมการ (1) พบว่าค่าที่อัพเดทใน Q-table 
หรือ 𝑄𝑛𝑒𝑤(𝑠𝑡, 𝑎𝑡) ขึน้อยู่กับค่าเดิม 𝑄𝑜𝑙𝑑(𝑠𝑡, 𝑎𝑡) 
รางวลั 𝑟(𝑠𝑡, 𝑎𝑡) และรางวลัสงูสดุที่คาดหวงัสามารถ
แทนได้ด้วย max

𝑎
𝑄𝑛𝑒𝑤(𝑠𝑡+1, 𝑎) เมื่อการอัพเดท 

Q-table เสร็จสมบูรณแ์ลว้เอเจนทก็์จะทราบแอคชนั 
ที่เหมาะสมส าหรบัแต่ละสเตจ บทความนีส้นใจการ
ประยุกต์ใช้ Q-learning เพื่อแก้ปัญหาเส้นทางที่ 
สั้นที่สุดในโครงข่ายสื่อสารตามที่ได้กล่าวมาแลว้
ข้างต้น  กระบวนการเรียนรู ้เพื่อหาค่าใน Q-table  
ดงั (Table 2) สามารถสรุปได ้ดงั (Algorithm 5) 

 

Algorithm 5 Training process. 
1. define 𝑁 to be the number of training iterations, 𝐸 to be the number of episodes and probability 𝑝 
2. FOR 𝑒𝑝𝑖𝑠𝑜𝑑𝑒 = 1: 𝐸 DO 
3.     initialize state 𝑠𝑡, 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 = 𝐹 and 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = 0 

4.     WHILE  𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 = 𝐹  DO 
5.         𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 + 1 

6.         IF 𝑟𝑎𝑛𝑑(·) < 𝑝 THEN % function 𝑟𝑎𝑛𝑑(·) generates a random number in range 0-1 

7.             randomly choose 1 from 8 actions 𝑎𝑡  
8.         ELSE 
9.             choose action from  𝑎𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎𝑄(𝑠𝑡 , 𝑎𝑡) 
10.        ENDIF 
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Algorithm 5 Training process (continue). 
11.         𝑠𝑡+1, 𝑟𝑡(𝑠𝑡, 𝑎t), 𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑙 = 𝐸𝑛𝑣(𝑎t) 

12.         update Q-table using equation (1) 
13.         IF  𝑐𝑜𝑢𝑛𝑡𝑒𝑟 ≥ 𝑁  THEN 
14.             BREAK 
15.         ENDIF 
16.     ENDWHILE 
17. ENDFOR 

 
ผลการศึกษาและอภปิรายผล 

 

ส่วนนีเ้ป็นการน าเสนอผลการศึกษาวิธีการ
แก้ปัญหาระยะทางที่สั้นที่สุดในหัวข้อก่อนหน้า  
การน าเสนอนั้นจะสอดคล้องกับหัวข้อก่อนหน้า
เพื่อให้ง่ายต่อการท าความเข้าใจ การจ าลองวิธีการ
แก้ปัญหาระยะทางที่สั้นที่สุดทั้งสี่วิ ธีที่ ได้ศึกษา 
ในบทความนี ้ไดแ้ก่ วิธีของไดกส์ตรา วิธีของเบลลแ์มน-
ฟอรด์ วิธีของฟลอยด-์วอรแ์ชลล  ์และวิธี Q-learning 
นั้น ใช้ภาษา  Python ซึ่ ง เป็นภาษาที่นิยมใช้งาน 
ในปัจจุบนั เนื่องจากมีไลบรารี่ที่สนบัสนนุการค านวณ
ทางคณิตศาสตรโ์ดยเฉพาะการสรา้ง ML บทความนี ้
ได้จ าลองการท างานของทั้งสี่วิ ธีและเปรียบเทียบ
เพื่อใหเ้ห็นความแตกตา่งของวิธีต่าง ๆ การแกปั้ญหา
ระยะทางสั้นที่สุดของทั้ง  4 วิ ธีนั้นจะทดสอบกับ
โครงขา่ยสือ่สาร ดงั (Figure 2) 

 

1. ผลการศึกษาการแก้ปัญหาเส้นทางที่สั้นที่สุด
ด้วยวิธีของไดก์สตรา เบลล์แมน-ฟอร์ด และ 
ฟลอยด-์วอรแ์ชลล ์
 

เมื่อพิจารณา (Algorithm 1) พบว่าหลกัการ
ของวิธีของไดกส์ตราคือการเลอืกเสน้ทางที่มีตน้ทนุต ่า
ที่สดุจากโหนดเริ่มตน้ไปยงัโหนดขา้งเคียง จากนัน้ก็
ยา้ยไปโหนดขา้งเคียงที่มีตน้ทุนต ่าที่สดุและก าหนดให้

เป็นโหนดเริ่มตน้ในรอบถัดไป กระบวนการนีจ้ะถูก
ท าซ า้ไปเรื่อย ๆ จนไม่เหลือโหนดข้างเคียงส าหรบั
โหนดเริ่มตน้ตวัสดุทา้ย เมื่อสิน้สดุ (Algorithm 1) แลว้
จะไดค้่า 𝑉[𝑘] และ 𝑑[𝑘] ของโหนดเริ่มตน้ในขอ้ที่ 2 
ของ (Algorithm 1) ซึ่งทัง้สองคา่เป็นตวับอกตน้ทนุและ
ระยะทางที่สัน้ที่สดุจากโหนดเริ่มตน้ไปยงัแตล่ะโหนด 
ในส่วนของ (Algorithm 2) นั้นถูกพัฒนาขึน้เพื่อลด
ขอ้จ ากดัเรือ่งการอนญุาตใหส้ามารถใชต้น้ทนุที่เป็นลบได ้
อย่างไรก็ตามวิธีดงักลา่วไม่สามารถใชก้บัโครงข่ายที่
ประกอบดว้ยวงจรปิดมีทิศทางที่มีคา่ตน้ทนุเป็นลบอยู่ 
ผลดงักลา่วมีการสนบัสนนุจาก Javaid (2013) 

จาก (Figure 4-5) แสดงผลการแกปั้ญหาระยะทาง
สัน้ที่สดุจากโหนด ‘3’ ไปยงัโหนด ‘5’ ดว้ยวิธีของไดกส์ตรา
และเบลลแ์มน-ฟอรด์ ตามล าดบั จากรูปทัง้สองพบว่า
ทั้งสองวิธีให้ผลเฉลยเป็นระยะทางที่สั้นที่สุดจาก
โหนดตน้ทางไปยงัโหนดปลายทางไดเ้ท่ากนั ผลการ
แกปั้ญหาที่ไดจ้ะแสดงโหนดตน้ทาง (src) โหนดปลายทาง 
(dst) ต้นทุนหรือระยะทาง (distance) และเส้นทาง 
หรอืโหนดทัง้หมดที่ขอ้มลูขา่วสารตอ้งเดินทางผา่นเพื่อ
ไปยังโหนดปลายทาง (visited nodes) จากรูปทัง้สอง
เมื่อก าหนดใหโ้หนดตน้ทางเป็นโหนด ‘3’ และโหนด
ปลายทางเป็นโหนด ‘5’ แลว้โหนดที่ขอ้มูลข่าวสารตอ้ง
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เดินทางผา่นทัง้หมดไดแ้ก่โหนด ‘3’, ‘0’, ‘1’ และ ‘5’ ซึง่มี
ตน้ทุนเท่ากับ 5 ซึ่งเป็นค าตอบที่ถูกตอ้ง อย่างไรก็ตาม
เมื่อพิจารณารูปทัง้สองประกอบกบั (Algorithm 1) และ 
(Algorithm 2) พบวา่ทัง้สองวิธีตอ้งมีการค านวณเสน้ทาง
ใหม่ทุกครัง้ส  าหรบัทุกคู่โหนดตน้ทาง-ปลายทาง ท าให้
ตอ้งมีการค านวณที่ซบัซอ้นเมื่อตอ้งหาเสน้ทางส าหรบัทกุ
คู่โหนดตน้ทาง-ปลายทาง จึงเป็นขอ้ดอ้ยของทั้งสองวิธี
ตามที่กลา่วเอาไวใ้นหวัขอ้วิธีการศกึษา 
 

 
 

Figure 4 A Dijkstra’s solution for the shortest path 
 problem from node ‘3’ to node ‘5’. 
 

 
 

Figure 5 A Bellman-Ford’s solution for the shortest 
 path problem from node ‘3’ to node ‘5’. 

 

ในส่วนของวิธีของฟลอยด์-วอร์แชลล์ นั้น  
เมื่อพิจารณา (Algorithm 3) พบว่าสิ่งที่ท  าให้วิ ธี
ดงักลา่วแตกตา่งจากวิธีของไดกส์ตราและเบลลแ์มน-
ฟอรด์คือวิธีของของฟลอยด-์วอรแ์ชลลม์ีการพิจารณา
เสน้ทางของทกุคู่โหนดไปพรอ้มกนั ในขณะที่ทัง้สองวิธี
ก่อนหนา้พิจารณาเฉพาะโหนดที่สนใจเท่านัน้ ดงันัน้
วิธีของของฟลอยด์-วอรแ์ชลลจ์ึงสามารถหาเสน้ทาง
ของทุกคู่โหนดตน้ทางและโหนดปลายทางไดใ้นการ
ค านวณเพียงครัง้เดียว ผลดังกล่าวมีการสนับสนุน
จาก Mukhlif, & Safi (2020)  

จาก (Figure 6) แสดงตวัอย่างผลการแกปั้ญหา
ระยะทางสัน้ที่สดุของทุกคู่โหนดดว้ยวิธีของฟลอยด์-
วอรแ์ชลล ์เมื่อพิจารณาผลของรูปดงักล่าวประกอบ
กับ (Algorithm 3) พบว่าวิธีดังกล่าวนั้นให้ผลเฉลย
เป็นระยะทางสัน้ที่สุดของทุกคู่โหนด ใน  (Figure 6) 
นัน้แสดงตวัอยา่งผลเฉลย 6 จากทัง้หมด 36 ผลเฉลย 
(จ านวนผลเฉลยทัง้หมดมาจากจ านวนโหนดทัง้หมด
ยกก าลังสองใน  (Figure 4) คือ 62 = 36) ผลเฉลย
ดังกล่าวรวมถึงผลเฉลยที่โหนดต้นทางและโหนด
ปลายทางเป็นโหนดเดียวกันด้วย (กรอบสีน ้าเงิน 
ในรูป) เมื่อเปรียบเทียบผลเฉลยของระยะทางที่สัน้
ที่สุดจากโหนด ‘3’ ไปยังโหนด ‘5’ ใน (Figure 6) 
(กรอบสีแดงในรูป) กับผลเฉลยใน  (Figure 4) และ 
(Figure 5) พบวา่ใหผ้ลเฉลยที่เทา่กนั 

 

 
 

Figure 6 An example of Floy-Warshall’s solutions 
 for the shortest path problem. 
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2. ผลการประยุกต์ใช้วิ ธี  Q-learning เพื่อการ
แก้ปัญหาเส้นทางที่สั้นที่สุด 

สิ่งแวดลอ้มที่น  าเสนอใน (Algorithm 4) นั้น
แสดงความสัมพันธ์ระหว่างแอคชันและรางวัลใน 
แต่ละสเตจ รางวลัที่ไดจ้ากแต่ละสเตจนัน้เช่ือมโยงกบั 
(Table 1) และเอเจนทต์อ้งการรางวลัที่สงูที่สดุในแต่ละ 
สเตจซึ่งต้องมีกระบวนการเรียนรูจ้าก (Algorithm 5) 
เมื่อพิจารณา (Algorithm 5) พบว่าในแต่ละรอบของ
กระบวนการเรยีนรูน้ัน้ มีการสุม่ท าแอคชนั (บรรทดัที่ 7) 
หรือเลือกแอคชันที่ให้รางวัลสูงที่สุด (บรรทัดที่ 9) 
ขึน้อยู่กบัค่าความน่าจะเป็น 𝑝 เมื่อกระบวนการเรียนรู ้
สิน้สดุลงจะได ้Q-table ที่มีค่ารางวลัสงูที่สดุส าหรบั
แต่ละคู่ สเตจ-แอคชนั Q-table ดงักลา่วสามารถบอกได้
ว่าข้อมูลต้องเดินทางไปยังโหนดใดจากโหนดที่อยู่
ในสเตจปัจจุบัน เพื่อไปให้ถึงโหนดปลายทางด้วย
ตน้ทนุที่ต  ่าที่สดุ ผลการศึกษานีส้อดคลอ้งกบั Buysse, 
Mets, & Latre (2022) 

(Figure 7) แสดงรางวลัเฉลี่ยของวิธี Q-learning 
ต่อจ านวนรอบของการเรียนรู ้(episode) จาก (Algorithm 
5) จาก (Figure 7) พบว่ารางวลัเฉลี่ยของวิธี Q-learning 
มีค่าเพิ่มขึน้เมื่อจ านวนรอบของการเรียนรูเ้พิ่มขึน้ 
ซึ่ งหมายความว่าทุก ๆ  รอบของการเรียนรู ้วิ ธี   
Q-learning สามารถจดจ าแอคชันที่ท  าให้รางวัล 
ของแต่ละสเตจมีค่าสงูขึน้ รางวลัมีค่าสูงสดุและคงที่
เ มื่ อผ่ าน ไปประมาณ 35 รอบของการ เ รียน รู ้  
หมายความว่าวิธี Q-learning สามารถจดจ าแอคชนั
ที่ท  าใหร้างวลัของแต่ละสเตจมีค่าสงูสดุและสามารถ
แกปั้ญหาระยะทางสัน้ท่ีสดุได ้

 

 
 
Figure 7 Average reward per episode of Q-learning. 

 

(Figure 8) แสดงผลการแก้ปัญหาระยะทาง
สัน้ที่สดุจากโหนด ‘3’ ไปยงัโหนด ‘5’ ดว้ยวิธี Q-learning 
จาก (Figure 8) พบว่าวิธี Q-learning ให้ผลเฉลยที่
ถกูตอ้งเช่นเดียวกบัทัง้สามวิธีที่ผ่านมา นอกจากนีว้ิธี 
Q-learning ยงัมีคุณลกัษณะพิเศษคือสามารถจดจ า
เสน้ทางที่สัน้ที่สุดจากทุกโหนดต้นทางไปยังโหนด
ปลายทางได ้คณุลกัษณะดงักลา่วเทียบเทา่กบัการหา
ผลเฉลยส าหรับทุกคู่ โหนดด้วยวิ ธีของฟลอยด์ - 
วอรแ์ชลล ์อย่างไรก็ตามเมื่อเปรียบเทียบขัน้ตอนการ
ท างานของทั้งสองวิธีจาก (Algorithm 3, 4 and 5) 
พบว่าวิธี Q-learning มีขั้นตอนการท างานและการ
ค านวณที่ น้อยกว่าวิ ธี ของฟลอยด์ -วอร์แชลล์  
นอกจากนี ้วิ ธี  Q-learning ยังสามารถพัฒนาเพื่อ 
ประยุกตใ์ชใ้นสถานการณท์ี่การส่งขอ้มูลจากโหนด
ตน้ทางไปยงัโหนดปลายทางมากกว่าหนึ่งคู่โหนดได้ 
แนวทางดงักลา่วสอดคลอ้งกบัผลในงานวิจยั Abdoos, 
Mozayani, & Bazzan (2011) 
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Figure 8 A Q-learning’s solution for the shortest 
 path problem from node ‘3’ to node ‘5’. 
 

(Figure 9) แสดงการเผยแพร่โค้ดโปรแกรม 
 

ภาษา Python จ าลองการท างานของวิธีการแกปั้ญหา 
เส้นทางที่สั้นที่สุดทั้งสี่วิ ธีในเว็บไซต์ github.com  
ซึ่งเป็นเว็บไซต์ที่ได้รับความนิยมในหมู่นักพัฒนา
ภาษาคอมพิวเตอร ์ผูท้ี่สนใจสามารถเขา้ไปดาวนโ์หลด
และทดลองใชโ้ปรแกรมจ าลองการท างานดงักลา่วได้
ตามเอกสารอา้งอิง Danuphon1999 (2023) 

 

 
 

Figure 9 Publishing of Python codes for 4 algorithms on github.com. 
 

สรุป 
 

บทความนี ้น  า เสนอการประยุกต์ใช้งาน  
Q-learning ซึ่งจัดเป็นการเรียนรูข้องเครื่องหรือ ML 
วิธีหนึ่งในการแกปั้ญหาระยะทางที่สัน้ที่สดุในโครงข่าย
สื่อสาร การแกปั้ญหาดงักลา่วนัน้มีความส าคญัมาใน
การลดต้นทุนการสื่อสารซึ่งอาจเป็นก าลังส่งหรือ
ระยะเวลาในการสง่ขอ้มูล ในขัน้ตอนการด าเนินงาน
นัน้เริ่มตน้จากการศึกษาวิธีแกปั้ญหาดงักลา่วสามวิธี
ก่อนหนา้ ไดแ้ก่ วิธีของไดกส์ตรา วิธีของเบลลแ์มน-
ฟอรด์ และวิธีของฟลอยด-์วอรแ์ชล หลงัจากนัน้ไดม้ี
การน าเสนอการแปลงปัญหาระยะทางสัน้ที่สดุใหเ้ป็น
องคป์ระกอบของวิธี Q-learning ไดแ้ก่ เอเจนท ์แอคชนั 
สเตจ รางวัล และสิ่งแวดลอ้ม ผลการจ าลองวิธีการ 
ทั้งสี่วิ ธีด้วยภาษา Python แสดงให้เห็นว่าวิธีทั้งสี่

สามารถแกปั้ญหาระยะทางที่สัน้ท่ีสดุไดอ้ย่างถูกตอ้ง 
วิธี Q-learning นัน้สามารถแกปั้ญหาระยะทางที่สัน้
ที่สุดจากโหนดต้นทางใด ๆ ไปยังโหนดปลายทาง 
ซึ่งเทียบเท่ากบัผลเฉลยของวิธีของฟลอยด์-วอรแ์ชล 
อย่างไรก็ตามวิธี Q-learning นัน้มีขัน้ตอนการท างานที่
ซับซ้อนน้อยกว่า  ในตัวอย่างที่สนใจนั้นวิ ธีของ 
ฟลอยด-์วอรแ์ชลตอ้งใชก้ารค านวณระยะทางของทกุ
คู่โหนด จ านวน 36 คู่โหนด ในขณะที่วิธี Q-learning 
นัน้ใช้การเรียนรูท้ัง้สิน้ 35 ครัง้ การทดสอบใชก้ราฟ
แทนโครงข่ายซึ่งมีความแม่นย าในการทดสอบวิธี 
ต่าง ๆ นอกจากผลเฉลยและความซับซอ้นแลว้ วิธี  
Q-learning ยังสามารถพัฒนาต่อเพื่อใช้แก้ปัญหา
ระยะทางที่สั้นที่สุดในกรณีที่มีการรับ -ส่งข้อมูล
มากกวา่หนึง่คูโ่หนดพรอ้มกนั 
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แนวทางการพฒันาวิธี Q-learning ในอนาคตคือ
การแกปั้ญหาเดิมโดยการเพิ่มเง่ือนไขว่ามีการรบั-ส่ง
ข้อมูลมากกว่าหนึ่งคู่โหนดพร้อมกันในโครงข่าย
สื่อสารตามที่ไดก้ลา่วมาขา้งตน้ ถึงแมว้่าวิธี Q-learning 
จะมีขัน้ตอนการท างานที่ซบัซอ้นนอ้ยกว่าวิธีของฟลอยด-์
วอรแ์ชล อย่างไรก็ตามเมื่อพิจารณาวิธี Q-learning พบว่า
ตอ้งมีการสรา้งตาราง Q-table ซึ่งตารางดงักลา่วมีขนาด
ที่เติบโตในเชิงเอกซ์โพเนนเชียลกับจ านวนคู่ของ 
สเตจ-แอคชนัน ามาซึง่ความซบัซอ้นท่ีเพิ่มขึน้ตามที่ได้
มีการศึกษาในงานวิจัย Aermsa-Ard, Wangsamad, & 
Mamat (2023) การลดความซบัซอ้นดงักลา่วเป็นปัญหา
ที่นา่สนใจและสามารถพฒันาตอ่ไดใ้นอนาคต   
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