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การผสาน InceptionResNetV2 และ VGG19 ส าหรับการจดจ าโรคใบอ้อย 
Integration of InceptionResNetV2 with VGG19 for sugarcane leaf disease recognition 

 
เอกรัตน์ สุขสุคนธ์1* 

Aekkarat Suksukont1*  
 

บทคัดย่อ 
การพฒันาเทคนิคการจดจ าโรคใบอ้อยถือเป็นแนวทางท่ีท้าทาย เน่ืองจากต้องเผชิญกับความหลากหลายของลกัษณะโรคท่ีแสดงออก

แตกต่างกันไปตามคุณลักษณะของใบพืช ไม่ว่าจะเป็นสี รูปร่าง พืน้ผิว และรูปแบบการกระจายของโรคในเชิงพืน้ท่ี ซึ่งมีความซับซ้อนและ
เปล่ียนแปลงได้ตามสภาวะแวดล้อม การวิเคราะห์ลกัษณะดงักล่าวจึงจ าเป็นต้องอาศัยเทคนิคขัน้สูงด้านการประมวลผลภาพและการเรียนรู้
ของเคร่ืองเพื่อให้สามารถจดจ าโรคได้อย่างแม่นย า การศึกษานีน้ าเสนอการผสานโครงข่าย InceptionResNetV2 และ VGG19 โดยใช้ 
convolutional layers เป็นองค์ประกอบหลักของสถาปัตยกรรม เน่ืองจากข้อได้เปรียบของ inception module ในการวิเคราะห์คุณลกัษณะท่ี
หลากหลายของโรคพืชใบร่วมกับ residual connection ท าให้โครงข่ายลดการสูญเสียข้อมูลโรคพืชในเครือข่ายท่ีมีความลึกมากยิ่งขึน้ โมเดลท่ี
น าเสนอได้รับการฝึกอบรมและทดสอบด้วยชุดข้อมูลโรคใบอ้อย พร้อมทัง้เปรียบเทียบผลลัพธ์กับก่อนหน้า ผลการทดลองแสดงว่าโมเดล
สามารถบรรลุความแม่นย าสูงสุดท่ีร้อยละ 99.25 มีผลของ Loss ท่ี 0.0263 และสูญเสียเวลาการฝึกอบรมท่ี 24.55 นาที ผลการศึกษานีไ้ม่
เพียงแต่แสดงให้เห็นถึงประสิทธิภาพของโมเดลในการจดจ าโรคใบอ้อย แต่ยังเป็นแนวทางส าคญัในการพฒันาเทคโนโลยีตรวจจับโรคพืชใน
ระดบัอุตสาหกรรม     
ค าส าคัญ:  การเรียนรู้เชิงลึก  โครงข่ายคอนโวลูชัน  การผสานโครงข่าย  การจดจ าโรคใบอ้อย 

 
Abstract  

The development of sugarcane leaf disease recognition techniques is challenging due to the diversity of disease 
characteristics expressed through variations in leaf color, shape, texture, and spatial distribution patterns, which are complex and 
influenced by environmental conditions. Therefore, advanced image processing and machine learning techniques are essential 
for accurately recognizing the sugarcane leaf disease. This study presented an integration of InceptionResNetV2 with VGG19 
networks using convolutional layers as the main components of the architecture, due to the advantages of the inception module 
for diverse feature analysis combined with residual connections to address the issue of data loss in deep networks. The proposed 
model was trained and tested on sugarcane leaf disease dataset and compared with the previous results. Experimental results 
showed that the model achieved an accuracy of 99.25%, a loss of 0.0263, and a training time of 24.55 minutes. The results of this 
study not only demonstrated the model's effectiveness in recognizing sugarcane leaf disease but also provided important guidelines 
for developing plant disease technologies on an industrial scale.   
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บทน า 
ผลผลิตทางการเกษตรมีบทบาทส าคัญต่อการสร้างรายได้และยกระดบัคุณภาพชีวิตของประชากร รวมถึงส่งเสริม

การพัฒนาเศรษฐกิจอย่างยั่งยืน (Singh et al., 2023) อย่างไรก็ตาม ผลผลิตที่ได้นัน้ต้องเผชิญกับความท้าทายจากการ
สญูเสียที่เกิดจากโรคพืช (Raza & Bebber, 2022; Lahlali et al., 2024) ปัญหานีเ้กิดจากการติดเชือ้รา ไวรัส รวมถึงปัจจัย
ทางส่ิงแวดล้อม เช่น ปริมาณน า้ฝน อุณหภูมิ และความชืน้ เหล่านีส่้งผลให้เกิดการกระจายของโรค ซึ่งการจดัการปัญหา
ต้องอาศัยความช านาญของเกษตรกรในการจดจ าและวินิจฉัย แม้ว่าการตรวจสอบโรคพืชด้วยวิธีดัง้เดิมจะยังคงใช้กัน
อย่างแพร่หลาย แต่มีข้อจ ากัดด้านความแม่นย าและความเร็ว ในทางกลับกัน เทคนิค deep learning (DL) ได้แสดง
ศกัยภาพในการตรวจจบัและจดจ าโรคพืชได้อย่างรวดเร็วและแม่นย าย่ิงขึน้ (Moupojou et al., 2023; Hosny et al., 2023) 

การประยุกต์ใช้และพฒันา DL ส าหรับโรคพืช เป็นความก้าวหน้าที่ช่วยให้เกษตรกรสามารถระบุโรคได้อย่างแม่นย า 
(Bhargava et al., 2024) พืน้ฐานของเทคนิคนีน้ าลักษณะเด่นหรือข้อมูลของโรคนัน้  ๆ มาวิเคราะห์ เช่น สีของใบ ความ
ผิดปกติบนผิวใบ และลกัษณะสัญญาณรบกวน ข้อมลูภาพเหล่านีถู้กน ามาจัดเตรียมเป็นชุดข้อมูลเพื่อใช้ในการฝึกอบรม
โครงข่าย  ท าให้ได้ผลลัพธ์ที่มีประสิทธิภาพ (Chouhan et al., 2018; Balafas et al., 2023; Madhurya & Jubilson, 2023; 
Moupojou et al., 2024 ) ด้วยความก้าวหน้านีเ้ป็นเหตุให้มีการน าไปพัฒนาเพื่อเพิ่มผลลัพธ์ในการใช้งานในเวลาจริง (real-
time) เช่น การน าโมเดล ResNet50, VGG19 และ MobileNetV3Small มาพัฒนา โดยปรับแต่งการท างานร่วมกับ 
explainable AI เพื่อเพิ่มประสิทธิภาพในการจ าแนกโรคใบ (Salam et al., 2024) การพัฒนา Lightweight 2D CNN ส าหรับ
แอปพลิเคชนั android โดยใช้งานร่วมกับ Grad-CAM เพื่อแสดงบริเวณที่ตรวจพบโรคผ่าน heatmap (Peyal et al., 2023) การ
ผสาน YOLOv3 และ LSTM เพื่อพฒันาเทคนิคการจดจ าโรคพืชที่ท างานร่วมกับระบบ internet of things (IoT) ส าหรับการ
แจ้งเตือนและบันทึกข้อมูลแบบออนไลน์ (Chen et al., 2020) การใช้ transfer learning และ vision transformer model ซึ่ง
รวมข้อดีของทัง้สองแนวทางเพื่อจัดการกับความแตกต่างจากลักษณะโรค (Tabbakh & Barpanda, 2023) การพัฒนา
โมเดล MaizeNet ซึ่งใช้ CNNs ร่วมกับ faster-RCNN และ ResNet-50 ที่ปรับปรุงให้โครงข่าย โดยผสาน spatial-channel 
attention mechanism ไปบนโครงข่ายเพื่อเพิ่มประสิทธิภาพในการดึงคุณลักษณะเชิงลึก (Masood et al., 2023) การออกแบบ 
gated self-attentive convoluted MobileNetV3 ที่รวม gated mechanisms และ self-attention layers เพื่อแก้ปัญหาการ
ประมวลผลล่าช้าส าหรับการตรวจจับแบบเรียลไทม์ (Begum & Syed, 2024) การผสาน few-shot learning ร่วมกับ 
EfficientNet เพื่อดึงคุณลกัษณะของโรคพืช พร้อมทัง้ผสาน attention mechanism เพื่อให้โครงข่ายเน้นคุณลกัษณะที่เกิด
โรคพืช (Anorboev et al., 2023) หรือการแก้ปัญหาข้อมูลที่จ ากัดด้วยการประยุกต์ใช้ VGG19 ร่วมกับการถ่ายโอนการ
เรียนรู้ (Yead et al., 2024) เทคนิคเหล่านีม้ีจุดมุ่งหมายเพื่อเพิ่มประสิทธิภาพและเอาชนะความท้าทายจากลักษณะทาง
กายภาพที่หลากหลายของพืชในสภาพแวดล้อมจริง ส่งผลให้การพฒันาสามารถเพิ่มความแม่นย าและความรวดเร็วในการ
ตรวจจับและจดจ าโรคพืชได้ แนวทางดังนีล้้วนแล้วแต่เป็นความก้าวหน้าที่ช่วยยกระดับอุตสาหกรรมการเกษตรในยุค
ปัญญาประดิษฐ์ (Alharbi et al., 2023; Elfatimi et al., 2022; Altabaji et al., 2024; Ramadan et al., 2024) 

การศึกษาดงัที่กล่าว เป็นการพฒันาเพื่อเพิ่มผลลพัธ์ในการตรวจจบั จ าแนก และจดจ าโรคใบพืช แม้ว่าการพัฒนา
จะได้รับประสิทธิภาพที่ดีแต่ยังมีข้อจ ากัดหลายประการ เช่น ชุดข้อมูลขนาดใหญ่ในการฝึกอบรม ปัญหานีเ้ป็นอุปสรรค  
ในกรณีที่ข้อมลูมีจ านวนจ ากัดและมีความ (Salam et al., 2024) อีกทัง้โมเดลที่ซบัซ้อนที่เกิดจากชัน้การท างานของโครงข่าย 
เช่น YOLOv3 หรือ MaizeNet ซึ่งเป็นโมเดลขนาดใหญ่ที่ต้องใช้ทรัพยากรประมวลผลสูง รวมถึงการใช้งานในสภาพแวดล้อมที่ 
เกิดแสงตกกระทบใบพืช หรือสัญญาณรบกวนภาพพืน้หลังของใบพืช (Chen et al., 2020; Masood et al., 2023) 
นอกจากนีก้ารใช้งานจริงในภาคการเกษตร เช่น การพัฒนาแอปพลิเคชันบนมือถือและระบบ IoT อาจเผชิญปัญหาด้าน
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ความเสถียรของเครือข่ายในพืน้ที่ชนบท (Chen et al., 2020) รวมถึงข้อจ ากัดในการอธิบายถึงผลลัพธ์ (explain ability) ที่
เป็นผลมาจากความซบัซ้อนของชัน้การท างานของโมเดล (Begum & Syed, 2024; Salam et al., 2024) หรือ ปัญหาที่มาจาก
ข้อมลูมีความแปรผัน เช่น พืน้หลงัของภาพที่ซับซ้อนและไม่สม ่าเสมอ เพื่อเพิ่มผลลพัธ์ของการจดจ าโรคใบพืช การศึกษานี ้
น าเสนอโครงข่ายที่ผสานรวมกับโครงสร้างเชิงลึก โดย InceptionResNetV2 ถูกเลือกใช้ในกาการศึกษานีเ้นื่องจากมีโครงสร้าง
ที่รวมข้อดีของ inception module และ residual connection ท าให้สามารถเรียนรู้คุณลักษณะที่ซับซ้อนได้อย่างมี
ประสิทธิภาพ ในขณะที่ VGG19 โดดเด่นในด้านความเรียบง่ายและความสามารถในการจับลักษณะเฉพาะของภาพด้วย
โครงสร้างลึก ซึ่งการผสานการท างานร่วมกันยงัโดดเด่นในการดึงคุณลกัษณะเชิงลึกได้หลายระดบัพร้อมกัน ท าให้โครงข่าย
สามารถปรับตัวได้ดีในข้อมูลที่หลากหลาย ส่งผลให้การจดจ าโรคพืชมีประสิทธิภาพสูงและเหมาะสมส าหรับการน าไป
ประยุกต์ใช้ในอุตสาหกรรมการเกษตร 

 

วิธีการศึกษา 
การศึกษานีน้ าเสนอการผสานการท างานระหว่าง InceptionResNetV2 และ VGG19 เพื่อเพิ่มประสิทธิภาพในการ

จดจ าโรคใบอ้อยที่มีความซับซ้อน โดย VGG19 มีจุดเด่นในการดึงคุณสมบัติพืน้ฐานของภาพอย่างแม่นย า ในขณะที่ 
InceptionResNetV2 ใช้ประโยชน์จาก inception module และ residual connection เพื่อลดปัญหา vanishing gradient 
ที่เกิดจากการเรียนรู้คุณสมบัติที่ซับซ้อนจากข้อมูลภาพหรือลักษณะของการเกิดโรค การผสานโครงข่ายทัง้สองช่วยลด
ข้อผิดพลาดในการจดจ าข้อมูลที่มีความคล้ายคลึงกันและความหลากหลายของลักษณะภาพ ซึ่งแสดงถึงศักยภาพของ
โครงข่ายและการท างานที่พฒันาขึน้ ดงั (Figure 1)   

 

 
 

Figure 1 VGG19 with InceptionResNetV2 integration for sugarcane leaf disease recognition. 
 

1. ชุดข้อมลู 
จาก (Figure 1) ชุดข้อมลูข้าวโพด (sugarcane leaf disease dataset: SLDD) เป็นชุดข้อมลูที่ถูกเก็บรวบรวม

ในรัฐมหาราษฏระ ประเทศอินเดีย  (Daphal & Koli, 2022) โดยมีวัตถุประสงค์เพื่อใช้ในการฝึกอบรมและทดสอบ
ปัญญาประดิษฐ์ ชุดข้อมูลนีป้ระกอบด้วยภาพใบอ้อยทัง้หมด 2,521 ภาพ แบ่งออกเป็น 5 ประเภทหลัก ได้แก่ healthy 
จ านวน 522 ภาพ, mosaic จ านวน 462 ภาพ, Red rot จ านวน 518 ภาพ, rust จ านวน 514 ภาพ, และ yellow จ านวน 
505 ภาพ โดยภาพในชุดข้อมูลมีความหลากหลายทัง้สัญญาณรบกวนพืน้หลัง  ต าแหน่งของการเกิดโรค และขนาดของ
ภาพที่แตกต่างกัน ในการศึกษานีท้ดลองโดยแบ่งข้อมูลออกเป็น 3 กลุ่ม ได้แก่ ร้อยละ 60 ส าหรับการฝึกอบรม ร้อยละ 20 
ส าหรับชุดข้อมลูตรวจสอบ และร้อยละ 20 ส าหรับชุดข้อมลูทดสอบ ตวัอย่างภาพโรคใบข้าวโพด ดงั (Figure 2)  



ว.มทรส. 13(1) : 99-109 (2568) 
 

102 
 

 
(a) healthy 

 
(b) mosaic 
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(d) rust 

 
(e) yellow 

 

Figure 2 Sample representation of some sugarcane leaf disease. 
 

2. โครงข่ายการเรียนรู้เชิงลึก 
จาก (Figure 2) ชุดข้อมูลใบอ้อยจะถูกก าหนดขนาดที่แตกต่างที่ 200× 200 พิกเซล และ 224× 224 พิกเซล 

เพื่อให้โครงข่ายสามารถเรียนรู้ข้อมูลได้หลายระดับ โดยส่งชุดข้อมูลขนาด 200× 200 พิกเซล ไปยัง InceptionResNetV2 
(Szegedy et al., 2017) เนื่ องจากโครงข่ ายรวมแนวคิดของ inception module และ residual connection เพื่ อ เพิ่ ม
ประสิทธิภาพในการเรียนรู้ข้อมูลภาพที่ซับซ้อน โครงสร้างเร่ิมต้นด้วย stem block ส าหรับการดึงคุณสมบัติพืน้ฐาน ตามด้วย 
inception modules ที่ประกอบด้วย convolutional filters ขนาดต่าง ๆ เช่น 1× 1, 3× 3 และ 5× 5 ซึ่งช่วยดึงข้อมลูหลายระดับ 
ดงัสมการ (1) 
 

, , , ,

1 ,

C
k k c k

i y m n C i m j n

C m n

O W P b+ +

=

= +  

(1) 

 
เมื่อ 

,

k

i yO คือ ผลลัพธ์ที่ต าแหน่ง ( , )i j ของ feature map ที่ k, 
, ,

k

m n cW คือ ค่าน า้หนัก (kernel) ของตัวกรอง 

ที่ต าแหน่ง ( , )m n ส าหรับ C  ในตวักรองที่ k , 
,

c

i m j nP+ +
 คือ พิกเซลที่ต าแหน่ง ( , )i m j n+ + ใน channel ที่ C , kb

คือ ไบอัส และ C  คือ จ านวน channel ของภาพ โดย patch ที่ได้ถูกหลอมรวมผ่านการ concatenate ในขณะเดียวกัน 
residual connection ซึ่งจะเชื่อมข้อมูลจากชัน้ก่อนหน้าเข้าสู่ผลลัพธ์ของ inception modules เพื่อลดปัญหา vanishing 
gradient และเร่งกระบวนการฝึกฝน ดงัสมการ (2)  
 

( )Y X F X= +  (2) 
 
เมื่อ X คือ input ของ residual block, ( )F X  คือ output จาก convolution layers ภายใน block และY คือ

ผลลัพธ์จาก residual block โดยข้อมูลยังถูกผสานการท างานแบบขนานร่วมกับ VGG19 (Mahum, 2023; Yead et al., 
2024) ซึ่งรับชุดข้อมลูขนาด 224× 224 พิกเซล โดยโครงข่ายมี Convolutional Layers ดงัสมการ (1) โดย VGG19 แตกต่าง
จาก InceptionResNetV2 จากล าดับชัน้ โดยใช้ขนาดคอนโวลูชันที่ 64, 128, 256, 512 และ 512 ร่วมกับตัวกรองขนาด 
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3× 3 เพื่อดึงคุณสมบัติพืน้ฐานจากภาพ พร้อมด้วย ReLU Activation เพื่อเพิ่มความไม่เป็นเชิงเส้น (non-linearity) ในการ
เรียนรู้ข้อมูล ในทุก ๆ 2 หรือ 3 เลเยอร์ จะมี MaxPooling Layers เพื่อลดขนาดฟีเจอร์แมพและเพิ่มประสิทธิภาพ 
การประมวลผล ทัง้นี ้convolutional layers ของ InceptionResNetV2 และ VGG19 จะถูกผสานการท างานและส่ง patch  
เข้าสู่ fully connected layers (FC layer) โดยก าหนดไว้ที่ 512 โหนด ท างานควบคู่กับ Dropout ที่ 0.2 และ ฟังก์ชัน 
SoftMax ส าหรับจดจ า  

โครงข่ายที่เสนอทดลองด้วยระบบปฏิบติัการ windows ที่ติดตัง้ Intel Core i5-12400f โดยมี RAM 32 GB พร้อมด้วย 
NVIDIA RTX 4070 ร่วมกับ VRAM 12 GB โดยมี CUDA core จ านวน 5,888 คอร์ เคร่ืองมือออกแบบเครือข่ายที่เสนอและทดสอบ
เครือข่ายถูกออกแบบโดย NumPy และ TensorFlow พารามิเตอร์การฝึกอบรมก าหนดไว้ให้เป็นมาตรฐาน ดงั (Table 1) 

 
Table 1 Parameter for training model. 

hyper parameter value 
learning rate 10-2, 10-3, 10-4 and 10-5 
optimization  Adam 
loss function categorical cross entropy 
epoch 50 
batch size 32 

 
การศึกษานีป้ระยุกต์ใช้ accuracy, precision, และ recall เป็นเกณฑ์วัดผล เพื่อประเมินประสิทธิภาพของการเรียนรู้

ของโมเดล โดยอาศยัการเปรียบเทียบกับจ านวนข้อมูลที่โมเดลสามารถพยากรณ์ได้อย่างถูกต้อง ดงัสมการ (3)-(5) 
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TP FP TN FN

+
=

+ + +
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เมื่อ true positive (TP) คือกรณีที่ใบพืชมีโรค และโมเดลสามารถระบุโรคได้อย่างถูกต้อง , true negative (TN)  

คือกรณีที่ใบพืชไม่มีโรค และโมเดลพยากรณ์ว่าเป็นใบพืชไม่มีโรคได้ถูกต้อง, false positive (FP) คือกรณีที่ใบพืชที่มีใบพืช
ไม่มีโรคและถูกโมเดลพยากรณ์ผิดว่าเป็นใบที่มีโรค และ false negative (FN) คือกรณีที่ใบพืชที่มีโรคและถูกโมเดล
พยากรณ์ผิดว่าเป็นใบพืชไม่มีโรค 
 

ผลการศึกษาและอภิปรายผล 
เมื่อน าโครงข่ายมาฝึกอบรมด้วยชุดข้อมูลโรคใบอ้อย ดงั (Figure 3) ผลการฝึกอบรมแสดงความสมัพนัธ์ที่ระหว่างอัตรา

การเรียนรู้ (learning rate) และรอบการฝึกอบรม (epoch) โดยผลของ learning rate ที่ 10-3 และ 10-5 ให้ผลลพัธ์ที่ดีที่สุด 
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ทัง้ในแง่ของ accuracy และ loss ซึ่งมีค่า accuracy สูงสุดที่ร้อยละ 99.14 และร้อยละ 99.25 โดยมีผลของ loss ต ่าสุดที่ 
0.0291 และ 0.0263 ตามล าดบั ในทางกลบักัน learning rate ที่ 10-2 มีผล accuracy ต ่าสดุที่ร้อยละ 96.83 ผลของ loss 
ที่ 0.1172 ซึ่งสะท้อนถึงการเรียนรู้ที่ไม่เสถียร เนื่องจากความเร็วในการปรับน า้หนักที่มากเกินไปท าให้โครงข่ายไม่สามารถ
ตรวจจบัลกัษณะข้อมลูได้ และผลของ 10-4 มีประสิทธิภาพใกล้เคียง 10-5 แต่ยงัด้อยกว่าในแง่ของ accuracy และ loss  

 

 

 
 

(a) training performance comparison 

 
 

(b) loss of training 
 

Figure 3 Result of training model. 
 

 
 

(a) precision performance comparison 

 
 

(b) recall performance comparison 

 
Figure 4 Precision and recall of training model. 

 
(Figure 4) แสดงผล precision และ recall ของการฝึกอบรมโมเดลในช่วง 50 epochs ส าหรับค่า learning rate 

ต่างๆ พบว่าค่า learning rate 10-2  มีผลลพัธ์ที่ดีที่สุดในด้าน precision ด้วยค่าเฉล่ียสุดท้ายที่ร้อยละ 99.70 ในขณะที่ค่า 
10-3, 10-4 และ 10-5  มีค่า precision อยู่ที่ร้อยละ 98.68, 98.43, และ 99.09 ตามล าดบั ส่วน recall ค่า 10-5 มีค่าที่ดีที่สุดที่
ร้อยละ 99.04 แสดงถึงความสามารถของโมเดลในการดึงข้อมูลที่เก่ียวข้องได้อย่างแม่นย า ในขณะที่  10-2 และ 10-3 มีค่า 
recall อยู่ที่ร้อยละ 99.70 และร้อยละ 97.94 ตามล าดับ ทัง้นี ้กราฟแสดงลักษณะการเรียนรู้ที่รวดเร็วในช่วง 10 รอบแรก 
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และค่อย ๆ ราบเรียบ แสดงถึงความเร็วของการปรับค่าพารามิเตอร์อย่างมีประสิทธิภาพในระหว่างเรียนรู้ของโครงข่าย  
แต่ทะว่า ใน (Figure 4)(a) และ (b) การทดลองด้วย 10-2 เส้นโค้งแสดงความผนัผวนในรอบที่ 10 ถึงรอบที่ 20 ซึ่งเกิดจาก 
learning rate ที่สงูเกินไปท าให้การเรียนรู้ข้อมลูในแต่ละรอบเกิดผนัผวนในชั่วขณะ  

(Figure 5) เมื่อน าโครงข่ายที่ได้รับการฝึกอบรมด้วย 10-5 ดังในรูปที่ 3(a) มาทดสอบจากชุดข้อมูลการทดสอบ 
(testing set) เพื่อแสดงผลการจดจ าโรคใบอ้อย ผลลัพธ์ของการจดจ าโรคใบอ้อย ได้แก่ healthy, mosaic, Red rot, rust 
และ yellow ตวัอย่างการทดสอบจ านวน 10 ตวัอย่าง (ภาพโรคใบอ้อย) โมเดลที่เสนอสามารถจดจ าได้อย่างแม่นย า โดยมี
ความถูกต้องมากกว่าร้อยละ 80 จ านวน 8 ตัวอย่าง และมีผลการจดจ ามากกว่าร้อยละ 90 จ านวน 7 ตัวอย่าง ในขณะที่ 
ผลการจดจ าใน healthy และ mosaic มีความแม่นย าต ่าในบางตวัอย่าง โดยมีผลร้อยละ 41.64 และ 73.90 แสดงให้เห็น
ถึงความผิดพลาดซึ่งอาจเกิดจากความคล้ายคลึงจากลักษณะข้อมูลโรคใบพืชที่น ามาทดสอบ สญัญาณรบกวนภาพใบพืช
หรือภาพพืน้หลัง และปัญหาการเรียนรู้ของโครงข่ายซึ่งสะท้อนจากการเรียนรู้ที่เกิดความผนัผวนในขณะฝึกอบรม เหล่านี ้
ซึ่งส าท้อนถึงข้อจ ากัดของโครงข่ายในการจดจ าภาพโรคพืช อย่างไรก็ตาม ภาพรวมของโมเดลยังแสดงผลได้แม่นย าและ
สามารถจดจ าโรคที่มีลักษณะชดัเจน เช่น Red rot และ rust ซึ่งมีประสิทธิภาพสงูถึงร้อยละ 99.72 และ 96.57  

 

 
 

 
 

Figure 5 Sample image results of recognition performance.  
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การเปรียบเทียบผลการทดลองกับวิธีก่อนหน้า 
การศึกษานีเ้ปรียบเทียบผลการทดลองของวิธีที่เสนอกับการทดลองก่อนหน้าที่เก่ียวเนื่องกับการพฒันา DL ที่น าชุด

ข้อมลูโรคพืชมาทดลอง โดยค านึงถึงตวัชีว้ดัที่ส าคญั ได้แก่ accuracy, precision และ time ตามล าดบั ดงั (Table 2) 
 
Table 2 Performance comparison with the previous published models. 

reference method 
accuracy 

(%) 
precision 
(%) 

time 
(minute) 

Daphal & Koli, 
2023  

a general approach called attention-based multi-
level residual convolutional neural network 

86.53 86.34 - 

Daphal & Koli, 
2024 

MobileNet-V2 with transfer learning 86.53 - - 

Yead et al., 2024 VGG with transfer learning 93.26 - - 
InceptionV3 with transfer learning 74.88   

Bao et al., 2024 spectral-spatial attention deep neural networks 95.94 - - 
Proposed VGG19 with InceptionResNetV2 integration 99.25 99.70 24.55 

 
จาก (Table 2) แสดงผลการเปรียบเทียบประสิทธิภาพของวิธีที่เสนอกับการศึกษาก่อนหน้า โดยผลการทดลองสูงสุด 

ที่ร้อยละ 99.25, และ 99.70 ส าหรับ accuracy และ precision และสญูเสียเวลาการฝึกอบรมเพียง 24.55 นาที ผลลพัธ์นี ้
ยงัมีผลลพัธ์ที่ดีกว่า VGG19 และ inceptionV3 (Yead et al., 2024) ที่ใช้โมเดลเดิมในการถ่ายโอนข้อมูลส าหรับฝึกอบรม  
แสดงให้เห็นว่าวิธีที่เสนอมีความสามารถในการเรียนรู้ข้อมลูโรคใบอ้อยและจดจ าได้อย่างมีประสิทธิภาพ  
 

สรุป 
การศึกษานีเ้สนอการการผสานโครงข่าย InceptionResNetV2 และ VGG19 เพื่อเพิ่มประสิทธิภาพในการจดจ า 

โรคใบอ้อย โครงข่ายใช้ประโยชน์จาก inception module ร่วมกับ residual connection เพื่อแก้ปัญหา vanishing gradient 
และเรียนรู้คุณสมบัติของข้อมูลภาพที่ซบัซ้อน และ convolutional layers ที่มีขนาดที่แตกต่างเพื่อรวบรวมคุณลักษณะหลายระดบั
เพื่อดึงคุณสมบติัของโรคใบอ้อย ซึ่งถูกผสานไปบนโครงข่ายเพื่อเพิ่มประสิทธิภาพการท างานของชัน้การสกัดคุณลกัษณะ 

ผลการทดลองแสดงของแสดงให้เห็นว่าวิธีที่เสนอมีประสิทธิภาพที่ดีที่สูงสุดถึงร้อยละ 99.25 มีผล loss น้อยสดุที่ 
0.0263 และสูญเสียเวลาในการฝึกอบรมโมเดลที่ 24.55 นาที ผลลัพธ์เหล่านีช้ีใ้ห้เห็นว่าโมเดลที่น าเสนอสามารถเรียนรู้
ข้อมลูภาพโรคใบอ้อยได้อย่างมีประสิทธิภาพและเสถียรสงู การศึกษานีเ้น้นย า้ถึงความส าคัญของการผสานโมเดลและการ
ปรับค่า parameter ที่เหมาะสมเพื่อพฒันาโครงข่ายที่ตอบสนองต่อความต้องการในงานประยุกต์ด้านเกษตรกรรมอย่างมี
ประสิทธิภาพ  

ในอนาคตผู้วิจัยเสนอการพัฒนาโครงข่ายแบบ  lightweight เพื่อรองรับชุดข้อมูลที่หลากหลาย และลดข้อจ ากัด
ด้านทรัพยากรส าหรับพัฒนาแอปพลิเคชันแบบเรียลไทม์ในการใช้งานบนโทรศัพท์มือถือ และการถ่ายโอนการเรียนรู้  
(transfer learning) เพื่อแก้ปัญหาข้อมูลโรคพืช ซึ่งเป็นการต่อยอดที่เป็นประโยชน์ต่อการพัฒนาเทคโนโลยีการเกษตร
อจัฉริยะ ส าหรับช่วยเหลือเกษตรกรในการจัดการโรคพืชได้อย่างรวดเร็วและแม่นย า 
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ค าขอบคุณ 
บทความวิจัยฉบับนีเ้ป็นส่วนหนึ่งของโครงการวิจัยเร่ือง การพัฒนาเทคนิคโครงข่ายการเรียนรู้เชิงลึกส าหรับการ

จดจ าโรคใบอ้อย ซึ่งได้รับการสนับสนุนจากสถาบันวิจัยและพัฒนา มหาวิทยาลัยเทคโนโลยีราชมงคลสุวรรณภูมิ  
ภายใต้เงินกองทุนส่งเสริมงานวิจยั ประจ าปีงบประมาณ พ.ศ. 2568 ประเภททุนพฒันานกัวิจยัรุ่นใหม่ 
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