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บทคดัย่อ 
 

การวิจยัน้ีมีวตัถุประสงค์เพ่ือ พฒันาวิธีการประมาณค่าพารามิเตอร์ท่ีปรับแกจ้ากวิธีตวัประมาณค่า S และ
เปรียบเทียบประสิทธิภาพของตวัประมาณค่าพารามิเตอร์น้ีจากค่าคลาดเคล่ือนกาํลงัสองเฉล่ีย (Mean Square Error: 
MSE) และเปรียบเทียบประสิทธิภาพของการพยากรณ์จากค่าร้อยละเฉล่ียของความคลาดเคล่ือนสัมบูรณ์ (Mean 
Absolute Percentage Error: MAPE) ภายใตส้ถานการณ์จาํลอง 81 สถานการณ์ ประกอบดว้ย 1) การแจกแจงความ

คลาดเคล่ือนแบบปรกติมาตรฐาน แกมมา และไวบูล 2) ขนาดตวัอยา่ง 20, 60 และ 100  3) ร้อยละของค่านอกเกณฑ์
จากค่าสงัเกตของตวัแปรอิสระ ไดแ้ก่ ร้อยละ 5, 25 และ 40 และ 4) จาํนวนพารามิเตอร์ ไดแ้ก่ 2 3 และ 4 ผลการวิจยั
พบว่า 1) ค่าประมาณของพารามิเตอร์ท่ีปรับแกจ้ากวิธีตวัประมาณค่า S แทนดว้ย ( 𝛽̂𝑄 ) เป็นตวัประมาณค่าท่ีไม่เอน
เอียงของค่าพารามิเตอร์ 𝛽 2) ตวัประมาณค่าพารามิเตอร์ท่ีปรับแกจ้ากวิธีตวัประมาณค่า S ใหค่้า MSE นอ้ยกว่าวิธีตวั
ประมาณค่า S 59 สถานการณ์ ซ่ึงส่วนใหญ่เป็นสถานการณ์ท่ีจาํนวนพารามิเตอร์เท่ากบั 2 และ 3 และ 3) สมการ
ถดถอยจากค่าประมาณของพารามิเตอร์ท่ีปรับแกจ้ากวิธีตวัประมาณค่า S มีค่า MAPE นอ้ยกว่าวิธีตวัประมาณค่า S 
41 สถานการณ์ ซ่ึงส่วนใหญ่อยูใ่นสถานการณ์ท่ีความคลาดเคล่ือนแจกแจงไวบูล ทั้งน้ีผลการวิจยัสามารถนาํไปเป็น
แนวทางการใช้เลือกวิธีการประมาณค่าพารามิเตอร์ท่ีแกร่งของตวัแบบการถดถอยพหุคูณเม่ือมีค่านอกเกณฑเ์กิด
ข้ึนกบัตวัแปรอิสระ 
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ABSTRACT 
 

This research aimed to develop the parameter estimation by applying adjusted S-estimator and to 
compare the efficiency of parameter estimation by Mean Square Error (MSE) and the efficiency of forecasting by 
Mean Absolute Percentage Error (MAPE). The situations were simulated under 81 situations including 1) the 
error distributions are Standard Normal, Gamma and Weibull distribution, 2) the sample sizes are 20 60 and 100, 
3) the percentage of outliers is 5, 25 and 40, and 4) the number of parameters is 2, 3 and 4. The research results 
demonstrated that: 1) the estimated parameters obtained from adjusted S-estimator are 𝛽̂𝑄 and unbiased 
parameters estimation of 𝛽 2) The method of parameters estimation through adjusted S-estimator provided the 
value of MSE less than S-estimator from 59 situations. In most situations, the number of parameters is equal to 2 
and 3 parameters. 3) The forecasting equation from the parameter estimation using adjusted S-estimator has the 
level of MAPE less than the level of MAPE of S-estimator from 41 situations which are mostly the Weibul 
distribution.  The results of this research can be used as a guideline for selecting a robust parameter estimation of 
the multiple regression model when outliers occur with independent variables. 
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บทน า 
วิธีการประมาณค่าพารามิเตอร์สําหรับการ

วิเคราะห์การถดถอยท่ีแกร่ง (Robust Regression) เม่ือ
มีจุดแบ่งขอ้มูล (Break Down Point: BDP) จาํนวน 
50% ท่ีนิยมใชวิ้ธีการหน่ึงคือ วิธีตวัประมาณค่า S (S-
estimator) (Montgomery et al., 2006) ท่ีพฒันาข้ึน
โดย Rousseeuw และ Yohai ในปี ค.ศ. 1984 (Rousseeuw 
and Yohai, 1984) และพฒันาต่อเน่ืองโดย Rousseeuw 
และ Leroy ในปี ค.ศ. 1987 (Rousseeuw and Leroy, 
1987) โดยใช้หลกัการประมาณค่าพารามิเตอร์จาก
ค่าประมาณของการแปรผนัของส่วนเหลือ (Residual) 
หรือ 𝜎̂ นอ้ยท่ีสุด แทนดว้ย 𝑚𝑖𝑛𝛽 𝜎̂𝑠(𝑒̂1, 𝑒̂2, … , 𝑒̂𝑛) 
เ ม่ือ 𝜎̂𝑠 =   𝑠 (𝑒̂1, 𝑒̂2, … , 𝑒̂𝑛)  =  𝑠 โดยท่ี 𝑠 เป็น
ค่าประมาณของส่วนเหลือ (Kamolsuk, 2020) 

ถึงแมว้่าวิธีตวัประมาณค่า S เป็นวิธีการท่ี
แกร่ง (Robust Method) ท่ีนิยมใช้วิธีหน่ึง แต่ผูวิ้จยั
พบว่าวิธีการน้ีใช้มัธยฐานส่วนเบ่ียงเบนสัมบูรณ์ 

(Median Absolute Deviation: MAD) มาเป็นค่าเบ่ียงเบน 
ของส่วนเหลือ ท่ีมีประสิทธิภาพประมาณ 37% เม่ือ
ใช้กับความคลาดเคล่ือนท่ีแจกแจงแบบเกาส์เซียน 
(Gaussian Distribution) หรือการแจกแจงท่ีเบม้ากๆ 
(Rousseeuw and Croux, 1993) 

ดงันั้นผูวิ้จยัจึงไดห้าแนวทางการพฒันาวิธี
ตวัประมาณค่า S ให้มีประสิทธิภาพมากข้ึน โดยการ
พฒันาวิธีการประมาณค่าพารามิเตอร์ท่ีปรับแกจ้ากวิธี
ตวัประมาณค่า S (Adjusted S-estimator) หรือ AS ท่ี
นําค่าสถิติท่ีมีประสิทธิภาพมากกว่า MAD มาใช้
คาํนวณค่าเบ่ียงเบนของส่วนเหลือในขั้นตอนแรก
ของการประมาณค่าพารามิเตอร์ดว้ยวิธีตวัประมาณ
ค่า S จากวิธีการหาคาํตอบดว้ยวิธีกาํลงัสองนอ้ยท่ีสุด
ท่ีถูกถ่วงนํ้าหนกัอย่างซํ้ า (Iteratively Re-weighted Least 
Squares: IRLS) เพ่ือใหไ้ดต้วัประมาณค่าพารามิเตอร์
ท่ีมีประสิทธิภาพมากท่ีสุด ท่ีพิจารณาจากค่าคลาดเคล่ือน 
กาํลงัสองเฉล่ีย (Mean Square Error: MSE) โดยพบว่า 
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ถา้ค่า MSE ท่ีคาํนวณจากตวัประมาณค่าพารามิเตอร์
ใดมีค่าตํ่ากว่า ตัวประมาณค่าพารามิเตอร์นั้นจะมี
ประสิทธิภาพมากกว่า และให้ไดส้มการถดถอยท่ีมี
ประสิทธิภาพของการพยากรณ์ ซ่ึงพิจารณาจากร้อย
ละเฉล่ียของความคลาดเคล่ือนสัมบูรณ์ (Mean Absolute 
Percentage Error: MAPE) ถ้าพบว่า ค่า MAPE ท่ี
คาํนวณจากสมการถดถอยของตวัประมาณค่าพารามิเตอร์ 
ใดมีค่านอ้ยกว่า แสดงว่าสมการถดถอยหรือสมการ
พยากรณ์นั้นจะมีประสิทธิภาพของการพยากรณ์
มากกว่า ซ่ึงสามารถนาํไปเป็นแนวทางการเลือกใช้
วิธีการประมาณค่าพารามิเตอร์ท่ีแกร่งของตวัแบบ
การถดถอยพหุคูณกรณีท่ีมี ค่านอกเกณฑ์จากค่า
สงัเกตของตวัแปรอิสระได ้
 

วธิีด าเนินการวจิัย 
วิธีดาํเนินการวิจยัแบ่งเป็น 2 ขั้นตอนไดแ้ก่ 

1) การพฒันาวิธีการประมาณค่าพารามิเตอร์วิธี AS 
และ 2) การจาํลองสถานการณ์ ดงัน้ี 
1. การพฒันาวธีิการประมาณค่าพารามเิตอร์วธีิ AS 

จากการประมาณค่าพารามิเตอร์ วิ ธีตัว
ประมาณค่า S ท่ีหาคําตอบหรือค่าประมาณของ
พารามิเตอร์จากวิธี IRLS ท่ีคาํนวณค่าเบ่ียงเบนของ
ส่วนเหลือจากค่า MAD ซ่ึง Rousseeuw and Croux 
(1993) และ Dave and Nakrani (2014) แสดงให้เห็น
ว่า  𝑄

𝑛
 เ ป็นสถิ ติ ท่ี มีสมบัติคล้า ยกับ  MAD แ ต่ มี

ประสิทธิภาพมากกว่า MAD เม่ือใช้กับข้อมูลมีการ
แจกแจงแบบเกาส์เซียน หรือแจกแจงแบบเบม้ากๆ 
ดงันั้นผูวิ้จยัจึงไดน้าํ 𝑄

𝑛
 มาใช้แทน MAD เพ่ือนาํมา

คํานวณค่าเบ่ียงเบนของส่วนเหลือในกรณีท่ีส่วน
เหลือมีการแจกแจงแบบปรกติมาตรฐาน แกมมา และ
ไวบูล ซ่ึงเป็นลกัษณะการแจกแจงแบบเกาส์เซียน 
หรือแจกแจงแบบเบ้ จึงนําไปสู่การพัฒนาวิธีการ
ประมาณค่าพารามิเตอร์ใหม่ ท่ีมีค่าประมาณของ
พารามิเตอร์แทนดว้ย 𝛽̂

𝑄
 ดงัน้ี 

 

𝛽̂𝑄  =  (𝑋
′𝑊𝑄𝑋)

−1
(𝑋′𝑊𝑄𝑌) 

 

เม่ือ  𝛽̂𝑄 แทนค่าประมาณของพารามิเตอร์
วิธี AS โดยท่ี  𝑊𝑄 แทนเมทริกซ์ถ่วงนํ้าหนกั 𝑋 แทน
เมทริกซ์ค่าสังเกตของตวัแปรอิสระ 𝑋′ แทนเมทริกซ์
สลบัเปล่ียนของค่าสังเกตจากตัวแปรอิสระและ 𝑌 
แทน เมทริกซ์ค่าสงัเกตของตวัแปรตาม 
2. การจ าลองสถานการณ์ 

ขั้นตอนน้ีเป็นการจําลองสถานการณ์เพ่ือ
เ ป รี ย บ เ ที ย บ ป ร ะ สิ ท ธิ ภ า พ ข อ ง ตัว ป ร ะ ม า ณ
ค่าพารามิเตอร์และประสิทธิภาพของการพยากรณ์
จากสมการถดถอยท่ีประมาณค่าพารามิเตอร์จากวิธี 
AS และวิธีตวัประมาณค่า S ดว้ยวิธีมอนติคาร์โล 
(Monte Carlo Method) จากการทดลองซํ้ า จาํนวน 
1,000 รอบ (Roelant et al., 2009) ประกอบดว้ย 81 
สถานการณ์ ท่ีเป็นผลประกอบของขนาดตวัอย่าง (𝑛) 

3 จาํนวน ไดแ้ก่ 20, 60 และ 100 ร้อยละของค่านอก
เกณฑ์จากค่าสังเกตของตวัแปรอิสระ (𝛿) 3 จาํนวน 
ไดแ้ก่ ค่านอกเกณฑร้์อยละ 5, 25 และ 40 (Tabatabai 
et al., 2012) และจาํนวนพารามิเตอร์ (𝑝) 3 จาํนวน 
ไดแ้ก่ 𝑝 = 2 3 และ 4 ซ่ึงแบ่งการดาํเนินงานเป็น 3 
ขั้นตอน คือ ขั้นตอนการสร้าง (Generate) ข้อมูล 
ขั้นตอนการประมาณค่าพารามิเตอร์ และขั้นตอนการ
เ ป รี ย บ เ ที ย บ ป ร ะ สิ ท ธิ ภ า พ ข อ ง ตัว ป ร ะ ม า ณ
ค่าพารามิเตอร์ 

2.1 ขั้นตอนการสร้างขอ้มูล 
การสร้างข้อมูลและความคลาดเคล่ือนท่ี

นํามาใช้ในการจาํลองสถานการณ์ ภายใต้ตัวแบบ
ถดถอยท่ีกาํหนด มีขั้นตอน ดงัน้ี 
  2.1.1 สร้างความคลาดเคล่ือน 𝜀𝑖 ท่ี
แ จ ก แ จ ง ป ร ก ติ ม า ต ร ฐ า น  (𝑁 (0, 1)) เ ม่ื อ  𝑖 =
1,2,… , 𝑛 

  2.1.2 สร้างค่าสังเกตจากตัวแปร
อิสระ 𝑋𝑖𝑗 ท่ีแจกแจงปรกติท่ีมีค่าเฉล่ียเป็น 0 และ
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ค ว า ม แ ป ร ป ร ว น  100 ห รื อ  𝑁(0,100) เ ม่ื อ  𝑖 =
1,2,… , 𝑛 โดย 𝑗 = 1,2, … , 𝑝 ทั้งน้ีกาํหนดใหต้วัแปร
อิสระไม่เกิดปัญหาความสัมพนัธ์เชิงเส้นแบบพหุ 
(Multicollinearity) 

2.1.3 สร้างร้อยละของค่านอกเกณฑ ์
จากตวัแปรอิสระ 𝑋𝑖𝑗 หรือ (100𝑛𝛿) % ท่ีมีการแจกแจง 
ปรกติมีค่าเฉล่ียเป็น 10 และความแปรปรวน 100 
ห รื อ  𝑁(10,100) เ ม่ื อ  𝑖 = (𝑛 − 𝑛𝛿) +
1 , (𝑛 − 𝑛𝛿) + 2,… , 𝑛  โดย 𝑗 = 1,2,… , 𝑝 และ 𝛿 
แทนร้อยละค่านอกเกณฑข์องจาํนวนค่าสังเกตจากตวั
แปรอิสระ 𝑋𝑖𝑗 เม่ือค่านอกเกณฑน้ี์มีระดบัไม่รุนแรง 
ตามเง่ือนไขของการตรวจสอบค่านอกเกณฑโ์ดยใช้
แผนภาพกล่อง (Box Diagram) และหนวด (Whisker) 
ท่ี เ ป็ น ค่ า ท่ี อ ยู่ น อ ก ช่ ว ง  [𝑄1 − 3(𝐼𝑄𝑅),𝑄1 −
1.5(𝐼𝑄𝑅)] หรือ [𝑄3 + 1.5(𝐼𝑄𝑅),𝑄3 + 3(𝐼𝑄𝑅)] 
เม่ือ 𝑄1 แทนควอร์ไทล์ (Quartile) ท่ี 1 𝑄3 แทน 
ควอร์ไทลท่ี์ 3 และ 𝐼𝑄𝑅 แทนพิสัยระหว่างควอร์ไทล ์
(Interquartile Range) (Tantrakul et al., 2012) 

สาํหรับความคลาดเคล่ือนท่ีแจกแจงแกมมา
และแจกแจงไวบูลนั้น จะทาํในลกัษณะเดียวกนัโดย

เปล่ียนแปลงขั้นตอนท่ี 2.1.1 เป็นการแจกแจงแกมมา
ท่ีมีพารามิเตอร์รูปร่าง (Shape Parameter) (𝛼) = 2 
และพารามิเตอร์บ่งขนาด (Scale Parameter) (𝛽 ) = 1 
และแจกแจงไวบูล ท่ีมีค่าพารามิเตอร์รูปร่าง (𝛼) = 2 
และค่าพารามิเตอร์บ่งขนาด (𝛽 ) = 1 (Ampanthong 
and Suwattee, 2010) 

2.1.4 ทดสอบค่านอกเกณฑจ์ากตวั
แปรอิสระด้วยแฮทเมทริกซ์  (Hat Matrix) และ
ทดสอบอิทธิพลของค่านอกเกณฑท่ี์มีต่อค่าประมาณ
ของพารามิเตอร์จากระยะห่างกําลังสองของคุ้ก 
(Cook’s Square Distance) ขนาดอิทธิพลของค่า
สั ง เ ก ต จ า ก ค ว า ม แ ต ก ต่ า ง ม า ต ร ฐ า น ข อ ง บี ต า 
(Standardized Difference of the Beta: DFBETAS) 
และ ควา มแตกต่า งของค่า มา ตรฐา นท่ีกํา หนด 
(Difference in the Fitted Value Standardized: 
DFFITS) 

2.1.5 นาํความคลาดเคล่ือนและค่า
สังเกตจากตัวแปรอิสระตั้ งแต่ 1 ถึง 3 ตัวแปรท่ีได ้
แทนลงในตัวแบบถดถอยตามสมการท่ี  1 เ ม่ือ 
𝛽0 = 𝛽1 = 𝛽2 = 𝛽3 = 1 (Tantrakul et al., 2012) 

 

𝑌𝑖 = 𝛽0 + 𝛽1𝑋𝑖1 + 𝛽2𝑋𝑖2 + 𝛽3𝑋𝑖3 + 𝜀𝑖                                                    (1) 
 

2.2 ขั้นตอนการประมาณค่าพารามิเตอร์ 
ขั้นตอนน้ีเป็นการประมาณค่าพารามิเตอร์

ดว้ยวิธีตวัประมาณค่า S และวิธี AS แสดงตามภาพท่ี 
1 ท่ีมีขั้นตอน ดงัน้ี 

2.2.1 ประมาณค่าพารามิเตอร์ดว้ย
วิธี LS แทนดว้ย 𝛽̂

0
 เพ่ือนาํมาเป็นค่าเร่ิมตน้ 

2.2.2 นาํ 𝛽̂
0

 มาคาํนวณหาค่าส่วน

เหลือ (𝑒𝑖) 

2.2.3 คาํนวณค่าเบ่ียงเบนของส่วน
เหลือ (s) จากค่า MAD 

2.2.4 นําส่วนเหลือใน 2.2.2 มา
คาํนวณส่วนเหลือมาตรฐาน (𝑢𝑖) จาก 𝑢𝑖 =

𝑒𝑖

𝑆
 

2.2.5 นําส่วนเหลือมาตรฐานมา
คาํนวณค่านํ้ าหนักจากฟังก์ชันถ่วงนํ้ าหนัก 𝑊 ตาม
สมการท่ี 2 

 

𝑊 = {
[1 − (

𝑢𝑖

1.547
)
2

]
2

 ;  |𝑢𝑖|  ≤ 1.547 

0                          ;   |𝑢𝑖| > 1.547

                                                   (2) 
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เม่ือใชฟั้งกช์นัส่วนเหลือของทูกี (Turky) หรือ  𝜌(𝑢𝑖) ดงัน้ี 
 

𝜌(𝑢𝑖)  =   

{
 
 

 
 
𝑢𝑖
2

2
−
𝑢𝑖
4

2𝑐2
+
𝑢𝑖
6

6𝑐4
  ;   |𝑢𝑖| ≤ 𝑐

𝑐6

6
                             ;   |𝑢𝑖| > 𝑐

 

 

เม่ือ 𝑢𝑖 =  
𝑒𝑖

𝑠
  โดยท่ี 𝑒𝑖แทนส่วนเหลือท่ี 𝑖 

และ 𝑠 ค่าเบ่ียงเบนของส่วนเหลือ ท่ีมี 𝑐 เป็นค่าคงมี
ค่าเท่ากับ 1.547 ซ่ึงใช้กับสถานการณ์ท่ีมีจุดแบ่ง
ขอ้มูลเท่ากบั 50% (Rousseeuw and Leroy, 2003) 

2.2.6 นาํค่านํ้าหนกัจากฟังกช์นัถ่วง
นํ้ า หนัก  ใน 2. 2. 5 ม า คํา น วณค่า ประม า ณขอ ง
ค่าพารามิเตอร์ในรอบท่ี 1 แทนด้วย 𝛽̂1 ได้ตาม
สมการท่ี 3 

 

𝛽̂1   =  (𝑋
′𝑊𝑋)

−1
𝑋′𝑊𝑌                                                              (3) 

 

2.2.7 เปรียบเทียบค่าประมาณของ
พารามิเตอร์ในรอบท่ี 1 หรือ 𝛽̂

1
 กับค่า 𝛽̂

0
 จาก 

∆ =
|𝛽̂1−𝛽̂0|

𝛽̂0
  ถ้าพบว่า ค่า ∆ ท่ีได้น้ีน้อยกว่า 0.001 

ใหห้ยุดคาํนวณ (Panik, 2009) แต่ถา้ไม่เป็นไปตามน้ี
ใหท้าํขั้นตอนต่อไป 

2.2.8 ทาํซํ้ าในรอบท่ี 2 โดยนาํ 𝛽̂
1

 

จาก 2.2.6 มาเป็นค่าเร่ิมตน้ของการคาํนวณโดยใน
รอบน้ีให้คาํนวณส่วนเหลือและค่าเบ่ียงเบนของ
ส่วนเหลือ จากสมการท่ี 4 

 

𝑠 =  √
1
𝑛𝐾
 ∑ 𝑊𝑒𝑖

2𝑛
𝑖=1                                                                     (4) 

 

2.2.9 ทาํซํ้ าใน 2.2.4 และนาํค่าท่ีได้
ไปใชค้าํนวณค่าถ่วงนํ้าหนกัใน 2.2.5 

2.2.10 ประมาณค่าพารามิเตอร์ใน
รอบท่ี 2 หรือ 𝛽̂

2
 จากค่านํ้าหนกัท่ีได ้

2.2.11 คาํนวณค่า ∆=
|𝛽̂2−𝛽̂1|

𝛽̂1
  ถา้

พบวา่ค่า ∆ นอ้ยกวา่ 0.001 ใหห้ยุดคาํนวณ แต่ถา้ไม่
เป็นไปตามเง่ือนไขน้ีใหท้าํซํ้ าต่อไปตั้งแต่ 2.2.4 ถึง 

2.2.10 จนกระทัง่ค่า ∆= |𝛽̂𝑗+1−𝛽̂𝑗|
𝛽̂𝑗
   มีค่านอ้ยกวา่ 

0.001 ซ่ึงจะไดค่้าประมาณของพารามิเตอร์เป็น 𝛽̂𝑗+1 
สําหรับการประมาณค่าพารามิเตอร์วิธี AS 

ให้คาํนวณค่าเบ่ียงเบนของส่วนเหลือในขั้นตอนท่ี 
2.2.3 ดว้ยค่า 𝑄

𝑛
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ภาพที่ 1  ขั้นตอนวิธีตวัประมาณค่า S 

 

คาํนวณค่าส่วนเหลือมาตรฐาน (u) 

ประมาณค่าพารามิเตอร์ดว้ยวิธี LS ได ้𝛽̂0 

คาํนวณส่วนเหลือจากค่า 𝛽̂0 

 

คาํนวณค่าเบ่ียงเบนของส่วนเหลือ (s) จาก MAD 

ใช่ 

ไม่ใช่ 

𝑢 ≤ 1.574 

𝑊 = [1 − (
𝑢

1.547
)
2

]

2

 

คาํนวณค่าถ่วงนํ้าหนกั 

𝑊 = 0 
คาํนวณค่าถ่วงนํ้าหนกั 

คาํนวณค่าประมาณของพารามิเตอร์     
 𝛽̂1   =  (𝑋 ′𝑊𝑋)

−1
𝑋′𝑊𝑌 

1 

ใช่ ไม่ใช่ 
|𝛽̂1 − 𝛽̂0|  ≤ 0.001 

เร่ิม 

ส้ินสุดการทาํงาน 

1 

𝑗 = 1  , 𝛽̂𝑗 =  𝛽̂1 

ใช่ 

ไม่ใช่ 

คาํนวณหาค่าประมาณของพารามิเตอร์ 

𝛽̂𝑗+1   =  (𝑋
′𝑊𝑋)

−1
𝑋 ′𝑊𝑌 

|𝛽̂𝑗+1   − 𝛽̂𝑗   |  

≤ 0.001 

ไม่ใช่ 

𝑠 =   
1

𝑛𝐾
  𝑊𝑖

0𝑒𝑖
2

𝑛

𝑖=1

 

คาํนวณค่าเบ่ียงเบนของส่วนเหลือ  

คาํนวณค่า 𝑢 

𝑢𝑖
𝑗

≤ 1.574 

คาํนวณค่าถ่วงนํ้ าหนกั 𝑊 = 0 

𝛽̂𝑗 = 𝛽̂𝑗+1  

𝑗 = 𝑗 + 1 

ใช่ 

คาํนวณค่าถ่วงนํ้าหนกั

𝑊 = [1 − (
𝑢

1.547
)
2
]
2

 
 

ส้ินสุดการทาํงาน 
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2.3 การเปรียบเทียบประสิทธิภาพของตัว
ประมาณค่าพารามิเตอร์ 

การ เปรียบเ ทียบประสิทธิภาพของตัว
ประมาณค่าพารามิเตอร์ทั้ ง  2 วิ ธีจาก MSE ตาม

สมการท่ี 5 โดยพบว่าถา้ค่า MSE จากตัวประมาณ
ค่าพารามิเตอร์ใดน้อยกว่า แสดงว่าตัวประมาณ
ค่าพารามิเตอร์นั้นมีประสิทธิภาพมากกวา่ 

 

𝑀𝑆𝐸 = 
1
𝑛
 ∑ (𝑌𝑖 − 𝑌̂𝑖)

2𝑛
𝑖=1                                                            (5) 

 

สําหรับการเปรียบเทียบประสิทธิภาพของ
การพยากรณ์ พิจารณาจากค่า MAPE ตามสมการท่ี 6 
โดยพบว่า ถา้ค่า MAPE จากสมการถดถอยใดมีค่า

นอ้ยกวา่แลว้สมการถดถอยนั้นจะมีประสิทธิภาพของ
การพยากรณ์มากกวา่ 

 

𝑀𝐴𝑃𝐸 = 
100%

𝑛
 ∑ |

𝑌𝑖−𝑌̂𝑖

𝑌𝑖
|𝑛

𝑖=1                                                         (6) 
 

เม่ือ 𝑌𝑖 แทนค่าสังเกตท่ี 𝑖 ท่ีไดจ้ากตวัแปร
ตาม โดยท่ี 𝑌̂𝑖 แทนค่าสงัเกตท่ี 𝑖 ท่ีประมาณข้ึนจาก 

สมการถดถอย และ 𝑛 แทนค่าสงัเกตทั้งหมด 

 

ผลการวจิัยและวจิารณ์ผล 
1. ผลการพัฒนาวิธีการประมาณค่าพารามิเตอร์วิธี 
AS 

จากการนํา  𝑄
𝑛

 มาแทน MAD ทําให้ได้
ค่ า ป ร ะ ม า ณ พ า ร า มิ เ ต อ ร์ ใ ห ม่  คื อ  𝛽̂𝑄  =

 (𝑋 ′𝑊𝑄𝑋)
−1
(𝑋′𝑊𝑄𝑌) โดย  𝛽̂𝑄 เป็นตัวประมาณ

ค่าท่ีไม่เอนเอียงของค่าพารามิเตอร์ 𝛽 ท่ีมีความ
แปรปรวนเป็น 𝑉 (𝛽̂𝑄) = 𝜎2(𝑋′𝑊𝑄𝑋)

−1
 พิสูจน์ได้

ดงัน้ี 

 

𝐸 (𝛽̂𝑄) =  𝐸[(𝑋 ′𝑊𝑄𝑋)−1𝑋 ′(𝑊𝑄  )
−1
𝑌]    = (𝑋 ′(𝑊𝑄  )−1𝑋 )

−1
𝑋 ′(𝑊𝑄  )

−1
𝑋𝛽   =   𝛽 

 

จาก  𝛽̂𝑄= (𝑋 ′𝑊𝑄𝑋 )
−1
(𝑋 ′𝑊𝑄𝑌 )  จะได ้ 𝑉 (𝛽̂𝑄)  = 𝑉 ((𝑋 ′𝑊𝑄𝑋 )−1(𝑋 ′𝑊𝑄𝑌 ))  

 

ดงันั้น 𝑉 (𝛽̂𝑄) =  (𝑋 ′𝑊𝑄𝑋)
−1

(𝑋 ′𝑊𝑄)𝑉(𝑌)  (𝑊𝑄𝑋
′)(𝑋 ′𝑊𝑄𝑋 )

−1  
 

เม่ือ 𝑉(𝑌 ) = 𝜎2  แลว้ 𝑉 (𝛽̂𝑄) =  (𝑋 ′𝑊𝑄𝑋)−1(𝑋 ′𝑊𝑄) 𝜎2(𝑊𝑄)−1(𝑊𝑄𝑋 ′)(𝑋 ′𝑊𝑄𝑋)−1  =  𝜎2(𝑋 ′𝑊𝑄𝑋)−1 
 

2. การจ าลองสถานการณ์ 
ผลการเปรียบเทียบประสิทธิภาพของตัว

ประมาณค่าพารามิเตอร์ ท่ีพิจารณาจากค่า MSE และ
ประสิทธิภาพของการพยากรณ์จากสมการถดถอยท่ี
ประมาณค่าพารามิเตอร์จากวิธี AS และวิธีตัว

ประมาณค่า S ภายใตส้ถานการณ์จาํลอง เม่ือ 𝑛 แทน
ขนาดตวัอย่าง 𝛿 แทนร้อยละของค่านอกเกณฑ ์และ 
𝑝 แทนจาํนวนพารามิเตอร์ เม่ือความคลาดเคล่ือนแจก
แจงปรกติ แจกแจงแกมมา และแจกแจงไวบูล แสดง
ไดต้าม ตารางท่ี 1 ถึงตารางท่ี 3 ตามลาํดบั ดงัน้ี 
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ตารางที่ 1  ค่า MSE และ MAPE เม่ือความคลาดเคล่ือนแจกแจงปรกติมาตรฐาน 
𝑛 𝛿 วธิีการ 𝑝 ค่าประมาณของพารามิเตอร์ MSE MAPE 

    𝛽0  𝛽1 𝛽2 𝛽3   

20 5% 

AS 

2 1.00000 2.00000     2.52870 0.05451 

3 2.18270 1.00248 0.99942   1.28138 0.03194 

4 2.58750 0.99619 0.99992 1.01204 1.11211 0.00801 

S 

2 1.00000 2.00000     2.52871 0.05451 

3 2.20609 0.99736 1.00414   1.28091 0.03201 

4 1.74667 1.00249 1.00111 0.99869 1.11206 0.00801 

20 25% 

    AS 

2 0.48331 0.99902     1.00233 0.00942 

3 2.19041 0.99673 1.00379   1.39015 0.01103 

4 2.17379 1.00184 0.99940 1.00102 4.75117 0.09657 

S 

2 0.48329 0.99903     1.00419 0.00951 

3 2.12882 1.00008 1.00149   1.16808 0.01108 

4 1.85449 1.00271 1.00037 0.99944 4.75117 0.09657 

20 40% 

    AS 

2 0.36693 1.00045     1.22764 0.00657 

3 2.26523 0.99654 1.00418   1.33176 0.01078 

4 1.93755 1.00315 0.99828 0.99918 1.46455 0.01672 

S 

2 1.03500 0.98390     2.12084 0.00672 

3 2.19823 1.00059 0.99857   1.22870 0.01016 

4 1.50693 1.00542 0.99880 0.99722 1.26488 0.01685 

60 5% 

    AS 

2 0.61897 1.00008     0.85233 0.03901 

3 0.86201 0.99817 1.00159   0.00852 0.00039 

4 0.69369 1.00041 1.00049 0.99877 0.81598 0.01622 

S 

2 0.62203 0.99899     0.87779 0.03887 

3 1.05534 0.99627 1.00170   0.85690 0.01093 

4 0.80684 1.00122 0.99988 0.99770 0.82045 0.01641 

60 25% 

    AS 

2 0.58211 1.00038     0.85676 0.03501 

3 1.05280 0.99655 1.00196   1.35264 0.02350 

4 0.92067 1.00222 1.00080 0.99890 1.29842 0.01525 

S 

2 0.57683 1.00036     0.85760 0.03512 

3 1.11614 0.99727 1.00229   1.17484 0.02457 

4 0.91667 1.00063 0.99767 0.99789 2.36618 0.01595 

60 40% 
    AS 

2 0.61969 1.00047     0.90451 0.01142 

3 0.99757 0.99866 1.00110   1.14575 0.02141 

4 0.57857 1.00175 1.00220 1.00265 0.653999 0.159794 

S 2 0.84692 0.99931     0.86426 0.01106 
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ตารางที่ 1  (ต่อ) 
𝑛 𝛿 วธิีการ 𝑝 ค่าประมาณของพารามิเตอร์ MSE MAPE 

    𝛽0  𝛽1 𝛽2 𝛽3   

60 40% S 
3 0.99030 0.99972 1.00029   1.16087 0.02304 

4 0.57361 1.00174 1.00235 1.00236 0.654017 0.159767 

100 5% 

  AS 

2 2.57780 1.00081     1.15613 0.05032 

3 2.25596 0.99910 1.00093   1.14599 0.02294 

4 2.68308 0.99876 0.99988 1.00135 1.18249 0.03396 

S 

2 2.34836 1.00099     1.16201 0.05032 

3 2.78953 1.00043 0.99923   1.14470 0.02262 

4 2.36507 1.00101 1.00117 0.99786 1.17379 0.03405 

100 25% 

AS 

2 2.67029 0.99989     1.18284 0.02744 

3 2.76974 1.00089 0.99692   1.35264 0.02350 

4 2.45635 1.00091 0.99991 1.00250 5.92755 0.02979 

S 

2 2.39809 0.99958     1.25415 0.02711 

3 2.54061 1.00248 0.99788   1.17484 0.02457 

4 2.48012 1.00036 1.00103 0.99659 2.17614 0.03091 

100 40% 

AS 

2 2.41738 1.00107     1.24554 0.02400 

3 2.65386 1.00247 1.00262   1.78586 0.05539 

4 2.70620 1.00172 1.00201 0.99843 8.45496 0.02389 

S 

2 2.44536 0.99981     1.30925 0.02354 

3 2.68917 1.00323 1.00256   1.47759 0.02035 

4 2.71529 1.00114 1.00256 1.00172 5.60174 0.01871 

 
จากตารางท่ี 1 พบค่า MSE ของวิธี AS นอ้ย

กว่าค่า MSE จากวิธีตัวประมาณค่า S ทั้ งหมด 13 
สถานการณ์ ซ่ึงส่วนใหญ่เป็นสถานการณ์ท่ีมีจาํนวน
พารามิเตอร์เท่ากบั 2 และ MAPE จากสมการถดถอย
ท่ีประมาณค่าพารามิเตอร์จากวิธี AS มีค่านอ้ยกว่าวิธี

ตวัประมาณค่า S ทั้งหมด 15 สถานการณ์ ซ่ึงเป็น
สถานการณ์ท่ีมีจาํนวนพารามิเตอร์เท่ากบั 2 3 และ 4 
ในขนาดตวัอย่างและร้อยละของค่านอกเกณฑ์บาง
จาํนวน 
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ตารางที่ 2  ค่า MSE และ MAPE เม่ือความคลาดเคล่ือนแจกแจงแกมมา 
𝑛 𝛿 วธิีการ 𝑝 ค่าประมาณของพารามิเตอร์ MSE MAPE 

    𝛽0  𝛽1 𝛽2 𝛽3   

20 5% 

AS 

2 1.00000 2.00000     1.97043 0.04401 

3 2.18270 1.00248 0.99942   2.03581 0.01929 

4 2.58750 0.99619 0.99992 1.01204 2.70618 0.01390 

S 2 1.00000 2.00000     1.97044 0.04401 

 
3 2.20609 0.99736 1.00414   2.25570 0.01948 

 
4 1.74667 1.00249 1.00111 0.99869 3.15000 0.01120 

20 25% 

AS 

2 0.48331 0.99902     1.00734 0.00936 

3 2.19041 0.99673 1.00379   1.88404 0.00634 

4 2.17379 1.00184 0.99940 1.00102 1.28448 0.07788 

S 

2 0.48329 0.99903     1.00810 0.00936 

3 2.12882 1.00008 1.00149   1.89239 0.00707 

4 1.85449 1.00271 1.00037 0.99944 1.28673 0.07785 

20 40% 

AS 

2 0.36693 1.00045     1.60177 0.00579 

3 2.26523 0.99654 1.00418   1.91241 0.00573 

4 1.93755 1.00315 0.99828 0.99918 2.31473 1.16271 

S 

2 1.03500 0.98390     3.80814 0.01983 

3 2.19823 1.00059 0.99857   2.90526 0.00632 

4 1.50693 1.00542 0.99880 0.99722 2.72619 1.16255 

60 5% 

AS 

2 2.77060 0.99954     1.13658 0.18367 

3 2.79949 1.00031 0.99916   1.13869 0.01328 

4 2.82780 0.99829 1.00070 1.00147 1.10956 0.12077 

S 

2 2.26607 1.00010     1.26030 0.11200 

3 2.14977 1.00183 1.00072   1.30885 0.01219 

4 2.66493 0.99693 1.00351 1.00110 1.23734 0.06944 

60 25% 

AS 

2 2.78212 0.99970     1.13674 0.18248 

3 2.83606 1.00028 0.99944   1.11298 0.00337 

4 2.43925 1.00145 1.00180 1.00039 2.27818 0.05356 

S 

2 2.32699 1.00064     1.20066 0.11804 

3 2.37398 1.00002 0.99975   1.24150 0.00323 

4 2.34978 1.00012 0.99996 0.99926 1.36874 0.04802 

60 40% AS 

2 2.78218 0.99950     1.15607 0.00772 

3 2.38342 1.00120 0.99881   1.15234 0.00931 

4 2.81337 0.99880 1.00180 1.00129 1.70512 0.02186 
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ตารางที่ 2  (ต่อ) 
𝑛 𝛿 วธิีการ 𝑝 ค่าประมาณของพารามิเตอร์ MSE MAPE 

    𝛽0  𝛽1 𝛽2 𝛽3   

60 40% S 

2 2.18594 0.99984     1.35100 0.00824 

3 2.32594 1.00073 0.99957   1.17883 0.00897 

4 2.32586 0.99903 0.99923 1.00077 1.50701 0.02294 

100 5% 

AS 

2 2.57780 1.00081     1.61289 0.17418 

3 2.78953 1.00043 0.99923   1.59494 0.02516 

4 2.68308 0.99876 0.99988 1.00135 1.59492 0.11279 

S 

2 2.34836 1.00099     1.74224 0.13922 

3 2.25596 0.99910 1.00093   1.86455 0.02953 

4 2.36507 1.00101 1.00117 0.99786 1.84644 0.03514 

100 25% 

AS 

2 2.67029 0.99989     1.60753 0.02747 

3 2.54061 1.00248 0.99788   1.58649 0.02325 

4 2.48012 1.00036 1.00103 0.99659 2.91693 0.02757 

S 

2 2.39809 0.99958     1.76951 0.02430 

3 2.76974 1.00089 0.99692   2.53899 0.02191 

4 2.45635 1.00091 0.99991 1.00250 3.44525 0.02925 

100 40% 

AS 

2 2.44536 0.99981     1.66994 0.02183 

3 2.65386 1.00247 1.00262   1.07048 0.02150 

4 2.70620 1.00172 1.00201 0.99843 2.67907 0.00857 

S 

2 2.41738 1.00107     2.18050 0.02166 

3 2.68917 1.00323 1.00256   1.38081 0.02129 

4 2.71529 1.00114 1.00256 1.00172 8.08371 0.00843 

 
จากตารางท่ี 2 พบค่า MSE ของวิธี AS นอ้ย

กว่าค่า MSE จากวิธีตัวประมาณค่า S ทั้ งหมด 23 
สถานการณ์ จาก 27 สถานการณ์ และ MAPE จาก

สมการถดถอยท่ีประมาณค่าพารามิเตอร์จากวิธี AS มี
ค่านอ้ยกวา่วิธีตวัประมาณค่า S ทั้งหมด 9 สถานการณ์ 
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ตารางที่ 3  ค่า MSE และMAPE เม่ือความคลาดเคล่ือนแจกแจงไวบูล 
𝑛 𝛿 วธิีการ 𝑝 ค่าประมาณของพารามิเตอร์ MSE MAPE 

    𝛽0  𝛽1 𝛽2 𝛽3   

20 5% 

AS 

2 1.74996 1.00120     0.39008 0.01554 

3 2.02346 0.99840 1.00205   0.38849 0.01706 

4 1.98659 0.99603 1.00290 1.00173 0.33137 0.00663 

S 

2 1.45226 1.00162     0.56902 0.01792 

3 1.63617 1.00067 1.00061   0.43310 0.01680 

4 1.98753 0.99606 1.00290 1.00171 0.33163 0.00665 

20 25% 

 
2 1.63414 0.99982     0.43986 0.00470 

AS 
3 2.02068 0.99793 1.00189   0.27941 0.00464 

4 1.99065 0.98988 1.00780 1.00127 1.25688 0.07729 

S 

2 1.61891 0.99970     0.44382 0.00472 

3 1.97640 0.99858 1.00199   0.50993 0.00460 

4 1.65045 1.00035 0.99993 1.00019 1.28260 0.07712 

20 40% 

AS 

2 1.87643 0.99999     0.37292 0.00426 

3 2.01884 0.99811 1.00201   0.39467 0.00415 

4 1.47273 1.00554 0.99610 0.99976 0.30948 0.01156 

S 

2 1.87299 0.99916     1.10507 0.00438 

3 1.84585 0.99872 1.00208   0.78022 0.00352 

4 1.64350 1.00098 0.99952 0.99995 0.32463 0.01153 

60 5% 

AS 

2 1.79512 0.99913     0.11743 0.01228 

3 1.75649 0.99992 0.99941   0.14119 0.00479 

4 1.85773 1.00023 1.00032 0.99909 0.13449 0.01176 

S 

2 1.79077 0.99925     0.11800 0.01233 

3 1.77262 0.99935 1.00016   0.13773 0.00458 

4 1.82959 1.00059 0.99967 0.99892 0.14245 0.01190 

60 25% 

AS 

2 1.77844 1.00011     0.14113 0.01138 

3 1.83196 1.00002 0.99987   0.13595 0.00388 

4 1.85604 1.00016 1.00070 1.00090 0.52663 0.01192 

S 

2 1.75639 0.99964     0.15467 0.01163 

3 1.76317 0.99900 0.99946   0.34891 0.00386 

4 1.85535 1.00035 1.00058 1.00110 0.63182 0.01208 

60 40% AS 

2 1.80416 1.00012     0.14373 0.00356 

3 1.85593 1.00004 1.00031   0.17765 0.00318 

4 1.92445 1.00105 1.00105 1.00163 2.24518 0.00473 
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ตารางที่ 3  (ต่อ) 
𝑛 𝛿 วธิีการ 𝑝 ค่าประมาณของพารามิเตอร์ MSE MAPE 

    𝛽0  𝛽1 𝛽2 𝛽3   

60 40% S 

2 1.78549 0.99952     0.15837 0.00344 

3 1.90575 1.00062 0.99988   0.24275 0.00344 

4 1.91715 0.99832 0.99828 0.99787 3.80477 0.00518 

100 5% 

AS 

2 1.81593 0.99953     0.17845 0.01580 

3 1.79638 0.99953 1.00005   0.19958 0.01436 

4 1.75431 1.00008 0.99985 1.00023 0.20045 0.01708 

S 
2 1.73211 0.99937     0.18479 0.01762 

3 1.72195 0.99925 1.00098   0.21068 0.01566 

S 4 1.74583 0.99993 0.99955 1.00024 0.20230 0.01729 

100 25% 

AS 

2 1.78183 1.00017     0.20020 0.00787 

3 1.76106 0.99991 1.00103   0.49994 0.01360 

4 1.82725 1.00083 1.00075 1.00334 5.27378 0.01086 

S 

2 2.39809 0.99958     1.76951 0.02430 

3 2.76974 1.00089 0.99692   2.53899 0.02191 

4 2.45635 1.00091 0.99991 1.00250 3.44525 0.02925 

100 40% 

AS 

2 2.44536 0.99981     1.66994 0.02183 

3 2.65386 1.00247 1.00262   1.07048 0.02150 

4 2.70620 1.00172 1.00201 0.99843 2.67907 0.00857 

S 

2 1.79367 0.99948     0.28098 0.00635 

3 1.85060 0.99769 0.99800   6.72410 0.01261 

4 1.85879 0.99932 1.00126 1.00332 3.92437 0.00746 

 

จากตารางท่ี 3 พบค่า MSE ของวิธี AS นอ้ย
กว่าค่า MSE จากวิธีตัวประมาณค่า S ทั้ งหมด 23 
สถานการณ์ จาก 27 สถานการณ์ และ MAPE จาก
สมการถดถอยท่ีประมาณค่าพารามิเตอร์จากวิธี AS มี
ค่านอ้ยกวา่วิธีตวัประมาณค่า S ทั้งหมด 17 สถานการณ์ 

ทั้ งน้ีจากผลการวิจัยเม่ือพิจารณาการแจก
แจงของความคลาดเคล่ือนแบบไวบูลและแกมมา ซ่ึง
เป็นการแจกแจงท่ีมีลกัษณะการแจกแจงแบบเบ ้ค่า 
MSE ของตวัประมาณค่าพารามิเตอร์วิธี AS นอ้ยกว่า
ค่า MSE ของวิธีตวัประมาณค่า S อยู่ 23 กรณี จาก 27 
กรณี ซ่ึงแสดงให้เห็นว่า ตวัประมาณค่าพารามิเตอร์

วิธี AS มีประสิทธิภาพมากกว่าวิธีตวัประมาณค่า S 
แต่เม่ือพิจารณาการแจกแจงของความคลาดเคล่ือน
แบบปรกติมาตรฐานซ่ึงเป็นการแจกแจงแบบไม่เบค่้า 
MSE ของตวัประมาณค่าพารามิเตอร์วิธี AS นอ้ยกว่า
ค่า MSE ของวิธีตวัประมาณค่า S 13 สถานการณ์จาก 
27 ส ถ า น ก า ร ณ์  แ ส ด ง ใ ห้ เ ห็ น ว่ า ตัว ป ร ะ ม า ณ
ค่าพารามิเตอร์วิธี AS มีประสิทธิภาพมากกว่าวิธีตวั
ประมาณค่า S เพียง 13 สถานการณ์ ดงันั้นจากผลวิจยั
น้ีจึงแสดงให้เห็นว่า การแจกแจงของความคลาด
เคล่ือนท่ีมีลกัษณะการแจกแจงแบบเบ ้คือ แบบไวบูล
และแกมมา การนํา 𝑄

𝑛
 มาใช้แทน MAD เ พ่ือมา
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คาํนวณค่าเบ่ียงเบนของส่วนเหลือในขั้นตอนแรก
ของการประมาณค่าพารามิเตอร์ดว้ยวิธีตวัประมาณ
ค่า S จากวิธี IRLS จะใหแ้นวโนม้ของตวัประมาณ
ค่าพารามิเตอร์ท่ีมีประสิทธิภาพมากกว่า ซ่ึงสอดคลอ้ง 
กบังานวิจยัของ Rousseeuw and Croux (1993) และ 
Dave and Nakrani (2014) ท่ีกล่าวถึงประสิทธิภาพ
ของ 𝑄

𝑛
 ท่ีมีมากกว่า MAD เม่ือมีการแจกแจงแบบเบ้

มากๆ และสอดคลอ้งกบัการพิจารณาประสิทธิภาพ
ข อ ง ก า ร พ ย า ก ร ณ์ จ า ก ค่ า  MAPE โ ด ย พ บ ว่ า 
ความคลาดเคล่ือนท่ีแจกแจงไวบูลมีจาํนวนกรณีท่ี 
MAPE ของสมการพยากรณ์จากสมการถดถอยท่ี
ประมาณค่าพารามิเตอร์จากวิธี AS น้อยกว่าวิธีตวั
ประมาณค่า S อยู่ 17 กรณี ซ่ึงมากกว่าหรือให้ผล
ประสิทธิภาพการพยากรณ์ ท่ี ดีกว่าความคลาด
เคล่ือนท่ีแจกแจงปรกติมาตรฐาน แต่อย่างไรก็ตาม
ประสิทธิภาพของการพยากรณ์จากสมการถดถอยท่ี
ประมาณค่าพารามิเตอร์จากวิธี AS ยงัไม่ดีกว่าวิธีตวั
ประมาณค่า S เน่ืองจากมีหลายกรณีท่ี MAPE ของวิธี
ตวัประมาณค่า S นอ้ยกวา่วิธี AS 

นอกจากน้ีการท่ีตวัประมาณค่าพารามิเตอร์
วิธี AS ให้ค่า MSE น้อยกว่า 59 สถานการณ์จาก 81 
สถานการณ์ แสดงวา่วิธีการน้ีมีประสิทธิภาพมากกว่า
วิธีตวัประมาณค่า S ซ่ึงส่วนใหญ่เป็นสถานการณ์ท่ี
จาํนวนพารามิเตอร์เท่ากบั 2 และ 3 ท่ีสอดคลอ้งกบั
งานวิจยัของ Tharmaratnam et al. (2010); Smirnov 
and Shevlyakov (2014) ท่ีแสดงใหเ้ห็นว่า 𝑄

𝑛
 สามารถ 

นาํมาใชแ้ทน MAD ในวิธีการประมาณค่าพารามิเตอร์
ดว้ยวิธีภาวะน่าจะเป็นสูงสุด และยงัสอดคลอ้งกับ
งานวิจยัของ Oller et al. (2016) ท่ีไดป้รับแกวิ้ธีตวั
ประมาณค่า S โดยการปรับแกฟั้งกช์นัส่วนเหลือของ
ทูกีและฮูเบอร์  เ พ่ือนํามาใช้หาค่าประมาณของ
สัมประสิทธ์ิการถดถอยดว้ยวิธี IRLS พบว่า วิธีการ
ใหม่น้ีมีประสิทธิภาพมากกว่าวิธีตัวประมาณค่า S 
เม่ือมีตวัแปรทาํนายจาํนวน 2 ตวัแปรหรือมีจาํนวน

พารามิเตอร์ 3 ค่า ดงันั้นจากผลการวิจยัสามารถนาํไป
เป็นแนวทางการใชเ้ลือกวิธีการประมาณค่าพารามิเตอร์ 
ท่ีแกร่งของตวัแบบการถดถอยพหุคูณเม่ือมีค่านอก
เกณฑเ์กิดข้ึนกบัตวัแปรอิสระ เม่ือความคลาดเคล่ือน
แจกแจงแบบไวบูลและมีจาํนวนพารามิเตอร์ 3 ค่าได ้
ซ่ึงในงานวิจยัน้ีผูวิ้จยัไดเ้ลือกพฒันาวิธีการประมาณ
ค่าพารามิเตอร์ท่ีปรับแกจ้ากวิธีตวัประมาณค่า S หาก
นักวิจัยต้องการยืนยันผลประสิทธิภาพของการ
ประมาณค่าพารามิเตอร์วิธีการน้ีให้ชัดเจนมากข้ึน 
ส า ม า ร ถ นํา ม า เ ป รี ย บ เ ที ย บ ผ ล ก า ร ป ร ะ ม า ณ
ค่าพารามิเตอร์วิธีอ่ืน เช่น วิธีกาํลงัสองของส่วนเหลือ
ท่ีถูกตดัค่านอ้ยท่ีสุด (Least Trimmed Square) วิธีตวั
ประมาณค่า MM (MM-estimator) เป็นตน้ 
 

สรุป 
1. ตัวประมาณค่าพารามิเตอร์วิธี AS หรือ 

𝛽̂𝑄 ซ่ึ ง เ ป็ น ตัว ป ร ะ ม า ณ ค่ า ท่ี ไ ม่ เ อ น เ อี ย ง ข อ ง
ค่ า พ า ร า มิ เ ต อ ร์  𝛽 ท่ี มี ค ว า ม แ ป ร ป ร ว น เ ป็ น
 𝑉 (𝛽̂𝑄) = 𝜎2(𝑋′𝑊𝑄𝑋)

−1 
2.  ตัวประมาณค่าพารามิเตอร์ วิ ธี  AS มี

ประสิทธิภาพมากกว่าตวัประมาณค่าพารามิเตอร์วิธี
ตวัประมาณค่า S จาํนวน 59 สถานการณ์ ซ่ึงส่วน
ใหญ่เป็นสถานการณ์ท่ีจาํนวนพารามิเตอร์เท่ากบั 2 
และ 3 

3. สมการถดถอยท่ีประมาณค่าพารามิเตอร์
ดว้ยวิธี AS ใหค่้า MAPE นอ้ยกวา่วิธีตวัประมาณค่า S 
จาํนวน 41 สถานการณ์ ซ่ึงส่วนใหญ่เป็นสถานการณ์
ท่ีความคลาดเคล่ือนแจกแจงแบบไวบูล 
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