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บทคดัย่อ 
 

การศึกษาครั< งนี< มีวตัถุประสงค์เพืDอเปรียบประสิทธิภาพของเกณฑ์การคดัเลือกตวัแบบสําหรับตวัแบบ 

การถดถอยพหุคูณ  10 เกณฑ์  ได้แก่  เกณฑ์  AIC, BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB และ 

KICcHM ภายใตก้ารจาํลองขอ้มูลทีDมีความแตกต่างของขนาดตวัอยา่ง จาํนวนพารามิเตอร์ในตวัแบบ สมัประสิทธิ8 การ

ถดถอย และความแปรปรวนของความคลาดเคลืDอน ผลการศึกษาพบว่า กรณีตวัอยา่งขนาดเล็ก ตวัแบบระบุยากถึง

ยากมาก เกณฑที์Dเหมาะสม คือ AIC, HQIC, AICc และ HQICc และถา้ตวัแบบระบุง่ายถึงง่ายมาก เกณฑที์Dเหมาะสม 

คือ AICu และ KICc กรณีตวัอย่างขนาดกลาง ตวัแบบระบุยากถึงยากมาก เกณฑ์ทีDเหมาะสม คือ AIC และ 

AICc และถา้ตวัแบบระบุง่ายถึงง่ายมาก เกณฑ์ทีDเหมาะสม คือ AICu และ KICc สําหรับกรณีตวัอย่างขนาดใหญ่ 

เกณฑ์ทีDเหมาะสม คือ BIC อีกทั<งยงัพบว่า ความแปรปรวนของความคลาดเคลืDอนทีDเพิDมขึ<น ส่งผลให้ความถูกตอ้ง

ของการคดัเลือกตวัแบบลดลง ดงันั<นควรตรวจสอบความแปรปรวนของความคลาดเคลืDอนหลงัจากการสร้างตวัแบบ

ทุกครั< ง เนืDองจากมีผลกระทบต่อเกณฑก์ารคดัเลือกตวัแบบ สาํหรับตวัอยา่งขนาดเลก็ จะคดัเลือกตวัแบบไดถู้กตอ้ง

นอ้ย แต่ถา้ตวัอยา่งมีขนาดใหญ่ขึ<นจะคดัเลือกไดถู้กตอ้งเพิDมขึ<น 
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ABSTRACT 
 

The study aims to compare the effectiveness of the ten model selection criteria for multiple regression 

model, namely, AIC, BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB, and KICcHM.  The conditions for 

simulation were differences in sample size, number of parameters in the model, regression coefficient, and error 

variance. The results of a small sample case showed that if the true model is difficult to identify, the appropriate 

criteria are AIC, HQIC, AICc, and HQICc. If the true model is easy to identify, the appropriate criteria are AICu 

and KICc. In a medium sample case, if the true model is difficult to identify, the appropriate criteria are AIC and 

AICc. If the true model is easy to identify, the appropriate criteria are AICu and KICc. For the large sample case, 

an appropriate criterion is BIC.  It was also found that when the error variance increased, the efficiency of all 

model selection criteria decreased.  Therefore, the error variance should be checked after model construction 

because it affects the model selection criteria. For the small sample size, model selection criteria have low 

accuracy, but it is more accurate in a larger sample. 
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บทนํา 

ปัญหาสําคญัของการคดัเลือกตวัแบบการ

ถดถอยทีDเหมาะสมจากตวัแบบทีDเป็นไปไดท้ั< งหมด 

เพืDอใชใ้นการพยากรณ์ขอ้มูลในอนาคตนบัเป็นปัญหา

หนึD งทีDสําคัญ ในโลกความเป็นจริงเราไม่สามารถ

ทราบไดเ้ลยวา่ตวัแบบทีDแทจ้ริง (True Model) คือตวัแบบ 

ใด แต่เราคาดหวงัว่าจะสามารถหาตวัแบบทีDมาเป็น

ตัวแทนทีD ถูกต้องและเหมาะสมได  ้เกณฑ ์การ

คดัเลือกตวัแบบเป็นเครืDองมือหนึD งทีDมีประโยชน์

ในการพิจารณาความเหมาะสมของตวัแบบ โดย

การประเมินว่าตวัแบบใดทีDให้ความสมดุลทีDดีทีDสุด 

กล่าวคือ สามารถคดัเลือกไดว้่าตวัแบบใดทีDมีจาํนวน

ตวัแปรในสมการทีDเพียงพอ ถูกตอ้ง และเหมาะสม 

ไม่มากและไม่น้อยเกินไป  (Goodness of Fit และ 

Parsimony) เกณฑ์การคดัเลือกตวัแบบเกณฑ์แรกทีD

เป็นทีD รู้จัก  คือ  Akaike Information Criterion (AIC) 

(Akaike, 1973; Akaike, 1974) เกณฑนี์< เป็นตวัประมาณ 

ไม่เอนเอียงเชิงเส้นกาํกบั (Asymptotically Unbiased 

Estimator) ของความผนัแปรของ Kullback’s Directed 

Divergence ซึD ง Directed Divergence เป็นทีD รู้จักกัน

ในนามของ  Kullback-Leibler Information หรือ  I-

Divergence หรือ Relative Entropy เพืDอประเมินความ

แตกต่างระหวา่งตวัแบบทางสถิติ 2 ตวัแบบ คือ ตวัแบบ 

ทีD แท้จริงและตัวแบบโดยประมาณ  (Fitted Model) 

เกณฑก์ารคดัเลือกตวัแบบเกณฑอื์Dน  ๆทีDเป็นทีDรู้จกัต่อมา 

ไดแ้ก่ Bayesian Information Criterion (BIC) (Schwarz, 

1978) Hannan และ Quinn Information Criterion (HQIC) 

(Hannan and Quinn, 1979) เกณฑ์การปรับแก้ของ 

AIC (AICc) (Hurvich and Tsai, 1989) เกณฑ์ ก าร

ปรับแก้ของ AICc (AICu) (McQuarrie et al., 1997) 

เกณฑ์การปรับแก้ของ HQIC (HQICc) (McQuarrie 

and Tsai, 1998) Kullback Information Criterion (KIC) 

(Cavanaugh, 1999) เกณฑ์การปรับแกข้อง KIC โดย 

Cavanaugh (KICcC) (Cavanaugh, 2004) เกณฑ์การ

ปรับแกข้อง KIC โดย Seghouane และ Bekara (KICcSB) 

(Seghouane and Bekara, 2004) และเกณฑก์ารปรับแก ้
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ของ KIC โดย Hafidi และ Mkhadri (KICcHM) (Hafidi 

and Mkhadri, 2006) ถึงแมว้่าเกณฑ์ AIC ยงัคงเป็นทีD

นิยมใชก้นัมากทีDสุดในการคดัเลือกตวัแบบ แต่เกณฑ ์

BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB 

และ KICcHM นบัเป็นคู่แข่งทีDไดรั้บความนิยม เช่น เกณฑ ์

BIC มีแนวโนม้ทีDจะคดัเลือกตวัแบบทีDมีจาํนวนตวัแปร 

น้ อยกว่ าเกณฑ์  AIC (Neath and Cavanaugh, 1997) 

เกณฑ  ์KIC เป็นเกณฑใ์นลกัษณะสมมาตร ซึD งรวม

ข้อมูลข่าวสารระหว่าง Directed Divergence ทั< ง 2 

รูปแบบ ดงันั<นเกณฑ ์KIC จึงเป็นมาตรวดัความแตกต่าง 

ของตวัแบบทีDมีความละเอียดอ่อนกว่าเกณฑ ์AIC ซึD ง

วดัเพียงองคป์ระกอบเฉพาะแต่ละส่วนเท่านั<น (Cavanaugh, 

1999; Cavanaugh, 2004) สําหรับในกรณีตวัอย่างขนาด

เลก็ เกณฑ ์KICc มีแนวโนม้ทีDจะรับมือกบัปัญหาของ

การประมาณค่า Kullback’s Symmetric Divergence ทีD

ต ํDาเกินไป (Cavanaugh, 2004; Seghouane and Bekara, 

2004; Hafidi and Mkhadri, 2006) อย่างไรก็ตาม ทั< ง 

10 เกณฑก์ารคดัเลือกตวัแบบทีDกล่าวมายงัมีขอ้ดีและ

ขอ้เสียในแต่ละประเดน็ทีDแตกต่างกนัไป ดงันั<นการศึกษา 

ครั< งนี< จึงตอ้งการเปรียบเทียบประสิทธิภาพของเกณฑ์

การคดัเลือกตวัแบบสาํหรับตวัแบบการถดถอยพหุคูณ 

ทั< ง 10 เกณฑ์ ได้แก่ เกณฑ์ AIC, BIC, HQIC, AICc, 

AICu, HQICc, KIC, KICcC, KICcSB แ ล ะ  KICcHM 

เพืDอทีDจะสรุปวา่ควรใชเ้กณฑใ์ดภายใตส้ถานการณ์ใด 

โดยการศึกษาทั< งหมดจะกระทําภายใต้การจาํลอง

ขอ้มูลในสถานการณ์ต่างๆ ไดแ้ก่ ความแตกต่างใน

ขนาดตัวอย่าง  จํานวนตัวแปรอิสระในสมการ 

สัมประสิทธิ8 การถดถอย และความแปรปรวนของ

ความคลาดเคลืDอน เกณฑที์Dจะถูกจดัให้เป็นเกณฑที์Dดี

ทีDสุดเมืDอมีความน่าจะเป็นตํDาทีDจะมีจาํนวนตวัแปรใน

สมการมากหรือนอ้ยเกินไปและมีความน่าจะเป็นสูง

ทีDสุดในการเลือกคดัเลือกตวัแบบไดถู้กตอ้ง จากการ

ทบทวนวรรณกรรม พบวา่ Keerativibool (2014a) ได้

ศึกษาและเปรียบเทียบเกณฑก์ารคดัเลือกตวัแบบบน

พื<นฐานของ Kullback’s Symmetric Divergence ไดแ้ก่ 

เกณฑ ์KIC, KICcC, KICcSB และ KICcHM ผลการศึกษา 

พบว่า เกณฑ์ KICcC ให้ค่าทีDใกล้เคียงกับคาดหมาย

ของตวัประมาณ Symmetric Measure มากทีDสุด และ

มีค่าของฟังก์ชัน  Penalty มากทีD สุด  เมืD อ เงืDอนไข 

 เป็นจริง โดยเกณฑ์ทีDมีค่า

ของฟังก์ชัน  Penalty รองลงมาคือ  เกณฑ์  KICcSB, 

KICcHM และ KIC ตามลําดับ  ซึD งจากการมีค่าของ

ฟังกช์นั Penalty มาก ส่งผลใหเ้กณฑ ์KICcC มีประสิทธิภาพ 

สูงทีDสุดถึงแมว้า่เกณฑนี์<อาจจะคดัเลือกไดต้วัแบบทีDมี

จาํนวนตวัแปรน้อยเกินไป Keerativibool (2014b) ได้

ศึกษาฟังกช์นั Penalty ของเกณฑก์ารคดัเลือกตวัแบบ

ทีDเป็นทีDรู้จกั 3 เกณฑ ์ไดแ้ก่ เกณฑ ์AIC, BIC และ KIC 

ซึD งทั<ง 3 เกณฑนี์<สามารถเขียนให้อยูใ่นรูปเกณฑใ์หม่ 

คือ   เรียกชืD อว่า 

Adjusted Penalty Information Criterion บทความนี<

ไดห้าค่าทีDเหมาะสมของ  สําหรับเกณฑ์ APIC  

โดยค่าทีDเหมาะสมของ  จะตอ้งสามารถลดความ

น่าจะเป็นทีDจะมีจาํนวนตวัแปรมากหรือน้อยเกินไป 

รวมถึงต้องสามารถแก้ปัญหาอตัราส่วน Signal-to-

Noise มีค่าตํD า ค่าของ  ถูกเลือกบนพื<นฐานของ

มาตรวดั 4 วิธี คือ ความน่าจะเป็นทีDจะมีจาํนวนตวัแปร 

มากหรือน้อยเกินไป  อัตราส่วน  Signal-to-Noise 

ความน่าจะเป็นทีDจะคดัเลือกตวัแบบไดถู้กตอ้ง และ

เกณฑป์ระสิทธิภาพ L2 ผลการศึกษาเชิงทฤษฎีพบว่า 

ถ้าค่าของ  มีค่าเขา้สู่อนันต์ จะทาํให้ความน่าจะ

เป็นทีDจะมีจาํนวนตวัแปรมากเกินไปลู่เขา้สู่ศูนยแ์ละ

อัตราส่วน Signal-to-Noise มีแนวโน้มทีDจะมีค่าสูง 

ผลการศึกษาจากการจาํลองขอ้มูลพบวา่ เมืDอตวัแบบทีD

แทจ้ริงระบุไดย้าก ค่าของ  ทีDต ํDาจะทาํให้ไดค้วาม

น่าจะเป็นสูงทีDจะคดัเลือกตวัแบบไดถู้กตอ้ง อยา่งไร 

กต็าม เมืDอตวัแบบทีDแทจ้ริงระบุไดย้าก เกณฑป์ระสิทธิภาพ 

L2 เป็นเกณฑที์Dดีกวา่เกณฑค์วามน่าจะเป็นทีDจะคดัเลือก 

ตวัแบบไดถู้กตอ้ง โดยเกณฑป์ระสิทธิภาพ L2 แนะนาํ 

( ) ( )1 p n exp p n 1- <

( )2ˆAPIC loga = s + ( )p 1 / na +

a a

a

a

a

a
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วา่ค่าของ  ทีDสูง ส่งผลใหเ้กณฑ ์APIC  มีประสิทธิภาพ 

สูง ยกเวน้เมืDอสามารถระบุตวัแบบทีDแทจ้ริงไดไ้ม่ยาก

มากนักและตวัอย่างมีขนาดปานกลางถึงขนาดใหญ่ 

ควรใชค่้าของ  ทีDต ํDา สาํหรับกรณีตวัแบบทีDแทจ้ริง

ทีDสามารถระบุไดอ้ย่างง่ายๆ ควรใชค้่าของ  ทีDสูง 

แต่ถา้สัมประสิทธิ8 การถดถอยมีค่าไม่มากเพียงพอ

และตวัอยา่งมีขนาดเลก็ถึงขนาดปานกลาง ค่าของ 

 ควรจะอยู่ในระดับปานกลาง Keerativibool and 

Siripanich (2017) ได้ศึกษาและเปรียบเทียบเกณฑ์

การคดัเลือกตวัแบบบนพื<นฐานของ Kullback-Leibler’s 

Information ได้แก่  เกณฑ์  AIC, AICc, KIC, KICcC, 

KICcSB และ KICcHM ผลการศึกษาพบว่า ภายใตเ้งืDอนไข 

บางประการ เกณฑ์ KICcC มีค่าของฟังก์ชนั Penalty 

มากทีDสุด เกณฑที์Dมีค่าของฟังกช์นั Penalty รองลงมา 

คือ เกณฑ ์KICcSB, KICcHM, KIC และ AIC ตามลาํดบั 

ขณะทีDเกณฑ ์KIC จะมีค่าของฟังกช์นั Penalty มากกวา่ 

เกณฑ ์AICc เมืDอมีเงืDอนไขบางประการ แต่เกณฑ ์AICc 

จะมีค่าของฟังกช์นั Penalty มากกวา่เกณฑ ์AIC เสมอ 

ประสิทธิภาพของทุกเกณฑ์การคดัเลือกตวัแบบถูก

ตรวจสอบโดยการจาํลองขอ้มูล ผลการศึกษาพบว่า 

เกณฑก์ารคดัเลือกตวัแบบทีDมีค่าของฟังกช์นั Penalty 

มาก จะทาํใหไ้ดต้วัแบบทีDมีจาํนวนตวัแปรนอ้ยเกินไป 

และมีค่าของเกณฑก์ารคดัเลือกตวัแบบลู่เขา้สู่ค่าจริงชา้ 

ขณะทีDเกณฑ์การคดัเลือกตวัแบบทีDมีค่าของฟังก์ชนั 

Penalty น้อย จะทาํให้ไดต้วัแบบทีDมีจาํนวนตวัแปร

มากเกินไปและไม่คงเส้นคงวา เมืDอตวัแบบทีDแทจ้ริง

ระบุได้ยากและตัวอย่างมีขนาดเล็กถึงขนาดกลาง 

ประสิทธิภาพของเกณฑ์ AIC และ AICc จะสูงกว่า

เกณฑอื์Dนๆ อยา่งไรก็ตาม ทั<ง 2 เกณฑนี์<สามารถระบุ

ตวัแบบไดถู้กตอ้งนอ้ย และเมืDอตวัอยา่งมีขนาดเพิDมขึ<น 

ประสิทธิภาพของทุกเกณฑก์ารคดัเลือกตวัแบบแตกต่างกนั 

อยา่งไม่มีนยัสําคญั แต่ก็ยงัคงระบุตวัแบบไดถู้กตอ้ง

น้อย ด้วยเหตุผลดงักล่าว  การศึกษานี< จึงใชเ้กณฑ์

ประสิทธิภาพ L2 ในการประเมินประสิทธิภาพของ

เกณฑก์ารคดัเลือกตวัแบบ โดยเฉลีDยเกณฑป์ระสิทธิภาพ 

L2 แนะนาํว่า กรณีทีDตวัแบบทีDแทจ้ริงระบุไดย้าก ไม่

ว่าตัวอย่างจะมีขนาดเล็กหรือขนาดใหญ่  เกณฑ ์

KICcc เป็นเกณฑ์ทีD ดีทีD สุด  สําหรับกรณีตัวแบบทีD

แท้จริงระบุได้ง่าย ตัวอย่างขนาดเล็ก  และความ

แปรปรวนของความคลาดเคลืDอนมีค่าตํDา ทุกเกณฑ์

การคดัเลือกตวัแบบมีความสามารถในการคดัเลือก

ตวัแบบไดถู้กตอ้ง แต่ถา้ความแปรปรวนของความ

คลาดเคลืDอนมีค่าเพิDมขึ<น ประสิทธิภาพของทุกเกณฑ์

การคัดเลือกตัวแบบจะลดลง เมืDอตัวอย่างมีขนาด

กลางถึงขนาดใหญ่ และความแปรปรวนของความ

คลาดเคลืDอนมีค่าตํDา เกณฑ์ KICc เป็นเกณฑที์DดีทีDสุด 

เนืDองจากสามารถระบุตวัแบบไดถู้กตอ้งจาํนวนมาก 

แต่ถ้าความแปรปรวนของความคลาดเคลืDอนมีค่า

เพิDมขึ<น และขนาดตวัอยา่งไม่มากเพียงพอ ทุกเกณฑ์

การคัดเลือกตัวแบบสามารถคัดเลือกตัวแบบได้

ถูกตอ้งนอ้ย และ Sangthong (2019) ไดศึ้กษาประสิทธิภาพ 

ของเกณฑก์ารคดัเลือกตวัแบบการวิเคราะห์พหุระดบั 

2 วิธี คือ เกณฑ์ AIC และ BIC ผลการศึกษาพบว่า 

เมืDอจาํนวนกลุ่มมีขนาดเล็กประสิทธิภาพของเกณฑ์

การคดัเลือกตวัแบบค่อนขา้งตํDา และเมืDอจาํนวนกลุ่ม

มากขึ<น ประสิทธิภาพการคดัเลือกตวัแบบจะสูงขึ<น 

ในกรณีจํานวนกลุ่มเท่ากบั  100 พบว่า โดยส่วน

ใหญ่ประสิทธิภาพการคัดเลือกตัวแบบด้วยเกณฑ ์

BIC ดีกว่าเกณฑ์ AIC เมืDอประมาณค่าพารามิเตอร์

ด้วยวิธีภาวะน่าจะเป็นสูงสุดแบบจาํกัด (Restricted 

Maximum Likelihood: RML) 

จากการศึกษาทีDผ่านมา พบว่า ยงัไม่เคยมี

การศึกษาเปรียบประสิทธิภาพของเกณฑก์ารคดัเลือก

ตัวแบบสําหรับตัวแบบการถดถอยพหุคูณทั< ง 10 

เกณฑ์ ได้แก่ เกณฑ์ AIC, BIC, HQIC, AICc, AICu, 

HQICc, KIC, KICcC, KICcSB และ  KICcHM ด งันั <น

การศึกษาครั< งนี< จึงตอ้งการเปรียบเทียบประสิทธิภาพ

ของเกณฑท์ั<งหมดดงักล่าว เพืDอสรุปวา่ควรใชเ้กณฑ์

a a

a

a

a
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ใดภายใตส้ถานการณ์ใด สําหรับการคดัเลือกตวัแบบ 

การถดถอยพหุคูณทีDถูกตอ้ง  ซึD งจะส่งผลดีต่อค่า

พยากรณ์ในอนาคตต่อไป 

 

วธีิดาํเนินการวจิยั 

การศึกษาครั< งนี< จะศึกษาเฉพาะตวัแบบการ

ถดถอยพหุคูณ โดยมีตวัแบบทีDแทจ้ริง (True Model) 

ในรูปแบบดงันี<  (Montgomery et al., 2006) 

        (1) 

และตวัแบบโดยประมาณ (Fitted Approximating Model) ในรูปแบบดงันี<  

        (2) 

โดยทีD  แทนเวกเตอร์เชิงสุ่มขนาด ,  และ 

 แทนเมตริกซ์ของตวัแปรอิสระขนาด  และ 

 ตามลําดับ ,  และ  แทนเวกเตอร์ของ

สัมประสิทธิ8 การถดถอยขนาด   และ  

ตามลาํดบั,  และ  แทนเวกเตอร์ของความคลาด

เคลืDอนทีDมีค่าเฉลีDยเท่ากบั  0 และความแปรปรวน

เท่ากบั  และ  ตามลาํดบั ตวัประมาณภาวะ

น่าจะเป็นสูงสุด  (Maximum Likelihood Estimator) 

ของ  และ  แสดงตามลาํดบัดงันี<  

 และ    (3) 

และตวัประมาณไม่เอนเอียงของ  คือ  

    (4) 

โดยทีD SSE แทนผลบวกกาํลงัสองของความคลาดเคลืDอน 

สาํหรับขั<นตอนการดาํเนินการวิจยั แสดงดงันี<  

1. จาํลองขอ้มูลภายใตส้ถานการณ์ต่าง  ๆจาํนวน 

1,000 ชุด ไดแ้ก่ ขอ้มูลทีDมีความแตกต่างของขนาดตวัอยา่ง 

จาํนวนพารามิเตอร์ในตวัแบบ สัมประสิทธิ8 การถดถอย 

และความแปรปรวนของความคลาดเคลืDอน ดงันี<  

    - ขนาดตวัอย่าง 3 ระดับ ได้แก่ ตวัอย่าง

ขนาดเล็ก (n = 15) ตวัอยา่งขนาดกลาง (n = 30) และ

ตวัอยา่งขนาดใหญ่ (n = 100) 

    - จาํนวนพารามิเตอร์ในตวัแบบ 2 ระดบั 

ไดแ้ก่ = 3 และ  = 5 

    - สมัประสิทธิ8 การถดถอย 4 ตวัแบบ ไดแ้ก่ 

ตวัแบบทีD 1:  

ตวัแบบทีD 2:  

ตวัแบบทีD 3:  

ตวัแบบทีD 4:  

    - ความแปรปรวนของความคลาดเคลืDอน 

3 ระดบั ไดแ้ก่ ความแปรปรวนตํDา (  = 0.25) ความ

แปรปรวนปานกลาง (  = 1) และความแปรปรวน

สูง (  = 9) 

2. สร้างตวัแปรอิสระทั<งหมด 6 ตวั โดยกาํหนด 

ให้มีการแจกแจงปรกติมาตรฐาน (Standard Normal 

Distribution) นัDนคือ X0 ~ N(0, I) ดงันั<นตวัแบบการ

ถดถอยพหุคูณหรือตัวแบบทีDแท้จริงทีDพิจารณาใน

การศึกษาครั< งนี<  คือ 

ตวัแบบระบุยากมาก โดยมีตวัแปรอิสระจาํนวน 4 ตวั และมีค่าสมัประสิทธิ8 การถดถอยตํDา 

 
ตวัแบบระบุยาก โดยมีตวัแปรอิสระจาํนวน 2 ตวั และมีค่าสมัประสิทธิ8 การถดถอยตํDา 
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ตวัแบบระบุง่ายมาก โดยมีตวัแปรอิสระจาํนวน 2 ตวั และมีค่าสมัประสิทธิ8 การถดถอยสูง 

 
ตวัแบบระบุง่าย โดยมีตวัแปรอิสระจาํนวน 4 ตวั และมีค่าสมัประสิทธิ8 การถดถอยสูง 

 
3. จากการสร้างตวัแปรอิสระทั<งหมด 6 ตวั 

จะพิจารณาตวัแปรอิสระเขา้ตวัแบบครั< งละ 1 ตวั ใน

ลกัษณะ Sequentially Nested ทั<งหมด 6 ครั< ง กล่าวคือ 

ครั< งทีD 1 มีค่าคงทีD และ X1 (p = 2) ครั< งทีD 2 มีค่าคงทีD, 

X1 และ X2 (p = 3) ครั< งทีD 3 มีค่าคงทีD, X1, X2 และ X3 

(p = 4) ครั< งทีD 4 มีค่าคงทีD, X1, X2, X3 และ X4 (p = 5) 

ครั< งทีD 5 มีค่าคงทีD, X1, X2, X3, X4 และ X5 (p = 6) และ

ครั< งทีD 6 มีค่าคงทีD, X1, X2, X3, X4, X5 และ X6 (p = 7) 

ดงันั<นสาํหรับตวัแบบทีD 1 และ 4  จาํนวนตวัแปรนอ้ย

เกินไป หมายถึง ตวัแบบทีDมีตวัแปรอิสระไม่ครบทุก

ตวั คือ มีค่าคงทีD และ X1 หรือ มีค่าคงทีD, X1 และ X2 

หรือ มีค่าคงทีD , X1, X2 และ X3 โดยไม่มีตัวแปร X5 

และ X6 รวมอยู่ในตวัแบบ ส่วนจาํนวนตวัแปรมาก

เกินไป หมายถึง ตวัแบบทีDมีตวัแปรอิสระครบทุกตวั 

และมีตวัแปรทีDไม่เกีDยวขอ้งรวมอยูใ่นตวัแบบ คือ X5 

และ X6 นัDนคือ มีค่าคงทีD, X1, X2, X3, X4 และ X5 หรือ 

มีค่าคงทีD, X1, X2, X3, X4, X5 และ X6 สําหรับตวัแบบ

ทีD 2 และ 3 จาํนวนตวัแปรน้อยเกินไป หมายถึง ตวั

แบบทีD มีค่าคงทีD  และ X1 ส่วนจํานวนตัวแปรมาก

เกินไป หมายถึง ตวัแบบทีDมีตวัแปรอิสระครบทุกตวั 

และมีตวัแปรทีDไม่เกีDยวขอ้งรวมอยูใ่นตวัแบบ คือ X3, 

X4, X5 และ X6 นัDนคือ มีค่าคงทีD, X1, X2 และ X3 หรือ 

มีค่าคงทีD, X1, X2, X3 และ X4 หรือ มีค่าคงทีD, X1, X2, 

X3, X4 และ X5 หรือ มีค่าคงทีD, X1, X2, X3, X4, X5 และ 

X6 

4. จากแต่ละครั< งทีDนาํตวัแปรอิสระเขา้ตวัแบบ 

จะคาํนวณค่าของเกณฑก์ารคดัเลือกตวัแบบการถดถอย 

พหุคูณทั<ง 10 เกณฑ์ ไดแ้ก่ AIC, BIC, HQIC, AICc, AICu, 

HQICc, KIC, KICcC, KICcSB และ KICcHM ดงัตาราง

ทีD 1 

 

ตารางที- 1  เกณฑก์ารคดัเลือกตวัแบบการถดถอยพหุคูณ 

เกณฑ์การคดัเลือกตวัแบบการถดถอยพหุคูณ คาํอธิบายเกณฑ์ 

 (5) 
เกณฑ์ทีMมีประสิทธิภาพ (Efficient Criterion) บนพืOนฐานของ Directed 

Divergence 

 (6) 
เกณฑ์ทีM มีความคงเส้นคงวา (Consistent Criterion) ดังนัO นจึงสามารถ

คดัเลือกตวัแบบไดถู้กตอ้งมากยิMงขึOนเมืMอขนาดตวัอยา่งลู่เขา้สู่อนนัต ์ (7) 

 (8) เกณฑก์ารปรับแกข้องเกณฑ ์AIC สาํหรับตวัอยา่งขนาดเลก็ 

 (9) 

เกณฑ์การปรับแกข้องเกณฑ์ AICc สําหรับตวัอยา่งขนาดเล็ก โดยใชต้วั

ประมาณไม่เอนเอียง  ในสมการทีM (4) แทนตวัประมาณภาวะน่าจะ

เป็นสูงสุด  ในสมการทีM (3) 

 (10) เกณฑก์ารปรับแกข้องเกณฑ ์HQIC สาํหรับตวัอยา่งขนาดเลก็ 

 (11) 
เกณฑที์Mมีประสิทธิภาพ (Efficient Criterion) บนพืOนฐานของ Symmetric 

Divergence 
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ตารางที- 1  (ต่อ) 

เกณฑ์การคดัเลือกตวัแบบการถดถอยพหุคูณ คาํอธิบายเกณฑ์ 

 (12) 

เกณฑก์ารปรับแกข้องเกณฑ ์KIC สาํหรับตวัอยา่งขนาดเลก็  (13) 

 (14) 

 

5. จากแต่ละเกณฑ์จะสรุปผลว่าทั< งหมด 6 

ครั< งทีDนําตัวแปรอิสระเข้าตัวแบบ ครั< งใดมีค่าของ

เกณฑก์ารคดัเลือกตวัแบบการถดถอยพหุคูณตํDาทีDสุด 

จะได้ครั< งนั<นเป็นตวัแบบทีDคดัเลือกไวห้รือตวัแบบ

โดยประมาณ เช่น เมืDอพิจารณาเกณฑ ์AIC ทั<งหมด 6 

ครั< ง พบว่า ครั< งทีD 5 ให้ค่า AIC ตํDาทีDสุด จะไดต้วัแบบ

ทีDคดัเลือกประกอบด้วยค่าคงทีD, X1, X2, X3 ,X4 และ 

X5 (p = 6) 

6. ดาํเนินการขอ้ 3 - 5 ซํ< าในแต่ละชุดขอ้มูล

ทีDจาํลองขึ<น จาํนวน 1,000 ชุด เพืDอสรุปผลวา่เกณฑใ์ด

ทีDมีโอกาสการคดัเลือกตวัแบบได้ถูกต้องมากทีDสุด 

นัDนคือ มีโอกาสไดต้วัแบบทีDคดัเลือกไวใ้นขอ้ 5 ตรง

กบัตวัแบบทีDสร้างขึ<นในขอ้ 1 มากทีDสุด 

 

ผลการวจิยัและวจิารณ์ผล 

จากผลการจาํลองขอ้มูล จาํนวน 1,000 ชุด 

ภายใตส้ถานการณ์ต่างๆ ไดแ้ก่ ตวัอยา่งขนาดเล็ก (n 

= 15) ตวัอยา่งขนาดกลาง (n = 30) และตวัอยา่งขนาด

ใหญ่ (n = 100) จาํนวนพารามิเตอร์ในตวัแบบ 2 ระดบั 

คือ = 3 และ  = 5 สมัประสิทธิ8 การถดถอยแตกต่างกนั 

4 ตวัแบบ คือ ตวัแบบระบุยากมาก มีตวัแปรอิสระ 4 

ตวั ตวัแบบระบุยาก มีตวัแปรอิสระ 2 ตวั ตวัแบบระบุ

ง่ายมาก มีตวัแปรอิสระ 2 ตวั และตวัแบบระบุง่าย มี

ตวัแปรอิสระ 4 ตวั และความแปรปรวนของความ

คลาดเคลืDอน 3 ระดบั คือ ความแปรปรวนตํDา (  = 

0.25) ความแปรปรวนปานกลาง (  = 1) และความ

แปรปรวนสูง (  = 9) ไดผ้ลการวิจยัดงัตารางทีD 2 - 

4 โดยสามารถอ่านค่าในตารางดงัตวัอยา่งเช่น ตาราง

ทีD 2 กรณีตวัอยา่งขนาดเลก็ ความคลาดเคลืDอนมีความ

แปรปรวนตํDา ตวัแบบระบุยาก เกณฑ์ AIC มีโอกาส

คดัเลือกตวัแบบทีDมีจาํนวนตวัแปรนอ้ยเกินไปร้อยละ 

34.2 คดัเลือกตวัแบบไดถู้กตอ้งร้อยละ 30.2 และคดัเลือก 

ตวัแบบทีDมีจาํนวนตวัแปรมากเกินไปร้อยละ 35.6 กล่าวคือ 

จากการจําลองข้อมูล 1,000 ชุด สร้างตัวแบบการ

ถดถอยพหุคูณ แลว้นําความคลาดเคลืDอน  มา

คาํนวณค่าเกณฑ์ AIC ดงัสมการทีD (5) พบว่า เกณฑ ์

AIC มีค่าตํDาทีDสุดกบัชุดทีDมีจาํนวนตวัแปรนอ้ยเกินไป 

(มีค่าคงทีD และ X1 หรือ มีค่าคงทีD, X1 และ X2 หรือ มี

ค่าคงทีD, X1, X2 และ X3) 342 ชุด มีค่าตํDาทีDสุดกบัชุดทีD

มีจาํนวนตวัแปรถูกต้อง (มีค่าคงทีD, X1, X2, X3 และ 

X4) 302 ชุด และมีค่าตํDาทีDสุดกบัชุดทีDมีจาํนวนตวัแปร

มากเกินไป (มีค่าคงทีD, X1, X2, X3, X4 และ X5 หรือ 

มีค่าคงทีD, X1, X2, X3, X4, X5 และ X6) 356 ชุด 
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ตารางที- 2  ร้อยละของการคดัเลือกตวัแบบ เมืDอตวัอยา่งมีขนาดเลก็ (n = 15)  

 ตวัแบบระบุ จาํนวนตวัแปร AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM 

0.25 ยากมาก นอ้ยเกินไป 34.2 46.7 34.2 82.4 89.8 82.4 51.3 90.2 88.5 87.6 
  ถูกตอ้ง 30.2 29.9 30.0 16.1 9.7 16.1 28.9 9.3 11.0 11.9 

  มากเกินไป 35.6 23.4 35.8 1.5 0.5 1.5 19.8 0.5 0.5 0.5 

0.25 ยาก นอ้ยเกินไป 5.1 9.4 5.0 18.2 27.7 17.9 10.6 27.8 26.8 26.1 

  ถูกตอ้ง 47.3 58.4 47.3 73.1 67.8 73.2 62.1 68.0 68.3 68.5 

  มากเกินไป 47.6 32.2 47.7 8.7 4.5 8.9 27.3 4.2 4.9 5.4 

0.25 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

  ถูกตอ้ง 52.0 68.2 51.9 90.9 94.2 90.9 72.6 94.4 93.8 93.4 

  มากเกินไป 48.0 31.8 48.1 9.1 5.8 9.1 27.4 5.6 6.2 6.6 

0.25 ง่าย นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 60.9 70.0 60.8 95.1 97.6 95.1 73.4 97.8 96.7 96.5 
  มากเกินไป 39.1 30.0 39.2 4.9 2.4 4.9 26.6 2.2 3.3 3.5 

1 ยากมาก นอ้ยเกินไป 56.5 72.0 56.3 97.1 98.8 97.1 77.1 98.9 98.7 98.6 
  ถูกตอ้ง 14.5 10.9 14.6 2.2 1.1 2.2 9.8 1.0 1.1 1.1 
  มากเกินไป 29.0 17.1 29.1 0.7 0.1 0.7 13.1 0.1 0.2 0.3 

1 ยาก นอ้ยเกินไป 29.5 43.1 29.4 63.6 73.5 63.5 47.6 74.0 72.9 72.2 
  ถูกตอ้ง 29.4 31.0 29.4 31.3 24.1 31.4 31.2 23.8 24.7 25.2 
  มากเกินไป 41.1 25.9 41.2 5.1 2.4 5.1 21.2 2.2 2.4 2.6 

1 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1 0.1 
  ถูกตอ้ง 51.1 67.1 50.9 91.3 95.2 91.1 72.4 95.8 94.8 94.4 
  มากเกินไป 48.9 32.9 49.1 8.7 4.7 8.9 27.6 4.1 5.1 5.5 

1 ง่าย นอ้ยเกินไป 0.1 0.1 0.1 0.8 2.0 0.8 0.3 2.1 1.9 1.8 
  ถูกตอ้ง 58.1 69.1 57.9 95.0 96.4 94.9 72.4 96.4 95.9 95.8 
  มากเกินไป 41.8 30.8 42.0 4.2 1.6 4.3 27.3 1.5 2.2 2.4 

9 ยากมาก นอ้ยเกินไป 68.2 83.4 68.0 98.3 99.7 98.2 87.0 99.7 99.6 99.3 
  ถูกตอ้ง 7.6 4.3 7.6 1.1 0.2 1.2 3.3 0.2 0.3 0.5 
  มากเกินไป 24.2 12.3 24.4 0.6 0.1 0.6 9.7 0.1 0.1 0.2 

9 ยาก นอ้ยเกินไป 50.4 65.9 50.4 85.5 91.6 85.5 71.7 91.8 91.1 90.5 
  ถูกตอ้ง 13.0 12.1 13.0 10.8 6.8 10.8 11.3 6.8 7.1 7.5 
  มากเกินไป 36.6 22.0 36.6 3.7 1.6 3.7 17.0 1.4 1.8 2.0 

9 ง่ายมาก นอ้ยเกินไป 11.2 17.5 11.1 30.7 42.1 30.7 20.4 42.7 41.3 40.8 
  ถูกตอ้ง 44.7 54.0 44.6 63.3 55.3 63.2 55.1 54.8 55.7 56.0 
  มากเกินไป 44.1 28.5 44.3 6.0 2.6 6.1 24.5 2.5 3.0 3.2 

9 ง่าย นอ้ยเกินไป 16.4 24.5 16.4 61.3 75.1 61.0 29.0 76.1 73.0 71.8 
  ถูกตอ้ง 45.6 48.1 45.4 36.7 24.0 36.9 47.8 23.0 25.9 27.1 
  มากเกินไป 38.0 27.4 38.2 2.0 0.9 2.1 23.2 0.9 1.1 1.1 
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จากตารางทีD 2 พบวา่ เมืDอตวัอยา่งมีขนาดเลก็ 

(n = 15) ความคลาดเคลืDอนมีความแปรปรวนตํDา (  

= 0.25) การคดัเลือกตวัแบบไดถู้กตอ้งมีค่าประมาณ

ร้อยละ 30 - 98 โดยกรณีตวัแบบระบุยากมาก เกณฑ ์

AIC และ HQIC สามารถคดัเลือกตวัแบบไดถู้กตอ้ง

มากทีDสุด ประมาณร้อยละ 30 กรณีตวัแบบระบุยาก 

เกณฑ ์AICc และ HQICc สามารถคดัเลือกตวัแบบได้

ถูกตอ้งมากทีDสุด ประมาณร้อยละ 73 และกรณีตวัแบบ 

ระบุง่ายถึงง่ายมาก เกณฑ์ AICu, KICcC, KICcSB และ 

KICcHM สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด 

ประมาณร้อยละ 93 - 98 เมืDอความคลาดเคลืDอนมี

ความแปรปรวนปานกลาง (  = 1) การคัดเลือก 

ตวัแบบไดถู้กตอ้งมีค่าประมาณร้อยละ 15 - 96 โดยกรณี

ตวัแบบระบุยากมาก เกณฑ ์AIC และ HQIC สามารถ

คดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณร้อยละ 

15 กรณีตัวแบบระบุยาก เกณฑ์ AICc และ HQICc 

สามารถคัด เลือกตัวแบบได้ ถูกต้องมาก ทีD สุ ด 

ประมาณร้อยละ 31 และกรณีตวัแบบระบุง่ายถึงง่าย

ม าก  เก ณ ฑ์  AICu, KICcC, KICcSB แ ล ะ  KICcHM 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณ 

ร้อยละ 94 - 96 และเมืDอความคลาดเคลืDอนมีความแปรปรวน 

สูง (  = 9) การคดัเลือกตวัแบบไดถู้กตอ้งมีค่าประมาณ 

ร้อยละ 8 - 63 โดยกรณีตวัแบบระบุยากถึงยากมาก 

เกณฑ  ์AIC และ HQIC สามารถคดัเลือกตวัแบบได้

ถูกตอ้งมากทีDสุด ประมาณร้อยละ 8 - 13 กรณีตวัแบบ

ระบุง่ายมาก เกณฑ ์AICc และ HQICc สามารถคดัเลือก 

ตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณร้อยละ 63 และ 

กรณีตวัแบบระบุง่าย เกณฑ  ์BIC สามารถคดัเลือก

ตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณร้อยละ 48 

 

ตารางที- 3  ร้อยละของการคดัเลือกตวัแบบ เมืDอตวัอยา่งมีขนาดกลาง (n = 30)  

 ตวัแบบระบุ จาํนวนตวัแปร AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM 

0.25 ยากมาก นอ้ยเกินไป 20.2 37.3 25.7 34.4 48.0 42.1 32.3 49.0 46.9 46.6 

  ถูกตอ้ง 53.2 52.1 53.8 55.4 47.3 51.6 54.4 46.6 47.9 48.2 

  มากเกินไป 26.6 10.6 20.5 10.2 4.7 6.3 13.3 4.4 5.2 5.2 

0.25 ยาก นอ้ยเกินไป 0.4 1.4 0.5 1.0 1.9 1.2 1.0 1.9 1.9 1.8 

  ถูกตอ้ง 65.5 84.7 73.8 80.0 89.1 87.3 79.9 89.4 88.8 88.4 

  มากเกินไป 34.1 13.9 25.7 19.0 9.0 11.5 19.1 8.7 9.3 9.8 

0.25 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 66.1 87.1 74.6 83.6 91.2 88.9 83.5 91.4 91.0 90.9 

  มากเกินไป 33.9 12.9 25.4 16.4 8.8 11.1 16.5 8.6 9.0 9.1 

0.25 ง่าย นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

  ถูกตอ้ง 70.2 87.3 76.9 88.3 94.1 93.0 84.7 94.3 93.5 93.5 

  มากเกินไป 29.8 12.7 23.1 11.7 5.9 7.0 15.3 5.7 6.5 6.5 

1 ยากมาก นอ้ยเกินไป 56.3 80.2 66.9 76.3 88.8 84.8 75.5 89.4 88.1 87.6 

  ถูกตอ้ง 22.4 13.7 19.2 17.1 9.5 11.9 16.1 8.9 9.9 10.3 
  มากเกินไป 21.3 6.1 13.9 6.6 1.7 3.3 8.4 1.7 2.0 2.1 

1 ยาก นอ้ยเกินไป 19.5 36.2 23.7 27.8 40.9 35.8 30.8 41.4 39.7 39.0 
  ถูกตอ้ง 48.4 51.0 51.2 54.6 52.2 53.9 51.6 52.0 52.3 52.9 

  มากเกินไป 32.1 12.8 25.1 17.6 6.9 10.3 17.6 6.6 8.0 8.1 

1 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

  ถูกตอ้ง 63.2 84.1 73.2 81.1 89.8 86.9 80.6 90.0 89.3 88.9 
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ตารางที- 3  (ต่อ) 

 ตวัแบบระบุ จาํนวนตวัแปร AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM 

  มากเกินไป 36.8 15.9 26.8 18.9 10.2 13.1 19.4 10.0 10.7 11.1 

1 ง่าย นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

  ถูกตอ้ง 69.8 86.4 76.9 87.6 93.4 91.6 82.9 93.4 92.7 92.4 

  มากเกินไป 30.2 13.6 23.1 12.4 6.6 8.4 17.1 6.6 7.3 7.6 

9 ยากมาก นอ้ยเกินไป 80.9 95.2 87.4 93.9 98.1 96.6 93.2 98.2 97.8 97.4 
  ถูกตอ้ง 7.0 2.8 5.5 3.6 1.3 2.2 3.4 1.3 1.5 1.8 

  มากเกินไป 12.1 2.0 7.1 2.5 0.6 1.2 3.4 0.5 0.7 0.8 

9 ยาก นอ้ยเกินไป 58.5 80.2 68.1 73.2 84.0 79.9 76.1 84.1 83.1 82.8 

  ถูกตอ้ง 17.1 13.5 16.4 16.6 12.1 14.5 14.5 12.0 12.4 12.5 

  มากเกินไป 24.4 6.3 15.5 10.2 3.9 5.6 9.4 3.9 4.5 4.7 

9 ง่ายมาก นอ้ยเกินไป 2.0 4.2 2.5 2.8 5.5 3.9 3.3 5.8 5.3 5.2 
  ถูกตอ้ง 66.8 83.9 74.5 81.8 87.5 86.3 80.9 87.3 87.4 87.3 
  มากเกินไป 31.2 11.9 23.0 15.4 7.0 9.8 15.8 6.9 7.3 7.5 

9 ง่าย นอ้ยเกินไป 3.2 9.0 4.9 7.3 14.6 11.5 6.9 14.8 13.6 13.1 
  ถูกตอ้ง 68.2 77.4 72.7 80.2 78.1 79.8 76.8 77.9 78.8 79.3 
  มากเกินไป 28.6 13.6 22.4 12.5 7.3 8.7 16.3 7.3 7.6 7.6 

 

จากตารางทีD  3 พบว่า เมืDอตัวอย่างมีขนาด

กลาง (n = 30) ความคลาดเคลืDอนมีความแปรปรวน

ตํD า (  = 0.25) การคัดเลือกตัวแบบได้ถูกต้องมี

ค่าประมาณร้อยละ 55 - 94 โดยกรณีตวัแบบระบุยาก

มาก เกณฑ ์AICc สามารถคดัเลือกตวัแบบไดถู้กตอ้ง

มากทีDสุด ประมาณร้อยละ 55 และกรณีตวัแบบระบุ

ยากถึงง่ายมาก เกณฑ ์AICu, KICcC, KICcSB และ KICcHM 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณ 

ร้อยละ 88 - 94 เมืDอความคลาดเคลืDอนมีความแปรปรวน 

ปานกลาง (  = 1) การคดัเลือกตวัแบบไดถู้กตอ้งมี

ค่าประมาณร้อยละ 22 - 93 โดยกรณีตวัแบบระบุยาก

มาก เกณฑ์ AIC สามารถคดัเลือกตวัแบบไดถู้กตอ้ง

มากทีDสุด ประมาณร้อยละ 22 กรณีตวัแบบระบุยาก 

เกณฑ์ AICc สามารถคดัเลือกตวัแบบไดถู้กตอ้งมาก

ทีDสุด ประมาณร้อยละ 55 และกรณีตวัแบบระบุง่ายถึง

ง่ายมาก  เกณฑ์  AICu, KICcC, KICcSB และ KICcHM 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณ

ร้อยละ 89 - 93 และเมืDอความคลาดเคลืDอนมีความ

แปรปรวนสูง (  = 9) การคดัเลือกตวัแบบไดถู้กตอ้ง 

มีค่าประมาณร้อยละ 7 - 88 โดยกรณีตวัแบบระบุยาก

ถึงยากมาก เกณฑ์ AIC สามารถคดัเลือกตวัแบบได้

ถูกตอ้งมากทีDสุด ประมาณร้อยละ 7 - 17 กรณีตวัแบบ

ระบุง่ายมาก เกณฑ ์AICu, KICcC, KICcSB และ KICcHM 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณ 

ร้อยละ 87 ข 88 และกรณีตวัแบบระบุง่าย เกณฑ ์AICc 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณ 

ร้อยละ 80 
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ตารางที- 4  ร้อยละของการคดัเลือกตวัแบบ เมืDอตวัอยา่งมีขนาดใหญ่ (n = 100)  

 ตวัแบบระบุ จาํนวนตวัแปร AIC BIC HQIC AICc AICu HQICc KIC KICcC KICcSB KICcHM 

0.25 ยากมาก นอ้ยเกินไป 0.8 4.0 2.2 1.0 2.6 2.6 2.0 2.6 2.6 2.6 
  ถูกตอ้ง 78.6 91.9 88.4 82.0 90.4 90.8 88.6 90.4 90.1 90.1 
  มากเกินไป 20.6 4.1 9.4 17.0 7.0 6.6 9.4 7.0 7.3 7.3 

0.25 ยาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 73.1 95.7 87.3 78.0 89.1 89.9 86.6 89.1 88.8 88.7 
  มากเกินไป 26.9 4.3 12.7 22.0 10.9 10.1 13.4 10.9 11.2 11.3 

0.25 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 74.0 97.3 89.1 78.8 91.2 91.7 88.2 91.2 90.8 90.7 
  มากเกินไป 26.0 2.7 10.9 21.2 8.8 8.3 11.8 8.8 9.2 9.3 

0.25 ง่าย นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 74.2 93.8 86.7 79.2 89.3 90.0 86.2 89.3 89.1 89.1 
  มากเกินไป 25.8 6.2 13.3 20.8 10.7 10.0 13.8 10.7 10.9 10.9 

1 ยากมาก นอ้ยเกินไป 25.1 60.0 40.5 29.9 43.8 44.9 39.8 43.8 43.3 43.1 
  ถูกตอ้ง 53.6 37.1 48.3 52.6 46.9 46.7 48.6 46.9 47.0 47.1 
  มากเกินไป 21.3 2.9 11.2 17.5 9.3 8.4 11.6 9.3 9.7 9.8 

1 ยาก นอ้ยเกินไป 0.9 4.7 2.0 1.0 2.3 2.4 2.0 2.3 2.2 2.2 
  ถูกตอ้ง 70.5 91.2 85.7 75.4 87.2 87.8 84.8 87.3 87.1 86.9 
  มากเกินไป 28.6 4.1 12.3 23.6 10.5 9.8 13.2 10.4 10.7 10.9 

1 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 71.6 95.6 87.1 75.6 89.1 89.8 86.4 89.1 89.1 88.9 
  มากเกินไป 28.4 4.4 12.9 24.4 10.9 10.2 13.6 10.9 10.9 11.1 

1 ง่าย นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 77.1 96.3 89.2 82.1 91.0 91.9 88.6 91.0 90.8 90.8 
  มากเกินไป 22.9 3.7 10.8 17.9 9.0 8.1 11.4 9.0 9.2 9.2 

9 ยากมาก นอ้ยเกินไป 78.1 98.0 92.3 82.6 94.0 94.7 92.1 94.1 93.6 93.6 
  ถูกตอ้ง 11.5 1.9 5.7 10.0 4.9 4.5 5.9 4.8 5.0 5.0 
  มากเกินไป 10.4 0.1 2.0 7.4 1.1 0.8 2.0 1.1 1.4 1.4 

9 ยาก นอ้ยเกินไป 45.7 78.8 61.4 48.4 63.4 65.0 59.8 63.6 63.2 63.1 
  ถูกตอ้ง 35.2 19.5 31.5 36.0 30.3 29.4 32.4 30.2 30.4 30.3 
  มากเกินไป 19.1 1.7 7.1 15.6 6.3 5.6 7.8 6.2 6.4 6.6 

9 ง่ายมาก นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 73.1 96.1 87.5 77.6 89.2 90.2 87.0 89.3 89.2 89.0 
  มากเกินไป 26.9 3.9 12.5 22.4 10.8 9.8 13.0 10.7 10.8 11.0 

9 ง่าย นอ้ยเกินไป 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
  ถูกตอ้ง 77.5 95.9 89.2 83.0 91.5 92.5 88.7 91.8 91.0 90.9 
  มากเกินไป 22.5 4.1 10.8 17.0 8.5 7.5 11.3 8.2 9.0 9.1 
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จากตารางทีD  4 พบว่า เมืDอตัวอย่างมีขนาด

ใหญ่ (n = 100) ความคลาดเคลืDอนมีความแปรปรวน

ตํDา (  = 0.25) เกณฑ ์BIC สามารถคดัเลือกตวัแบบ

ไดถู้กตอ้งมากทีDสุดในทุกตวัแบบ ประมาณร้อยละ 92 

- 97 เมืDอความคลาดเคลืDอนมีความแปรปรวนปานกลาง 

(  = 1) การคดัเลือกตวัแบบไดถู้กตอ้งมีค่าประมาณ 

ร้อยละ 54 - 96 โดยกรณีตวัแบบระบุยากมาก เกณฑ ์AIC 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณ 

ร้อยละ 54 กรณีตวัแบบระบุยากถึงง่ายมาก เกณฑ ์BIC 

สามารถคดัเลือกตวัแบบไดถู้กตอ้งมากทีDสุด ประมาณร้อยละ 

91 - 96 และเมืDอความคลาดเคลืDอนมีความแปรปรวน

สูง (  = 9) การคดัเลือกตวัแบบไดถู้กตอ้งมีค่าประมาณ 

ร้อยละ 12 - 96 โดยกรณีตวัแบบระบุยากมาก เกณฑ ์

AIC สามารถคัดเลือกตัวแบบได้ถูกต้องมากทีD สุด 

ประมาณร้อยละ 12 กรณีตัวแบบระบุยาก เกณฑ ์

AICc สามารถคดัเลือกตัวแบบได้ถูกต้องมากทีDสุด 

ประมาณร้อยละ 36 กรณีตวัแบบระบุง่ายถึงง่ายมาก 

เกณฑ์ BIC สามารถคดัเลือกตวัแบบได้ถูกตอ้งมาก

ทีDสุด ประมาณร้อยละ 96 

จากภาพรวมของตารางทีD  2 - 4 สรุปได้ว่า 

เมืDอความแปรปรวนของความคลาดเคลืDอนเพิDมขึ<น 

ร้อยละของการคัดเลือกตัวแบบถูกต้องจะลดลง 

สอดคล้องกับการศึกษ าของ  Keerativibool and 

Siripanich (2017) ทีDพบว่า ประสิทธิภาพของทุก

เกณฑ ก์ารคดั เล ือกตวัแบบจะลดลงเมื Dอความ

แปรปรวนของความคลาดเคลืDอนมีค่าเพิDมขึ<น ซึD ง

การศึกษาครั< งนี< ยงัพบว่า ถา้ตวัแบบระบุยากถึงยาก

มาก ความแปรปรวนของความคลาดเคลืDอนทีDเพิDมขึ<น 

จะทาํให้ร้อยละของการคดัเลือกตวัแบบถูกตอ้งจะ

ลดลงอย่างมาก และมีโอกาสมีจาํนวนตวัแปรนอ้ย

เกินไปมากกวา่ทีDจะมีจาํนวนตวัแปรมากเกินไป เมืDอ

ตวัอยา่งมีขนาดเลก็ ร้อยละของการคดัเลือกตวัแบบ

ถูกตอ้งจะตํDา และเมืDอขนาดตวัอย่างเพิDมขึ<น ร้อยละ

ของการคดัเลือกตวัแบบถูกตอ้งจะเพิDมขึ<น สอดคลอ้ง

กบัการศึกษาของ Sangthong (2019) ทีDพบวา่ ประสิทธิภาพ 

ของเกณฑก์ารคดัเลือกตวัแบบค่อนขา้งตํDาเมืDอจาํนวน

กลุ่มมีขนาดเล็ก และประสิทธิภาพการคดัเลือกตวั

แบบจะสูงขึ<นเมืDอจาํนวนกลุ่มมากขึ<น อย่างไรก็ตาม 

การศึกษาครั< งนี< ให้ผลการศึกษาขดัแยง้กบัการศึกษา

ของ Keerativibool (2014a) ทีDพบว่า เกณฑ์ KICcC มี

ประสิทธิภาพสูงทีDสุด อาจเนืDองมาจากการศึกษาครั< ง

นี< ไดเ้ปรียบเทียบประสิทธิภาพของเกณฑก์ารคดัเลือก

ตัวแบบทีDหลากหลายเกณฑ์มากกว่า ซึD งเกณฑ์การ

คดัเลือกตวัแบบทีDเหมาะสมภายใตส้ถานการณ์ต่างๆ 

สรุปไดด้งัตารางทีD 5 โดยพบว่า กรณีตวัอย่างขนาด

เล็ก ตวัแบบระบุยากมาก เกณฑ์ทีDเหมาะสม คือ AIC 

และ HQIC ถา้ตวัแบบระบุยาก เกณฑที์Dเหมาะสม คือ 

AICc และ HQICc และถา้ตวัแบบระบุง่ายถึงง่ายมาก 

เกณฑที์Dเหมาะสม คือ AICu และ KICc กรณีตวัอยา่ง

ขนาดกลาง ตวัแบบระบุยากถึงยากมาก เกณฑที์Dเหมาะสม 

คือ AIC และ AICc และถา้ตวัแบบระบุง่ายถึงง่ายมาก 

เกณฑ์ทีDเหมาะสม คือ AICu และ KICc สําหรับกรณี

ตวัอยา่งขนาดใหญ่ เกณฑที์Dเหมาะสม คือ BIC ซึD งจะ

คดัเลือกตวัแบบไดถู้กตอ้งร้อยละ 91 ขึ<นไป ยกเวน้

กรณีความแปรปรวนของความคลาดเคลืDอนมีค่า

เพิDมขึ<น ควรใชเ้กณฑ์ AIC หรือ AICc แต่จะคดัเลือก

ตวัแบบไดถู้กตอ้งเพียงร้อยละ 12 - 54 
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ตารางที- 5  เกณฑก์ารคดัเลือกตวัแบบทีDเหมาะสมภายใตส้ถานการณ์ต่างๆ 

n  
การระบุ 

ตวัแบบ 

เกณฑ์ทีAแนะนํา  

(ร้อยละการคดัเลือกตวัแบบถูกต้อง) 

การระบุ 

ตวัแบบ 

เกณฑ์ทีAแนะนํา  

(ร้อยละการคดัเลือกตวัแบบถูกต้อง) 

เลก็ ตํMา ยากมาก AIC, HQIC (30) ง่ายมาก AICu, KICc (93 - 94) 

  ยาก AICc, HQICc (73) ง่าย AICu, KICc (97 - 98) 

 กลาง ยากมาก AIC, HQIC (15) ง่ายมาก AICu, KICc (94 - 96) 

  ยาก AICc, HQICc (31) ง่าย AICu, KICc (96) 

 สูง ยากมาก AIC, HQIC (8) ง่ายมาก AICc, HQICc (63) 

  ยาก AIC, HQIC (13) ง่าย BIC (48) 

กลาง ตํMา ยากมาก AICc (55) ง่ายมาก AICu, KICc (91) 

  ยาก AICu, KICc (88 – 89) ง่าย AICu, KICc (94) 

 กลาง ยากมาก AIC (22) ง่ายมาก AICu, KICc (89 - 90) 

  ยาก AICc (55) ง่าย AICu, KICc (92 - 93) 

 สูง ยากมาก AIC (7) ง่ายมาก AICu, KICc (87 - 88) 

  ยาก AIC (17) ง่าย AICc (80) 

ใหญ่ ตํMา ยากมาก BIC (92) ง่ายมาก BIC (97) 

  ยาก BIC (96) ง่าย BIC (94) 

 กลาง ยากมาก AIC (54) ง่ายมาก BIC (96) 

  ยาก BIC (91) ง่าย BIC (96) 

 สูง ยากมาก AIC (12) ง่ายมาก BIC (96) 

  ยาก AICc (36) ง่าย BIC (96) 

 

สรุป 

การศึกษาครั< งนี< ไดศึ้กษาเปรียบประสิทธิภาพ 

ของเกณฑ์การคดัเลือกตวัแบบสําหรับตวัแบบการ

ถดถอยพหุคูณทั<งหมด 10 เกณฑ์ ไดแ้ก่ เกณฑ์ AIC, 

BIC, HQIC, AICc, AICu, HQICc, KIC, KICcC, KICcSB 

และ KICcHM ดว้ยการจาํลองขอ้มูล จาํนวน 1,000 ชุด 

ภายใตส้ถานการณ์ต่างๆ ไดแ้ก่ ตวัอยา่งขนาดเล็ก (n 

= 15) ตวัอยา่งขนาดกลาง (n = 30) และตวัอยา่งขนาด

ใหญ่ (n = 100) จาํนวนพารามิเตอร์ในตวัแบบ 2 ระดบั 

คือ = 3 และ  = 5 สมัประสิทธิ8 การถดถอยแตกต่างกนั 

4 ตวัแบบ คือ ตวัแบบระบุยากมาก มีตวัแปรอิสระ 

4 ตวั ตวัแบบระบุยาก มีตวัแปรอิสระ 2 ตวั ตวัแบบ

ระบุง่ายมาก มีตวัแปรอิสระ 2 ตวั และตวัแบบระบุ

ง่าย มีตวัแปรอิสระ 4 ตวั และความแปรปรวนของ

ความคลาดเคลืDอน 3 ระดับ คือ ความแปรปรวนตํDา  

(  = 0.25) ความแปรปรวนปานกลาง (  = 1) 

และความแปรปรวนสูง (  = 9) ผลการศึกษาพบวา่ 

กรณีตวัอย่างขนาดเล็ก ตวัแบบระบุยากถึงยากมาก 

เกณฑ์ทีDเหมาะสม คือ AIC, HQIC, AICc และ HQICc 

โดยสามารถคดัเลือกตวัแบบไดถู้กตอ้งร้อยละ 8 - 73 

และถา้ตวัแบบระบุง่ายถึงง่ายมาก เกณฑ์ทีDเหมาะสม 

คือ AICu และ KICc โดยสามารถคดัเลือกตวัแบบได้

ถูกตอ้งร้อยละ 48 - 98 กรณีตวัอยา่งขนาดกลาง ตวัแบบ 

ระบุยากถึงยากมาก เกณฑที์Dเหมาะสม คือ AIC และ 

AICc โดยสามารถคดัเลือกตวัแบบไดถู้กตอ้งร้อยละ 

7 - 89 และถา้ตวัแบบระบุง่ายถึงง่ายมาก เกณฑที์Dเหมาะสม 

คือ AICu และ KICc โดยสามารถคดัเลือกตวัแบบได้

ถูกตอ้งร้อยละ 80 - 94 สาํหรับกรณีตวัอยา่งขนาดใหญ่ 

เกณฑที์Dเหมาะสม คือ BIC โดยสามารถคดัเลือกตวัแบบ 

ไดถู้กตอ้งร้อยละ 91 ขึ<นไป ยกเวน้กรณีความแปรปรวน 

ของความคลาดเคลืDอนมีค่าเพิDมขึ<น ควรใชเ้กณฑ ์AIC 

หรือ AICc แต่จะคัดเลือกตัวแบบได้ถูกต้องลดลง
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เหลือเพียงร้อยละ 12 - 54 อีกทั< งการศึกษาครั< งนี< ยงั

พบว่า เมืD อความคลาดเคลืDอนมีความแปรปรวน

เพิDมขึ< น  จะทําให้ร้อยละของการคัดเลือกตัวแบบ

ถูกตอ้งลดลง โดยเฉพาะถา้ตวัแบบระบุยากถึงยาก

มาก ความแปรปรวนของความคลาดเคลืDอนทีDเพิDมขึ<น 

จะทาํให้ร้อยละของการคดัเลือกตวัแบบถูกตอ้งจะ

ลดลงอย่างมาก และมีโอกาสทีDจะมีจาํนวนตวัแปร

น้อยเกินไปมากกว่าทีDจะมีจาํนวนตวัแปรมากเกินไป 

เกณฑก์ารคดัเลือกตวัแบบสาํหรับตวัแบบการถดถอย

ทุกเกณฑ์  กรณีตัวอย่างมีขนาดเล็ก  จะมีโอกาส

คดัเลือกตวัแบบได้ถูกต้องน้อย และจะคดัเลือกได้

ถูกตอ้งเพิDมขึ<นเมืDอตวัอยา่งมีขนาดใหญ่ขึ<น 
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