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บทคัดย่อ 
วัตถุประสงค์ของการศึกษาครั้งน้ี คือ เพื่อค านวณความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ก าลังการทดสอบ 

และเปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบท้ังหมด 2 วิธี ได้แก่ ตัวสถิติทดสอบของคล้อทซ์และตัวสถิติทดสอบ
ของมู้ด รวมถึงเพื่อเสนอแนะตัวสถิติทดสอบท่ีเหมาะสม จ าแนกสถานการณ์โดยก าหนดประชากรท่ีมีการแจกแจง  5 
รูปแบบ ก าหนดจ านวนประชากร 3 และ 4 กลุ่ม และศึกษาท้ังกรณีท่ีตัวอย่างมีขนาดเท่ากันและไม่เท่ากัน โดยแบ่งเป็น
ตัวอย่างขนาดเล็ก ขนาดกลาง และขนาดใหญ่ ก าหนดความแตกต่างของความแปรปรวนประชากร 3 ระดับ คือ น้อย 
ปานกลาง และมาก ระดับนัยส าคัญท่ีศึกษา คือ 0.01 และ 0.05 จ าลองข้อมูลด้วยการเขียนโปรแกรมส าเร็จรูปทางสถิติ 
ก าหนดจ านวนรอบของการท าซ้ า คือ 1,000 รอบ ผลการศึกษาพบว่า กรณีตัวอย่างขนาดเล็ก ทุกการแจกแจง และ
ตัวอย่างขนาดกลาง การแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่งสูงกว่าปรกติ ตัวสถิติทดสอบของมู้ดมีความเหมาะสม
มากกว่าตัวสถิติทดสอบของคล้อทซ์ แต่กรณีความแตกต่างของความแปรปรวนประชากรน้อย (ค่าพารามิเตอร์ไม่
ศูนย์กลาง   อยู่ในช่วง 0 ถึง 1.5) หรือตัวอย่างขนาดกลางท่ีมีขนาดเท่ากัน การแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่ง
ต่ ากว่าปรกติ และตัวอย่างขนาดใหญ่ การแจกแจงปรกติ การแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่งต่ ากว่าปรกติ ตัว
สถิติทดสอบของคล้อทซ์มีความเหมาะสมมากกว่าตัวสถิติทดสอบของมู้ด  ส าหรับกรณีอื่นๆ ตัวสถิติทดสอบท้ัง 2 ตัวมี
ความเหมาะสมไม่แตกต่างกัน 

ค าส าคัญ: การทดสอบภาวะความเท่ากันของความแปรปรวน  ค่าพารามิเตอร์ไม่ศูนย์กลาง  ตัวสถิติทดสอบของคล้อทซ์ 
ตัวสถิติทดสอบของมู้ด 

 
Abstract 

The objectives of this study were to calculate the probability of type I error, power of a test, 
and to compare the efficiency of two statistics tests: Klotz’s test and Mood’s test, including the 
recommending the appropriate test statistic. Classification of the population with the distribution 5 
format. Study three and four populations, including the sample sizes were equal and unequal. Sample 
sizes were divided into small, medium, and large size. Defined the difference of the population 
variances into three levels: low, moderate, and high difference. The significance levels to study were 
0.01 and 0.05. The data were simulated by using Statistical programming with 1,000 replicates. Results 
of the research were as follows. Small sample size case for all distributions and medium sample size 
for left- or right-skewed with leptokurtic kurtosis distribution, Mood’s test was more appropriate than 
Klotz’s test. But, when the difference of the population variances was low (noncentrality parameter 
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  in the range 0 to 1.5) or the medium and equal sample size case for left- or right-skewed with 
platykurtic kurtosis distribution and large sample size case for normal distribution, left- or right-skewed 
with platykurtic kurtosis distribution, Klotz’s test was more appropriate than Mood’s test. For other 
cases, two statistic tests were not significantly different. 

Keywords: Testing Homogeneity of Variances, Noncentrality Parameter, Klotz’s Test, Mood’s Test 

 
1. บทน า  

การศึกษาค่าเฉลี่ยของประชากรมากกว่า 2 กลุ่ม โดยใช้ตัวสถิติทดสอบเอฟ (F-Test) ของการวิเคราะห์ความ
แปรปรวน (Analysis of Variance) จะมีข้อสมมุติ (Assumption) คือ ค่าสังเกตต้องมาจากตัวอย่างท่ีสุ่ม (Random 
Sample) มาจากประชากรท่ีมีการแจกแจงปรกติ (Normal Distribution) และมีภาวะความแปรปรวนเท่ากัน 
(Homoscedasticity) ดังน้ันก่อนการศึกษาเปรียบเทียบความแตกต่างของค่าเฉลี่ยของประชากรมากกว่า 2 กลุ่ม จึง
จ าเป็นต้องตรวจสอบข้อสมมุติก่อน ซ่ึงปัญหาท่ีผู้วิจัยมักพบ คือ ลักษณะการแจกแจงของประชากรไม่เป็นไปตามข้อ
สมมุติ ถ้ายังคงใช้ตัวสถิติทดสอบเอฟของการวิเคราะห์ความแปรปรวน จะท าให้ผลการทดสอบสมมุติฐานเกิดความ
ผิดพลาดได้ โดย Scheffe [1] ได้แสดงความคิดเห็นว่า ตามข้อสมมุติเกี่ยวกับการแจกแจงของประชากรซ่ึงต้องเป็นการ
แจกแจงปรกติน้ัน หากลักษณะของการแจกแจงของประชากรไม่เป็นไปตามข้อสมมุติจะส่งผลให้การประมาณค่าหรือ
การทดสอบสมมุติฐานเกี่ยวกับค่าความแปรปรวนของประชากรเกิดความผิดพลาดได้ รวมถึงการฝ่าฝืนข้อสมมุติเกี่ยวกับ
ภาวะความเท่ากันของความแปรปรวนจะมีผลอย่างมากต่อการสรุปผลท่ีได้จากการใช้ตัวสถิติทดสอบเอฟของการ
วิเคราะห์ความแปรปรวน โดยเฉพาะเมื่อขนาดตัวอย่างของแต่ละกลุ่มไม่เท่ากัน ดังน้ันก่อนการวิเคราะห์ข้อมูลท่ีเก็บ
รวบรวมมาไม่ว่าจะเป็นงานวิจัยในสาขาใดจึงควรจะต้องมีการตรวจสอบข้อสมมุติก่อน และอนันต์ชัย เขื่อนธรรม [2] 
สรุปไว้ว่า ก่อนท่ีจะวิเคราะห์ความแปรปรวน ควรต้องมีการทดสอบว่าแต่ละประชากรมีความแปรปรวนเท่ากันหรือไม่  
ท้ังนี้เพื่อให้ผลการทดสอบท่ีได้เป็นความแตกต่างของค่าเฉลี่ยประชากรจริงๆ หากไม่มีข้อสมมุติข้อน้ี ผลการทดสอบอาจ
เป็นผลจากความแตกต่างของความแปรปรวนของข้อมูลก็ได้ ซ่ึงถ้าหากไม่เป็นไปตามข้อสมมุติเกี่ยวกับภาวะความเท่ากัน
ของความแปรปรวนในกรณีท่ีขนาดตัวอย่างของแต่ละกลุ่มเท่ากันและความแปรปรวนแตกต่างกันเพียงเล็กน้อย ตัวสถิติ
ทดสอบเอฟของการวิเคราะห์ความแปรปรวนยังคงมีความแกร่ง (Robust) ต่อลักษณะท่ีไม่เป็นไปตามข้อสมมุติเกี่ยวกับ
ภาวะความเท่ากันของความแปรปรวน แต่ถ้าความแปรปรวนมีความแตกต่างกันค่อนข้างมาก จะมีผลกระทบต่อระดับ
นัยส าคัญของการวิเคราะห์ความแปรปรวน ในขณะเดียวกันความคลาดเคลื่อนของการทดลองท่ีไม่มีการแจกแจงปรกติ 
เช่น เบ้ไปข้างใดข้างหน่ึง จะมีผลท าให้ความแปรปรวนไม่เท่ากัน ซ่ึงส่งผลกระทบต่อการมีนัยส าคัญทางสถิติ 

ในงานวิจัยทางการแพทย์ การศึกษา การตลาด หรืองานทางด้านจิตวิทยา มักไม่มีการตรวจสอบข้อสมมุติเกี่ยวกับ
ภาวะความเท่ากันของความแปรปรวน จึงอาจจะท าให้ผลสรุปท่ีได้จากการวิเคราะห์ความแปรปรวนขัดแย้งกับความจริง 
รวมถึงค่าระดับนัยส าคัญ (Significance Level) หรือความน่าจะเป็นของความผิดพลาดแบบท่ี 1 (Probability of 
Type I Error) ไม่เป็นไปตามท่ีก าหนดไว้ และอาจมีก าลังการทดสอบต่ า อย่างไรก็ตาม การทดสอบภาวะความเท่ากัน
ของความแปรปรวนน้ันมีหลายวิธี ท้ังการทดสอบอิงพารามิเตอร์และไม่อิงพารามิเตอร์  โดยการศึกษาครั้งน้ีต้องการ
เปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบไม่อิงพารามิเตอร์ท้ังหมด 2 วิธี ได้แก่ การทดสอบของคล้อทซ์ (Klotz’s 
Test) และการทดสอบของมู้ด (Mood’s Test) ซ่ึงเป็นการทดสอบท่ีมีข้อดี คือ ไม่จ าเป็นต้องทราบการแจกแจงของ
ประชากร และเป็นการทดสอบท่ีไม่มีปัญหาในกรณีท่ีข้อมูลมีความเบ้หรือมีค่าผิดปรกติ เช่น มากผิดปรกติหรือน้อย
ผิดปรกติ เนื่องจากการทดสอบไม่อิงพารามิเตอร์มักใช้เพียงความถี่ หรือล าดับท่ี หรือเครื่องหมายในการวิเคราะห์ข้อมูล 
ไม่ได้ใช้ค่าของข้อมูลจริง  [3] โดยผู้อ่านสามารถศึกษาผลการเปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบอิง
พารามิเตอร์ส าหรับการทดสอบภาวะความเท่ากันของความแปรปรวนได้จากอีกบทความหน่ึงของผู้วิจัย [4] การ
เปรียบเทียบประสิทธิภาพของตัวสถิติทดสอบในการศึกษาครั้งน้ีจะกระท าภายใต้สถานการณ์ต่างๆ ท้ังกรณีการแจกแจง 
จ านวนประชากร ขนาดตัวอย่าง ความแปรปรวน และระดับนัยส าคัญท่ีแตกต่างกัน ผู้วิจัยคาดว่าผลการศึกษาท่ีได้จะท า
ให้ทราบความน่าจะเป็นของความผิดพลาดแบบท่ี 1 และก าลังการทดสอบของตัวสถิติทดสอบภาวะความเท่ากันของ
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ความแปรปรวนท้ังหมด 2 วิธี ได้ทราบว่าวิธีใดมีความสามารถในการควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 
ได้ตามเกณฑ์ที่ก าหนด และมีก าลังการทดสอบสูงท่ีสุด ภายใต้สถานการณ์ต่างๆ เพื่อเป็นแนวทางให้กับนิสิต คณาจารย์ 
และบุคคลท่ัวไป ส าหรับใช้ประโยชน์ในการตัดสินใจเลือกใช้ตัวสถิติทดสอบท่ีเหมาะสมกับการทดสอบภาวะความเท่ากัน
ของความแปรปรวน ซ่ึงจะส่งผลดีต่อการวิจัย การผลิต การพัฒนาครู อาจารย์ และบุคลากรทางการศึกษาให้มี
คุณภาพสูง สอดคล้อง และรองรับกับแนวทางการพัฒนาประเทศ ต่อไป 

 
2. วิธีด าเนินการวิจัย 

ขั้นตอนการด าเนินการวิจัย แสดงดังนี ้
1. จ าลองข้อมูลของประชากร 3 และ 4 กลุ่ม ด้วยโปรแกรมส าเร็จรูปทางสถิติ ก าหนดการแจกแจงความน่าจะ

เป็นของประชากรท่ีศึกษา 5 รูปแบบ ได้แก่ การแจกแจงปรกติ โดยใช้ค าสั่ง rand(‘normal’, 0, 1) การแจกแจงเบ้ซ้าย
ท่ีมีความโด่งสูงกว่าปรกติ (ความเบ้ = -2, ความโด่ง = 12) การแจกแจงเบ้ซ้ายท่ีมีความโด่งต่ ากว่าปรกติ (ความเบ้ = -
0.4, ความโด่ง = 2.2) การแจกแจงเบ้ขวาท่ีมีความโด่งสูงกว่าปรกติ (ความเบ้ = 2, ความโด่ง = 12) และการแจกแจงเบ้
ขวาท่ีมีความโด่งต่ ากว่าปรกติ (ความเบ้ = 0.4, ความโด่ง = 2.2) ส าหรับการจ าลองข้อมูลท่ีมีลักษณะไม่สมมาตร (เบ้
ซ้าย เบ้ขวา ความโด่งสูงกว่าปรกติ และความโด่งต่ ากว่าปรกติ ) จะเริ่มต้นจากการจ าลองข้อมูลท่ีมีการแจกแจงเอกรูป
ในช่วง (0, 1) โดยใช้ค าสั่ง rand(‘uniform’) แล้วแปลงข้อมูลตามวิธีการของ Ramberg และคณะ [5] ซ่ึงสร้างตัวแปร
สุ่ม X ท่ีขึ้นอยู่กับความเบ้ (Skewness) และความโด่ง (Kurtosis) ดังน้ี 

   43

1

2

U 1 U
X


 

  


 (1) 

เมื่อ U  แทนตัวเลขสุ่มท่ีมีการแจกแจงเอกรูปในช่วง (0, 1)  
 

1  แทนพารามิเตอร์ต าแหน่ง (Location Parameter) 
 

2  แทนพารามิเตอร์มาตราส่วน (Scale Parameter) 
 

3 , 
4  แทนพารามิเตอร์รูปร่าง (Shape Parameter) 
ค่าของพารามิเตอร์ 

1 , 
2 , 

3  และ 
4  ได้จากตารางท่ี 1 หน้า 205 หรือตารางท่ี 4 หน้า 210 – 214 ใน

บทความของ Ramberg และคณะ [5] โดยค่าของพารามิเตอร์ท้ัง 4 ตัวจะให้ข้อมูลท่ีมีการแจกแจงเบ้ขวา ส าหรับข้อมูล
ท่ีมีการแจกแจงเบ้ซ้ายให้สลับค่าของ 

3  และ 
4  และปรับเครื่องหมายของ 

1  เป็นตรงข้าม ดังนั้นถ้าต้องการข้อมูลท่ี
มีการแจกแจงตามท่ีก าหนด ต้องมีค่าของพารามิเตอร์ 

1 , 
2 , 

3  และ 
4  ดังน้ี 

 การแจกแจงเบ้ซ้ายท่ีมีความโด่งสูงกว่าปรกติ (ความเบ้ = -2, ความโด่ง = 12)  
1  = 0.579, 

2  = -0.1423, 
3  = -0.0995 

และ 
4  = -0.0273 

 การแจกแจงเบ้ซ้ายท่ีมีความโด่งต่ ากว่าปรกติ (ความเบ้ = -0.4, ความโด่ง = 2.2)  
1  = 1.354, 

2  = 0.2582, 
3  = 0.5683  

และ 
4  = 0.0129 

 การแจกแจงเบ้ขวาท่ีมีความโด่งสูงกว่าปรกติ (ความเบ้ = 2, ความโด่ง = 12)  
1  = -0.579, 

2  = -0.1423, 
3  = -0.0273  

และ 
4  = -0.0995 

 การแจกแจงเบ้ขวาท่ีมีความโด่งต่ ากว่าปรกติ (ความเบ้ = 0.4, ความโด่ง = 2.2) 
1  = -1.354, 

2  = 0.2582, 
3  = 0.0129  

และ 
4  = 0.5683 

ก าหนดขนาดตัวอย่างเท่ากันและไม่เท่ากัน ท้ังตัวอย่างขนาดเล็ก ขนาดกลาง และขนาดใหญ่ ดังตารางท่ี 1  
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Table 1 Samples Sizes for Three and Four Populations. 

Population Characteristics  
of the Sample 

Samples Sizes 
Small Medium Large 

Three 
Populations 

Equal (10, 10, 10) (30, 30, 30) (100, 100, 100) 
Unequal (4, 7, 10) (20, 25, 30) (80, 90, 100) 

Four 
Populations 

Equal (10, 10, 10, 10) (30, 30, 30, 30) (100, 100, 100, 
100) 

Unequal (4, 7, 10, 13) (20, 25, 30, 35) (80, 90, 100, 
110) 

 

ก าหนดค่าเฉลี่ยประชากรทุกกลุ่มเท่ากัน 
คือ เท่ากับ 10 และก าหนดความแตกต่างของความ
แปรปรวนประชากร โดยใช้ ค่าพารามิ เตอร์ ไม่
ศูนย์กลาง (Noncentrality Parameter:  ) ซ่ึงเสนอ
โดย Games, Winkle และ Probert [6] ดังตารางที่ 2 
ท าการแปลงข้ อมู ลแต่ละประชากร ให้ มีความ
แปรปรวนตามท่ีก าหนด โดยใช้สูตร 

 Y X

 (2) 
เมื่อ X  แทนแปรสุ่มท่ีมีค่าเฉลี่ยเท่ากับ 0 และความ
แปรปรวนเท่ากับ 1  
 Y  แทนแปรสุ่มท่ีมีค่าเฉลี่ยเท่ากับ   (การศึกษา
ครั้งน้ีก าหนด   = 10) และความแปรปรวนเท่ากับ 

2  

Table 2  Difference of Population Variances. 

Population Variances Difference of Population 
Variances 

  

Three 
Populations 

2

1  = 1.0, 2

2  = 1.0, 2

3  = 1.0 Not difference 0 
2

1  = 1.0, 2

2  = 1.2, 2

3  = 1.4 Low (0 <   < 1.5) 0.1633 
2

1  = 1.0, 2

2  = 2.0, 2

3  = 3.0 0.8165 
2

1  = 1.0, 2

2  = 3.0, 2

3  = 5.0 Moderate (1.5     < 3) 1.6330 
2

1  = 1.0, 2

2  = 4.0, 2

3  = 7.0 2.4495 
2

1  = 1.0, 2

2  = 5.0, 2

3  = 9.0 High (    3) 3.2660 
2

1  = 1.0, 2

2  = 6.0, 2

3  = 11.0 4.0825 
Four 

Populations 

2

1  = 1.0, 2

2  = 1.0, 2

3  = 1.0, 2

4  = 1.0 Not difference 0 
2

1  = 1.0, 2

2  = 1.2, 2

3  = 1.4, 2

4  = 1.6 Low (0 <   < 1.5) 0.2236 
2

1  = 1.0, 2

2  = 2.0, 2

3  = 3.0, 2

4  = 4.0 1.1180 
2

1  = 1.0, 2

2  = 3.0, 2

3  = 5.0, 2

4  = 7.0 Moderate (1.5     < 3) 2.2361 
2

1  = 1.0, 2

2  = 4.0, 2

3  = 6.0, 2

4  = 8.0 2.5860 
2

1  = 1.0, 2

2  = 4.0, 2

3  = 7.0, 2

4  = 10.0 High (    3) 3.3541 
2

1  = 1.0, 2

2  = 5.0, 2

3  = 9.0, 2

4  = 13.0 4.4721 
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2. ค านวณค่าของตั วสถิ ติทดสอบ (Test 
Statistic) และ p-value ของการทดสอบภาวะความ
เท่ากันของความแปรปรวนท้ังหมด 2 วิ ธี  เพื่ อ
เปรียบเทียบกับระดับนัยส าคัญท่ีก าหนด (0.01 และ 
0.05) โดยถ้า p-value น้อยกว่าหรือเท่ากับระดับ
นัยส าคัญ จะตัดสินใจปฏิเสธสมมุติฐานว่าง (ปฏิเสธ 

oH ) และถ้า p-value มากกว่าระดับนัยส าคัญ จะ
ตัดสินใจไม่ปฏิเสธสมมุติฐานว่าง รายละเอียดของแต่
ละตัวสถิติทดสอบและวิธีการค านวณ p-value แสดง
ดังน้ี 

2.1 ตัวสถิติทดสอบของคล้อทซ์ มีสูตรใน
การค านวณดังนี ้ [7] 

  
2

a
i. i2

0 2
i 1 i

A n A1

s n


  

 (3) 
เมื่อ ijA  แทนคะแนนคล้อทซ์  (Klotz Score) มี ค่า

เท่ากับ  
2

ij1
R y

n 1


  
  

    

 

 ijy  แทนค่าสังเกตตัวท่ี j ของตัวอย่างกลุ่มท่ี i,  
  i = 1, 2, …, a และ j = 1, 2, …, ni 
 ijR y  แทนล าดับท่ีของ ijy  ซ่ึงได้จากการเรียงล าดับ

ค่าสังเกตจากตัวอย่างทุกกลุ่มปนกันจากน้อย
ไปมาก 

  1  แทนฟั งก์ ชั นควอน ไทล์ป รกติ  (Normal 
Quantile Function) เช่น  1 0.5 0   

 
in

i. ij

j 1

A A


 , ina

ij

i 1 j 1

1
A A

n  

   

  
ina

2
2

ij

i 1 j 1

1
s A A

n 1  

 

  

  a แทนจ านวนประชากร 
 

in  แทนขนาดตัวอย่างกลุ่มท่ี i, 
a

i

i 1

n n


  

 p-value  2 2

a 1 0P    

 (4) 
2.2 ตัวสถิติทดสอบของมู้ด  มีสูตรการ

ค านวณค่าของตัวสถิติทดสอบดังสมการท่ี (3) และ
วิ ธี ก า รค า นวณ  p-value ดั ง สมก า ร ท่ี  (4) โ ด ย
เปลี่ยนแปลงเป็นคะแนนมู้ด (Mood Score) หรือ ijA  
ดังน้ี  [7] 

 
2

ij

n 1
R y

2

 
 

 
 

3. ค านวณความน่าจะเป็นของความผิดพลาด
แบบท่ี 1 และก าลังการทดสอบของตัวสถิติทดสอบ
ภาวะความเท่ากันของความแปรปรวนท้ังหมด 2 วิธี 
โดยการนับจ านวนครั้งท่ีตัดสินใจปฏิเสธสมมุติฐานว่าง 
น ามาหารด้วยจ านวนรอบของการท าซ้ า ซ่ึงคือ 1,000 
รอบ ดังน้ี 

 กรณีความแปรปรวนของประชากรไม่
แตกต่างกัน  0  จะได้ความน่าจะเป็นของความ
ผิดพลาดแบบท่ี 1    การศึกษาความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 
ด าเนินการโดยน าค่า   ท่ีค านวณได้ไปเปรียบเทียบ
กับเกณฑ์การทดสอบทวินาม [8] ดังน้ี  

- กรณีระดับนัยส า คัญเท่ากับ 
0  = 

0.01 จะกล่าวว่าตัวสถิติทดสอบสามารถควบคุมความ
น่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้ก็ต่อเมื่อค่า 
  ท่ีค านวณได้อยู่ในช่วง 

   0 0 0 0

0 0.01 2 0 0.01 2

1 1
Z Z

n n

   
      

 (5) 
แทนค่า 

0  ท่ีก าหนด คือ 0.01, 0.01 2Z  = 
0.005Z  = 

2.576, n แทนจ านวนรอบของการท าซ้ า = 1,000 จะ
ได้  

0.0019 0.0181    
- กรณีระดับนัยส า คัญเท่ากับ 

0  = 
0.05 จะกล่าวว่าตัวสถิติทดสอบสามารถควบคุมความ
น่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้ก็ต่อเมื่อค่า 
  ท่ีค านวณได้อยู่ในช่วงท่ี (5) เมื่อแทนค่า 

0  ท่ี
ก าหนด คือ 0.05, 0.05 2Z  = 

0.025Z  = 1.96, n แทน
จ านวนรอบของการท าซ้ า = 1,000 จะได้  

0.0365 0.0635    
 กรณีความแปรปรวนของประชากร

แตกต่างกัน  0   จะได้ก าลังการทดสอบ  1  
4. สรุปผลและเสนอแนะว่าตัวสถิติทดสอบ

ส าหรับการทดสอบภาวะความเท่ากันของความ
แปรปรวนท้ังหมด 2 วิธี วิธีใดมีความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้
ตามเกณฑ์ท่ีก าหนด และมีก าลังการทดสอบสูงท่ีสุด 
ภายใต้สถานการณ์ต่างๆ ท้ังกรณีการแจกแจง จ านวน
ประชากร ขนาดตัวอย่าง ความแปรปรวน และระดับ
นัยส าคัญท่ีแตกต่างกัน  
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3. ผลการวิจัย 
การศึกษาครั้งน้ีจะแบ่งผลการวิจัยออกเป็น 2 

ส่วน ดังน้ี  

1. ความสามารถในการควบคุมความน่าจะเป็น
ของความผิดพลาดแบบท่ี 1 ได้ตามเกณฑ์ท่ีก าหนด
ของแต่ละตัวสถิติทดสอบ สรุปได้ดังตางรางที่ 3 – 4 

 
 

 

Table 3 Ab i l i t y  t o  C on t r o l  t he  P rob ab i l i t y  o f  T ype  I E r r o r  f r om  K l o t z ’ s  T e s t . 

Population Samples Sizes 

Significance Level = 0.01 Significance Level = 0.05 

No
rm

al
 

Le
ft-

Sk
ew

ed
, 

Le
pt

ok
ur

tic
 

Le
ft-

Sk
ew

ed
, 

Pl
at

yk
ur

tic
 

Ri
gh

t-S
ke

we
d,

 
Le

pt
ok

ur
tic

 

Ri
gh

t-s
ke

we
d,

 
pl

at
yk

ur
tic

 

No
rm

al
 

Le
ft-

Sk
ew

ed
, 

Le
pt

ok
ur

tic
 

Le
ft-

Sk
ew

ed
, 

Pl
at

yk
ur

tic
 

Ri
gh

t-S
ke

we
d,

 
Le

pt
ok

ur
tic

 

Ri
gh

t-s
ke

we
d,
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Three 
Populations 

(10, 10, 10)           
(30, 30, 30)           

(100, 100, 100)           
(4, 7, 10)           

(20, 25, 30)           
(80, 90, 100)           

Four 
Populations 

(10, 10, 10, 10)           
(30, 30, 30, 30)           

(100, 100, 100, 100)           
(4, 7, 10, 13)           

(20, 25, 30, 35)           
(80, 90, 100, 110)           

 Can be controlled. 
  Cannot be controlled. 
 

จากตารางท่ี 3 พบว่า ท่ีระดับนัยส าคัญ 0.01 
ทุกการแจกแจง ตัวสถิติทดสอบของคล้อทซ์สามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้
ตามเกณฑ์ท่ีก าหนดทุกกรณี ท้ังกรณีจ านวนประชากร 
3 และ 4 กลุ่ม ขนาดตัวอย่างเท่ากันและไม่เท่ากัน แต่
ท่ีระดับนัยส าคัญ 0.05 ตัวสถิติทดสอบน้ีจะสามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้
ตามเกณฑ์ที่ก าหนดเพียงบางกรณี 

จากตารางท่ี 4 พบว่า ท่ีระดับนัยส าคัญ 0.01 
ทุกการแจกแจง ตัวสถิติทดสอบของมู้ดสามารถ

ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้
ตามเกณฑ์ท่ีก าหนดทุกกรณี ท้ังกรณีจ านวนประชากร 
3 และ 4 กลุ่ม ขนาดตัวอย่างเท่ากันและไม่เท่ากัน แต่
ท่ีระดับนัยส าคัญ 0.05 ตัวสถิติทดสอบน้ีจะสามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้
ตามเกณฑ์ท่ีก าหนดเพียงบางกรณี โดยตัวสถิติทดสอบ
ของมู้ดสามารถควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบท่ี 1 ได้ดีกว่าตัวสถิติทดสอบของคล้อทซ์ 
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Table 4 Ability to Control the Probability of Type I Error from Mood’s Test. 

Population Samples Sizes Significance Level = 0.01 Significance Level = 0.05 
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Three 
Populations 

(10, 10, 10)           
(30, 30, 30)           

(100, 100, 100)           
(4, 7, 10)           

(20, 25, 30)           
(80, 90, 100)           

Four 
Populations 

(10, 10, 10, 10)           
(30, 30, 30, 30)           

(100, 100, 100, 100)           
(4, 7, 10, 13)           

(20, 25, 30, 35)           
(80, 90, 100, 110)           

 Can be controlled. 
  Cannot be controlled. 
 

2. ตัวสถิติทดสอบท่ีมีก าลังการทดสอบสูงท่ีสุด
ในกลุ่มท่ีสามารถควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบท่ี 1 ได้ตามเกณฑ์ท่ีก าหนด จึงมีความ

เหมาะสมกับการทดสอบภาวะความเท่ากันของความ
แปรปรวน สรุปได้ดังตางรางที่ 5 

 
Table 5  The Appropriate Test Statistic for Testing Homogeneity of Variances  

Sample 
Sizes 

Distributions 
Normal Left-Skewed, 

Leptokurtic 
Left-Skewed, 
Platykurtic 

Right-Skewed, 
Leptokurtic 

Right-skewed, 
platykurtic 

Small and 
Equal 

M M M M M 

Medium 
and Equal 

K, M M K M K 

Large and 
Equal 

K 1 K, M 1 K 1 K, M 1 K 1 
K, M 2 K, M 2 K, M 2 K, M 2 K, M 2 

Small and 
Unequal 

 

M M M M M 
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Table 5  The Appropriate Test Statistic for Testing Homogeneity of Variances (Continue) 

Sample 
Sizes 

Distributions     

 Normal Left-Skewed, 
Leptokurtic 

Left-Skewed, 
Platykurtic 

Right-Skewed, 
Leptokurtic 

Right-skewed, 
platykurtic 

Large and 
Unequal 

K 1 K, M 1 K 1 K, M 1 K 1 
K, M 2 K, M 2 K, M 2 K, M 2 K, M 2 

K: Klotz’s Test   M: Mood’s Test  
1: Low Difference of the Population Variances  
2: Moderate to High Difference of the Population Variances  
 

จากตารางท่ี 5 พบว่า กรณีตัวอย่างขนาดเล็ก 
ทุกการแจกแจง และตัวอย่างขนาดกลาง การแจกแจง
เบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่งสูงกว่าปรกติ ตัวสถิติ
ทดสอบของมู้ดมีความเหมาะสมมากกว่าตัวสถิติ
ทดสอบของคล้อทซ์ แต่กรณีตัวอย่างขนาดกลางท่ีมี
ขนาดเท่ากัน การแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความ
โด่งต่ ากว่าปรกติ และตัวอย่างขนาดใหญ่ การแจกแจง
ปรกติ การแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่งต่ า
กว่ าปรกติ  ตั วสถิติทดสอบของคล้อทซ์มีความ
เหมาะสมมากกว่าตัวสถิติทดสอบของมู้ด ส าหรับกรณี
อื่นๆ ตัวสถิติทดสอบท้ัง 2 ตัวมีความเหมาะสมไม่
แตกต่างกัน อีกท้ังการศึกษาครั้งน้ียังพบว่า ก าลังการ
ทดสอบจะแปรผันตรงกับจ านวนประชากร ขนาด
ตัวอย่าง ความแตกต่างของความแปรปรวนประชากร 
และระดับนัยส าคัญ 

 
4. สรุปและข้อเสนอแนะ 

จากผลการศึกษาเกี่ยวกับความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบท่ี 1 ได้
ตามเกณฑ์ท่ีก าหนด และก าลังการทดสอบของแต่ละ
ตัวสถิติทดสอบ พบว่า ตัวสถิติทดสอบของคล้อทซ์และ
ตัวสถิติทดสอบของมู้ดสามารถควบคุมความน่าจะเป็น
ของความผิดพลาดแบบท่ี 1 ได้ตามเกณฑ์ท่ีก าหนดท่ี
ระดับนัยส าคัญ 0.01 ในทุกสถานการณ์ท่ีศึกษา แต่ท่ี
ระดับนัยส าคัญ 0.05 ตัวสถิติทดสอบท้ัง 2 ตัวน้ีจะ
สามารถควบคุมความน่าจะเป็นของความผิดพลาด
แบบท่ี 1 ได้ตามเกณฑ์ท่ีก าหนดเพียงบางกรณี โดยตัว
สถิติทดสอบของมู้ดสามารถควบคุมความน่าจะเป็น
ของความผิดพลาดแบบท่ี 1 ได้ดีกว่าตัวสถิติทดสอบ
ของคล้อทซ์ ก าลังการทดสอบของตัวสถิติทดสอบของ
คล้อทซ์และตัวสถิติทดสอบของมู้ดจะแปรผันตรงกับ

จ านวนประชากร ขนาดตัวอย่าง ความแตกต่างของ
ความแปรปรวนประชากร และระดับนัยส าคัญ ส าหรับ
กรณีตัวอย่างขนาดเล็ก ทุกการแจกแจง และตัวอย่าง
ขนาดกลาง การแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความ
โด่งสูงกว่าปรกติ  ตัวสถิติทดสอบของมู้ดมีความ
เหมาะสมมากกว่าตัวสถิติทดสอบของคล้อทซ์ แต่กรณี
ตัวอย่างขนาดกลางท่ีมีขนาดเท่ากัน การแจกแจงเบ้
ซ้ายหรือเบ้ขวาท่ีมีความโด่งต่ ากว่าปรกติ และตัวอย่าง
ขนาดใหญ่ การแจกแจงปรกติ การแจกแจงเบ้ซ้ายหรือ
เบ้ขวาท่ีมีความโด่งต่ ากว่าปรกติ ตัวสถิติทดสอบของ
คล้อทซ์มีความเหมาะสมมากกว่าตัวสถิติทดสอบ
ของมู้ด ขณะท่ีกรณีอื่นๆ ตัวสถิติทดสอบท้ัง 2 ตัวมี
ความเหมาะสมไม่แตกต่างกัน อย่างไรก็ตาม การศึกษา
ครั้งน้ีได้ศึกษาเพียงประสิทธิภาพของการทดสอบไม่อิง
พารามิเตอร์เท่าน้ัน ดังน้ันการศึกษาครั้งต่อไป ควรน า
ก า ร ทดส อ บอิ ง พ า ร า มิ เ ต อ ร์ ม า เ ป รี ย บ เ ที ย บ
ประสิทธิภาพด้วย เช่น การทดสอบทีสาม การทดสอบ
ของเนย์แมน-เพียร์สัน การทดสอบเลยาร์ดไคก าลัง
สอง การทดสอบของเลวีน การทดสอบของโอบรีน [9] 
การทดสอบของเลวีนแบบถ่วง น้ าหนัก [10] การ
ทดสอบของบาร์ตเลตต์ การทดสอบของบ็อกซ์ การ
ทดสอบของแจ๊คไนฟ์ [11] การทดสอบของเลห์แมน 
การทดสอบของบราวน์-ฟอร์สิตี [12]  
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