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บทคัดย่อ  
งานวิจัยน้ี ผู้วิจัยได้พัฒนาตัวแบบผสมระหว่างตัวแบบ SARIMA และตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันขึ้นเพื่อใช้พยากรณ์ปริมาณ

หน่วยจ าหน่ายไฟฟ้ารายเดือนประเภทบ้านอยู่อาศัยของประชาชน โดยเก็บรวบรวมข้อมูลจากการไฟฟ้าส่วนภูมิภาคตั้งแต่เดือนมกราคม 
2551 ถึงเดือนพฤษภาคม 2562 จ านวน 137 ค่า ผู้วิจัยประยุกต์ใช้เทคนิคการแยกข้อมูลเชิงประจักษ์เพื่อลดสัญญาณแกว่งไว (Fast 
Oscillation) ของข้อมูลก่อนน าไปสร้างตัวแบบ โดยการสร้างตัวแบบผสมจะอาศัยจุดเด่นของตัวแบบแต่ละตัว คือ ตัวแบบ SARIMA มีจุดเด่น
ในการอธิบายข้อมูลอนุกรมเวลาท่ีมีความสัมพันธ์เชิงเส้นตรงได้ดีส่วนตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันมีจุดเด่นในการสร้างฟังก์ชันการ
ท านายท่ีซับซ้อนและอธิบายข้อมูลอนุกรมเวลาท่ีมีความสัมพันธ์ไม่เป็นเชิงเส้นตรงได้ดี จากน้ันท าการเปรียบเทียบประสิทธิภาพ 
การพยากรณ์กับตัวแบบ 3 ตัวแบบ คือ ตัวแบบอย่างง่าย ตัวแบบ SARIMA และตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน ด้วยเกณฑ์การวัด
ประสิทธิภาพการพยากรณ์ 5 เกณฑ์ ได้แก่ ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย รากของค่าคลาดเคลื่อนก าลังสองเฉลี่ย ร้อยละของความ
คลาดเคลื่อนสัมบูรณ์เฉลี่ย เปอร์เซ็นต์ของมัธยฐานความคลาดเคลื่อนสัมบูรณ์ และเปอร์เซ็นต์ของความคลาดเคลื่อนสัมบูรณ์เฉลี่ยแบบ
มาตรฐาน ผลการวิจัยบ่งชี้ว่า ตัวแบบผสมให้ประสิทธิภาพการพยากรณ์ดีกว่าตัวแบบอนุกรมเวลาเชิงเดี่ยว 3 ตัวแบบ ในทุกเกณฑ์การวัด
ประสิทธิภาพการพยากรณ์ ดังน้ันตัวแบบผสมสามารถใช้เป็นเครื่องมือในการพยากรณ์ข้อมูลอนุกรมเวลาหน่วยจ าหน่ายไฟฟ้ารายเดือน
ประเภทบ้านอยู่อาศัยของประชาชนได้อย่างเหมาะสมและสามารถใชป้ระกอบการตัดสินใจส าหรับการวางแผนการผลิตหรือจ าหน่ายไฟฟ้า
ให้เพียงพอต่อความต้องการของประชาชนในอนาคตได้  

ค าส าคัญ: ตัวแบบผสม  ตัวแบบบอย่างง่าย  ตัวแบบ SARIMA  ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน  การแยกข้อมูลเชิงประจักษ์ 
 

Abstract  
In this research, the researcher developed the hybrid model of the SARIMA model and the support vector 

regression model in order to forecast the amount of monthly electricity distribution units for residential houses. 
The data of 137 values had been collected from the Provincial Electricity Authority from January 2008 to May 2019. 
The researcher applied the empirical mode decomposition to reduce the fast oscillation of the data.  The creation 
of the hybrid model was based on the strengths of each model. The SARIMA model had a strong point in describing 
time series data with a linear relationship, and the support vector regression model had a strong point in creating 
complex predictive functions and describing time series data with a non-linear relationship. After that, the forecasting 
efficiency was compared in 3 models: the naïve model, the SARIMA model, and the support vector regression model 
using 5 forecasting performance criteria, namely Mean Absolute Error, Root Mean Square Error, Mean Absolute 
Percentage Error, Median Absolute Percentage Error and Symmetric Mean Absolute Percentage Error.  The results 
indicated the hybrid model provided better forecasting performance than the 3 Univariate Time Series models in 
all forecasting performance criteria.  Therefore, the hybrid model can be used as a suitable tool for forecasting the 
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monthly electricity distribution units of the residential houses time series data.  It can be used for decision in 
electricity generation and supply to served the consumer's demand in the future. 

Keywords: hybrid model, naïve model, SARIMA model, support vector regression model, Empirical mode decomposition 
 

1. บทน า  
ปัจจุบันนักวิจัยจ านวนมากให้ความส าคัญเกี่ยวกับ

การพยากรณ์โดยมีการประยุกต์ใช้ในการแก้ปัญหาต่าง ๆ เช่น 
การพยากรณ์การใช้พลังงานไฟฟ้า [1], [2], [3], [4] การพยากรณ์
ความเร็วลม [5],[6] การพยากรณ์ความต้องการด้านการ
ท่องเท่ียว [7] การพยากรณ์ความต้องการด้านอุตสาหกรรม
การบิน [8] การพยากรณ์คุณภาพของอากาศ [9] เป็นต้น     
โดยมีการแบ่งการพยากรณ์อนุกรมเวลาออกเป็น 2 กลุ่มใหญ่ 
คือ (1) วิธีการพยากรณ์แบบเชิงเส้นตรง (Linear approach) 
วิธีการพยากรณ์ท่ีนิยม ได้แก่ วิธีของบ๊อก-เจนกินส์ตัวแบบท่ีใช้ 
คือ ตัวแบบ ARIMA และ SARIMA เป็นวิธีการพยากรณ์ท่ีมี
ประสิทธิภาพใช้ได้ดีในการพยากรณ์อนุกรมเวลาท่ีเป็นเชิงเส้นตรง 
ข้อเสีย คือ ไม่สามารถอธิบายอนุกรมเวลาท่ีซับซ้อนหรือมี
ความสัมพันธ์ไม่เป็นเชิงเส้นตรงได้ ท าให้ค่าพยากรณ์มีความ
คลาดเคลื่อนค่อนข้างมาก และ (2) วิธีการพยากรณ์แบบไม่
เป็นเชิงเส้นตรง (Non -Linear approach) วิธีท่ีนิยมใช้ ได้แก่ 
วิธีโครงข่ายประสาทเทียม (Artificial Neural Network) และ
วิธีซัพพอร์ตเวกเตอร์รีเกรสชัน (Support vector regression 
model: SVR) เป็นวิธีการท่ีมีความยืดหยุ่นสูงใช้ได้ดีกับข้อมูล
อนุกรมเวลาท่ีไม่เป็นเชิงเส้นตรง แต่มีข้อเสีย คือ ไม่สามารถ
วิเคราะห์ข้อมูลอนุกรมเวลาท่ีเป็นเชิงเส้นตรงได้ โดยเฉพาะ
ข้อมูลท่ีมีลักษณะการเปลี่ยนแปลงตามฤดูกาลและแนวโน้ม 
[10] จากวิธีการพยากรณ์ท้ัง 2 กลุ่มข้างต้น หากผู้พยากรณ์
ประยุกต์ใช้วิธีการพยากรณ์อนุกรมเวลาเชิงเดี่ยวด้วยวิธีการใด
วิธีการหน่ึง อาจไม่เพียงพอและไม่สามารถอธิบายความสัมพันธ์
ของข้อมูลอนุกรมเวลาท่ีซับซ้อนได้ครบถ้วน จึงมีแนวคิดใน
การพัฒนาตัวแบบผสมขึ้นโดยอาศัยลักษณะเด่นของแต่ละตัว
แบบเพื่ออธิบายลักษณะความสัมพันธ์ของข้อมูลท่ีต้องการ
ศึกษาให้สามารถเรียนรู้และอธิบายคุณลักษณะของข้อมูล
อนุกรมเวลาได้ชัดเจนยิ่งขึ้น รวมท้ังลดความเสี่ยงของการใช้ตัว
แบบท่ีไม่เหมาะสมกับข้อมูลท่ีต้องการศึกษาได้ [11] จากการ
ทบทวนวรรณกรรมท่ีเกี่ยวข้อง พบว่า ระหว่างการพยากรณ์
อนุกรมเวลาเชิงเดี่ยวและการพยากรณ์ด้วยตัวแบบผสม [12]            
การพยากรณ์ด้วยตัวแบบผสมจะให้ความแม่นย ามากกว่า    
การพยากรณ์ด้วยตัวแบบอนุกรมเวลาเชิงเดี่ยว ด้วยเหตุท่ี
อนุกรมเวลาในปัจจุบันมีความซับซ้อนไม่สามารถระบุ
ความสัมพันธ์ท่ีชัดเจนได้ จึงมีนักวิจัยหลายท่านพยายามปรับ
โมเดลท่ีมีประสิทธิภาพมากขึ้นโดยการแยกองค์ประกอบด้วย
ข้อมูล เชิ งประจักษ์  ( Empirical mode decomposition: 

EMD) เพื่อการลดความถี่หรือสัญญาณแกว่งไวของข้อมูล
อนุกรมเวลาท่ีไม่เป็นเชิงเส้นและมีลักษณะการเคลื่อนไหวไม่
คงท่ี (Non-stationary) ก่อนน าไปพยากรณ์ด้วยเทคนิคการ
พยากรณ์ต่าง ๆ ท้ังอนุกรมเวลาเชิงเดี่ยวและตัวแบบผสม ซ่ึง
พบว่า อนุกรมเวลาท่ีมีการแยกองค์ประกอบเพื่อลดความถี่
หรือสัญญาณแกว่งไวของข้อมูลก่อนน าไปพยากรณ์ให้ค่าความ
แม่นย าสูงกว่าข้อมูลอนุกรมเวลาท่ีไม่มีการแยกองค์ประกอบ 
[13], [14]  

จากเหตุผลดังกล่าวข้างต้นเพื่อเพิ่มความแม่นย าใน
การพยากรณ์ ผู้วิจัยจึงพัฒนาวิธีการพยากรณ์แบบผสมขึ้น โดย
จะประยุกต์ใช้เทคนิคการแยกองค์ประกอบด้วยข้อมูลเชิง
ประจักษ์ เพื่อการลดความถี่หรือสัญญาณแกว่งไวของข้อมูล
อนุกรมเวลาท่ีไม่เป็นเชิงเส้นและมีลักษณะการเคลื่อนไหว    
ไม่คงท่ีก่อนน าไปพยากรณ์ด้วยตัวแบบผสมระหว่างตัวแบบ
การพยากรณ์ตามวิธีของบ๊อก-เจนกินส์ ด้วยตัวแบบ SARIMA 
เน่ืองจากตัวแบบดังกล่าวมีประสิทธิภาพในการพยากรณ์
อนุกรมเวลาท่ีมีความสัมพันธ์เชิงเส้นตรงได้ดีและมีการ
ประยุกต์ใช้อย่างหลากหลายในปัจจุบัน [15], [16], [17], [18] 
แต่มีข้อเสียคือ มีข้อก าหนดในการสร้างตัวแบบท่ีเหมาะสม
จ านวนมากประกอบกับข้อมูลอนุกรมเวลาในปัจจุบัน            
มีความสัมพันธ์ท่ีซับซ้อนจึงท าให้ค่าพยากรณ์ท่ีได้มีความ
คลาดเคลื่อนสูง และวิธีซัพพอร์ตเวกเตอร์รีเกรสชันเป็นวิธีการ
พยากรณ์ท่ีมีความแม่นย าและมีประสิทธิภาพสูง โดยมีจุดเด่น
ในการสร้ างฟั งก์ชันการท านายจากลักษณะข้อมูล ท่ีมี
ความสัมพันธ์ไม่เป็นเชิงเส้นตรงได้ดีและมีข้อก าหนดไม่มาก 
และเป็นท่ีนิยมในปัจจุบัน [8],[13], [19], [20] ซ่ึงเหมาะท่ีจะ
น ามาใช้ส าหรับการสร้างความสัมพันธ์เพื่ออธิบายลักษณะ
ข้อมูลอนุกรมเวลาท่ีมีความสัมพันธ์ไม่เป็นเส้นตรงของส่วน
เหลือ (residuals) จากตัวแบบ SARIMA [21] โดยตัวแบบผสม
ระหว่างตัวแบบ SARIMA กับตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน 
จะถูกน ามาทดลองใช้กับข้อมูลอนุกรมเวลาหน่วยจ าหน่าย
ไฟฟ้าประเภทบ้านอยู่อาศัยของประเทศไทย และน าไป
เปรียบเทียบประสิทธิภาพการพยากรณ์กับตัวแบบการ
พยากรณ์แบบอย่างง่าย (Naïve model) ตัวแบบ SARIMA   
ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน และตัวแบบผสมระหว่าง
ตัวแบบ SARIMA ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน ด้วย
เกณฑ์วัดประสิทธิภาพ 5 เกณฑ์ ได้แก่ ความคลาดเคลื่อน
สัมบูรณ์เฉลี่ย (Mean Absolute Error : MAE) รากของความ
คลาดเคลื่อนก าลังสองเฉลี่ย (Root Mean Square Error : 
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RMSE) ร้อยละความคลาดเคลื่อนสัมบูรณ์ เฉลี่ย  (Mean 
Absolute Percentage Error :  MAPE)  เ ป อ ร์ เ ซ็ น ต์ ข อ ง 
มัธยฐานความคลาดเคลื่อนสัมบูรณ์ (Median Absolute 
Percentage Error:  MdAPE)  และ เปอร์ เ ซ็นต์ของความ
คลาดเคลื่ อนสัมบูรณ์แบบสมมาตร (Symmetric Mean 
Absolute Percentage Error: sMAPE) เพื่อค้นหาตัวแบบท่ี
เหมาะสมท่ีสุดส าหรับการพยากรณ์ และผลการวิจัยท่ีได้จะ
เป็นประโยชน์และเป็นแนวทางส าหรับการเพิ่มประสิทธิภาพ
การพยากรณ์ต่อไป  
 

2. วัสดุ อุปกรณ์ และวิธีการด าเนินการวิจัย/ทดลอง  
งานวิจัยน้ีมีล าดับขั้นตอนการวิจัยดังน้ี  
2.1 ข้อมูลที่ใช้ในการทดลอง  

ข้อมูลท่ีใช้ในการทดลองครั้งน้ีเป็นข้อมูลอนุกรม
เวลาหน่วยจ าหน่ายไฟฟ้าบ้านอยู่อาศัย: ประเภทอัตราค่าไฟฟ้า 
ของการไฟฟ้าส่วนภูมิภาค ซ่ึงเป็นข้อมูลทุติยภูมิจากรายงาน
สถานการณ์การจ าหน่วยไฟฟ้าประจ าเดือน ตั้งแต่เดือน
มกราคม 2551 ถึงเดือนพฤษภาคม 2562 ท่ีเผยแพร่ในเว็บไซต์
ของการไฟฟ้าส่วนภูมิภาค [22] จ านวน 137 ค่า ดังแสดงใน
รูปท่ี 1 ผู้วิจัยได้แบ่งข้อมูลออกเป็น 2 ชุด คือ ข้อมูลชุดท่ี 1 
ตั้งแต่เดือนมกราคม 2551 ถึงเดือนธันวาคม 2559 จ านวน 
108 ค่า ใช้ส าหรับสร้างตัวแบบและข้อมูลชุดท่ี 2 ตั้งแต่เดือน 
มกราคม 2560 ถึงเดือนพฤษภาคม 2562 จ านวน 29 ค่า ใช้
ส าหรับการทดสอบตัวแบบเกณฑ์ในการแบ่งข้อมูลเพื่อวัด
ประสิทธิภาพการพยากรณ์ (Cross - validation) ข้างต้นใช้
เกณฑ์ร้อยละ 80 และ 20 ตามล าดับ

 

 
Figure 1 The experimental electricity distribution units for residents’ houses time series

.   
2.2 วิธีการวิ เคราะห์ข้อมูลอนุกรมเวลาเชิง

ประจักษ์  
วิธีการเชิงประจักษ์ (Empirical mode decomposition : 

EMD) เป็นการประยุกต์ใช้เพื่อวิเคราะห์ความถี่หรือสัญญาณ
แกว่งไวของข้อมูลกรมเวลาท่ีไม่เป็นเชิงเส้นและมีลักษณะการ
เคลื่อนไหวไม่คงท่ี (Non-stationary) น าเสนอโดย Huang 
และคนอื่น ๆ [23] โดยมีสมมติฐานว่าข้อมูลอนุกรมเวลาหน่ึง
จะประกอบด้วยสัญญาณท่ีมีการแกว่งไว (Fast Oscillation) 
และสัญญาณที่มีการแกว่งช้า (Slow Oscillation) ดังน้ัน เมื่อ
ต้องการแยกองค์ประกอบสัญญาณต้นฉบับให้อยู่ในรูปของชุด
ฟังก์ชันภายใน (Intrinsic Mode Functions : IMFs) โดยไม่
จ าเป็นต้องใช้ฟังก์ชันก่อนหน้าใด ๆ (Prior Function) แต่จะ
ใช้การค านวณเพื่อหาค่าเฉลี่ยของสัญญาณจากข้อมูลจริงของ
สัญญาณน าเข้า เพื่อก าหนดเป็นเงื่อนไขหรือเกณฑ์ในการแยก
องค์ประกอบของสัญญาณ วิธี  EMD จึงจัด เป็นการแยก

องค์ประกอบของสัญญาณโดยการขับเคลื่อนด้วยข้อมูล (Data 
Driven) Huang และคณะตั้งชื่อขั้นตอน และวิธีส าหรับสกัด
ชุดฟังก์ชันภายใน (IMFs) จากสัญญาณต้นฉบับน้ีว่า Sifting 
Process และให้ค าจ ากัดความของชุดข้อมูลฟังก์ชันภายใน 
(IMFs) ไว้ว่าฟังก์ชันใด ๆ จะจัดเป็นฟังก์ชันภายใน (IMF) ได้ก็
ต่อเมื่อสัญญาณน้ัน ๆ เป็นไปตามเงื่อนไขดังน้ี 1) จ านวนจุด
ปลายสุด (Extrema Points) ซ่ึงจะประกอบด้วยจุดสูงสุดและ
ต่ าสุดและจ านวนจุดตัดแกนศูนย์จะต้องมีค่าเท่ากันหรือมีค่า
ต่างกันไม่เกินหน่ึง 2) ณ จุดใด ๆ ของสัญญาณค่าเฉลี่ยของ
ขอบบนและขอบล่างจะมีค่าเท่ากับศูนย์กระบวนการท างาน
เพื่อสกัดชุดฟังก์ชันภายใน (IMFs) ของการแยกองค์ประกอบ
ด้วยวิธีเชิงประจักษ์ (EMD) แสดงดังรูปท่ี 2 ประกอบด้วย 2 
ขั้นตอนคือ  
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Figure 2 Flow chart of Empirical mode decomposition. 
 

1) การตรวจจับจุดปลายสุดของสัญญาณ (Extrema 
Detection) โดยการหาจุดสูงสุดและจุดต่ าสุดของแต่ละช่วง
สัญญาณย่อย  

2)  การประมาณค่ าขอบแบบพื้ นผิ ว  ( Surface 
Interpolation) ของสัญญาณ โดยการหาค่าประมาณของ
สัญญาณขอบบนและสัญญาณขอบล่าง แล้วค านวณหาค่าสัญญาณ
เฉลี่ยตามสมการท่ี (1) จากน้ันน าสัญญาณต้นฉบับลบออกด้วย
สัญญาณเฉลี่ยจะได้สัญญาณผลลัพธ์ ขั้นตอนต่อไปตรวจสอบ
ว่า สัญญาณผลลัพธ์น้ันเป็นฟังก์ชันภายใน (IMF) หรือไม่ ถ้าผล
ปรากฏว่าสัญญาณผลลัพธ์ท่ีได้ไม่เป็นฟังก์ชันภายใน ( IMF)  
ให้แทนท่ีสัญญาณต้นฉบับด้วยสัญญาณผลลัพธ์ แล้วท าซ้ า
กระบวนการดังกล่าวข้างต้น หากสัญญาณผลลัพธ์ท่ีได้เป็น
ฟังก์ชันภายใน (IMF) ให้จัดเก็บสัญญาณผลลัพธ์น้ัน จากน้ันท า
การสกัดฟังก์ชันภายใน ( IMF) ล าดับถัดไป จากสัญญาณ
ต้นฉบับใหม่ท่ีได้จากการน าสัญญาณต้นฉบับเดิมลบด้วย

ฟังก์ชันภายใน ( IMF) แล้วท ากระบวนการข้างต้น ซ้ าจน
สัญญาณต้นฉบับเป็นสัญญาณฟังก์ชันเดียว 

 
2

)( minmax ee
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
                    (1) 

เมื่อ )(tm  แทน สัญญาณเฉลี่ย maxe , mine

สัญญาณขอบบน และสัญญาณขอบล่าง ตามล าดับ และ
สามารถเขียนให้อยู่ในรูปสมการได้ดังนี้  
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เมื่อ )(tx  แทนสัญญาณต้นฉบับ  )(thi ,  

Ni ,...,3,2,1  เป็นชุดฟังก์ชันภายใน (IMFs) และ 

)(trN เป็นส่วนเหลือ (residual)  

2.3 ตัวแบบอย่างง่าย  
ตั ว แ บ บ อ ย่ า ง ง่ า ย เ ป็ น ตั ว แ บ บ ท่ี มี ฟั ง ก์ ชั น

ความสัมพันธ์ท่ีไม่ยุ่งยากและง่ายต่อการประยุกต์ใช้ โดยอาศัย
ข้อมูลท่ีทราบในปัจจุบันเป็นค่าพยากรณ์ของช่วงเวลาถัดไป ซ่ึง
สามารถด้วยตัวแบบทางคณิตศาสตร์ดังสมการท่ี (3) 

 

1 1t t tY Y           (3) 
 

เมื่อ 1tY   คือ ค่าพยากรณ์ของช่วงเวลาถัดไปหน่ึงหน่วย

เวลา ณ เวลาท่ี t+1  

 tY  คือ ค่าข้อมูล ณ เวลาท่ี t  

1t   คือ ค่าความคลาดเคลื่อน ณ เวลาท่ี t+1  

 
2.4 ตัวแบบการพยากรณ์โดยวิธีของบ๊อก-เจน

กินส์  
ตัวแบบการพยากรณ์ตามวิธีของบ๊อก-เจนกินส์ เป็น

วิธีการพยากรณ์หน่ึงที่มีความถูกต้องแม่นย าสูง เนื่องจากมีการ
พิจารณาลักษณะของอนุกรมเวลาว่ามีสหสัมพันธ์ในตนเอง 
(Autocorrelation Function: ACF) และอัตสหสัมพันธ์ ใน
ตนเองบางส่วน (Partial Autocorrelation Function: PACF) เป็น
อย่างไร เพื่อใช้ในการก าหนดตัวแบบการพยากรณ์ เช่น ตัวแบบ 
AR(1) ค่าสหสัมพันธ์ในตนเอง (ACF) มีลักษณะท่ีมีค่าลดลง
อย่างรวดเร็วแบบเอ็กโปเนนเชียลโดยมีเครื่องหมายสลับกัน  
( 0  ) แต่ฟังก์ชันสหสัมพันธ์ในตนเองบางส่วน (PACF) จะ
มีค่าไม่เท่ากับ 0 เพียงค่าเดียว คือ ช่วงเวลาห่างกัน 1 หน่วย
เวลาเท่าน้ัน นอกจากค่าน้ีแล้วสหสัมพันธ์ในตนเองส่วนย่อยจะ
มีค่าเป็น 0 เสมอ เมื่อ 0k  [24] ดังรูปท่ี 3 จะเห็นได้ว่าการ
พยากรณ์ข้อมูลอนุกรมเวลาตามวิธีของบ๊อก-เจนกินส์   
จะพิจารณาจากรูปแบบหลัก 2 รูปแบบ ได้แก่ Autoregressive 
(AR) คือ รูปแบบท่ีก าหนดว่าค่าพยากรณ์ท่ีเวลาใด ๆ ขึ้นอยู่กับ
ค่าสังเกตก่อนหน้าและรูปแบบ Moving average (MA) คือ 
รูปแบบท่ีก าหนดว่าค่าพยากรณ์ท่ีเวลาใด ๆ ขึ้นอยู่กับความ
คลาดเคลื่อนก่อนหน้าและเงื่อนไขส าคัญของการใช้ตัวแบบ 
บ๊อก-เจนกินส์ คือ อนุกรมเวลาท่ีน ามาพยากรณ์จะต้องมี
สภาวะคงท่ี (Stationary) กล่าวคือ ค่าเฉลี่ยคงท่ีและค่าความ
แปรปรวนคงท่ี อย่างไรก็ตามหากข้อมูลอนุกรมเวลาท่ีน ามา
วิเคราะห์มีฤดูกาลเป็นส่วนประกอบเราจะต้องค านึงถึงความ
ผันแปรตามฤดูกาลซ่ึงเป็นส่วนประกอบท่ีส าคัญของอนุกรม
เวลาร่วมด้วยโดยมีตัวแบบท่ัวไป คือ SARIMA (p,d,q) (P,D,Q)s 
[25] แสดงดังสมการที่ (4) – (9) 
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เมื่ อ  tY  แทน อนุกรมเวลา ณ เวลา t และ 

t คือ 
ความคลาดเคลื่อน ซ่ึงมีการแจกแบบปกติ มีค่าเฉลี่ยเท่ากับ

ศูนย์ มีความแปรปรวนคงท่ีและเป็นอิสระกัน ( ),0(
2

~  NID
t

 
และ t แทน คาบเวลา ซ่ึงมีค่าต้ังแต่ 1 ถึง n , S แทนความยาว
ของคาบฤดูกาลใน 1 ฤดูกาล, d และ D  แทน ล าดับท่ีของการ
หาผลต่างภายในฤดูกาลและผลต่างระหว่างฤดูกาล, B แทน 
ตั ว ด า เ นิ น ก า ร ถอยห ลั ง  ( Backward operator)  โ ดย ท่ี

s
t t sB Y Y  แ ล ะ 1t tBY Y , )(B

p
   แ ท น ตั ว ด า เ นิ น ก า ร

สหสัมพันธ์ในตนเองแบบไม่มีฤดูกาลอันดับท่ี p, )(
s

P
B

แทน ตัวด าเนินการสหสัมพันธ์ในตัวเองแบบมีฤดูกาลอันดับท่ี 
P, ( )q B แทน ตัวด าเนินการเฉลี่ยเคลื่อนท่ีแบบภายใน

ฤดูกาลอันดับท่ี  q, )( S

Q
B แทน ตัวด า เ นินการเฉลี่ ย

เคลื่อนท่ีระหว่างฤดูกาลอันดับท่ี Q  
 

Figure 3 Graph of autocorrelation function (ACF) and 
partial autocorrelation function ( PACF)  for AR( 1) 
model  

 
การสร้างตัวแบบ SARIMA ต้องวิเคราะห์อนุกรมเวลา

เพื่อก าหนดรูปแบบ SARIMA (p,d,q) (P,D,Q)s การด าเนินการ
ผู้วิจัยเขียนค าสั่งโดยใช้โปรแกรมภาษาอาร์มีฟังก์ชัน auto.arima 
( ) ซ่ึงอยู่ใน Package “forecast” [26] ท่ีใช้ในการระบุรูปแบบ ARIMA 
(p,d,q) (P,D,Q)s ท่ี เหมาะสม ขั้ นตอนการสร้ า งตั วแบบ  
คือ 1) พิจารณาอนุกรมเวลาว่าคงท่ีหรือไม่ โดยพิจารณาจาก
กราฟของอนุกรมเวลาชุดน้ัน หากกราฟอนุกรมเวลาชุดน้ันมี
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แนวโน้มเป็นส่วนประกอบกล่าวคือ ข้อมูลลักษณะเพิ่มขึ้นหรือ
ลดลงอย่างเป็นสัดส่วนกับเวลาและมีการกระจายไม่สม่ าเสมอ         
มีลักษณะบานออกเป็นปากแตร แสดงว่าข้อมูลอนุกรมเวลาชุด
น้ันมีสภาวะไม่คงท่ีน้ันคือมีค่าเฉลี่ยไม่คงที่และความแปรปรวน
ไม่คงท่ีงานวิจัยน้ีจะท าการทดสอบด้วย Augmented Dickey – 
Fuller (ADF) หากผลการทดสอบไม่มีนัยส าคัญทางสถิติแสดงว่า
ข้อมูลอนุกรมเวลาชุดน้ันมีลักษณะไม่คงท่ี เมื่อทราบว่าข้อมูลมี
ลักษณะไม่คงท่ีจะต้องท าการแปลงข้อมูลให้มีลักษณะคงที่ โดย
การหาลอการิทึมของข้อมูลก่อนแล้วจึงหาผลต่างของข้อมูลชุด
ดังกล่าว เพื่อท าให้ข้อมูลอนุกรมเวลามีลักษณะคงท่ีก่อนท่ีจะ
น าไปก าหนดตัวแบบ 2) ก าหนดตัวแบบพยากรณ์เน่ืองจาก
ข้อมูลอนุกรมเวลาหน่วยจ าหน่ายไฟฟ้ามีแนวโน้มและฤดูกาล
เป็นส่วนประกอบ ดังน้ันตัวแบบท่ีเหมาะสมในการพยากรณ์ 
คือ ตัวแบบ SARIMA การใช้ตัวแบบจะต้องระบุอันดับ (p,d,q) 
และอันดับ (P,D,Q)s ในงานวิจัยน้ีผู้วิจัยใช้โปรแกรมภาษาอาร์ 
ซ่ึงมีฟังก์ชัน auto.arima () ซ่ึงอยู่ใน Package “forecast” 
ส าหรับก าหนดอันดับ (p,d,q) และอันดับ (P,D,Q)s ท่ีเหมาะสม
ต่อไป 3) ประมาณค่าพารามิ เตอร์และตรวจสอบความ
เหมาะสมของตัวแบบ เมื่อได้ตัวแบบท่ีเหมาะสมก่อนท่ีจะน า
ตัวแบบไปใช้ในการพยากรณ์จะต้องมีการวินิจฉัยตัวแบบ 
(Diagnostics Checking) ซ่ึงมีท้ังหมด 4 ข้อ คือ 3.1) ทดสอบ
ความคลาดเคลื่อนมีค่าเฉลี่ยเท่ากับศูนย์ โดยใช้สถิติทดสอบ t-
test 3.2) ทดสอบความคลาดเคลื่อนมีการแจกแจงแบบปกติ
โดยใช้สถิติทดสอบ Kolmogorov – Sminov 3.3) ทดสอบ
ความเป็นอิสระกันของความคลาดเคลื่อนโดยใช้สถิติทดสอบ 
Ljung – Box Q- statistics 3.4) ความคาดเคลื่อนมีความ
แปรปรวนคงที่โดยพิจารณาจากการพล๊อตกราฟดูลักษณะการ
กระจายระหว่างความคลาดเคลื่อนกับค่าพยากรณ์หากกราฟมี
การกระจายไม่มีรูปแบบแสดงว่าความคลาดเคลื่อนมีความแปรปรวน
คงท่ี 4) น าตัวแบบท่ีเหมาะสมไปใช้ในการพยากรณ์ล่วงหน้า
ต่อไป  

 

2.5. ซัพพอร์ตเวกเตอร์รีเกรสชัน  
ซัพพอร์ ตเวกเตอร์ รี เกรสชั น ( Support vector 

Regression : SVR) เป็นวิธีการพยากรณ์วิธีหน่ึงที่มีความแม่นย า
สูงและเป็นท่ีนิยมอย่างมากและมีการใช้อย่างแพร่หลาย [8], 
[13], [19]  เสนอโดย Vapnik ในปี ค.ศ. 1995 ซ่ึงเป็นการ
ดัดแปลงมาจากวิธีซัพพอร์ตเวกเตอร์แมชชีน โดยใช้สมการ
ไฮเปอร์เพลนเป็นสมการพยากรณ์ข้อมูลท่ีเป็นเลขจ านวนจริง 

หลักการคือจะลดความเสี่ยงเชิงโครงสร้างให้มีค่าต่ าท่ีสุด ด้วย
กระบวนการปรั บรู ปแบบของข้ อ มู ล ท่ีมี มิ ติ ต่ า  ( Low 
dimension data set) บนพื้นท่ีข้อมูลน าเข้า (Input space) 
ให้อยู่ในรูปแบบของข้อมูลท่ีมีมิติสูง (High dimension data 
set) บนพื้นท่ีข้อมูลคุณลักษณะ (Feature space) โดยใช้
ฟังก์ชันในการปรับรูปแบบข้อมูลเรียกว่า ฟังก์ชันเคอร์เนล 
(kernel function)  โดยมสีมการพยากรณ์ดังสมการท่ี (10)  

 

bxwxf T  )()(                     (10)  
 

เมื่อ w  น้ าหนักของเวกเตอร์ และ b  คือ ความคลาด
เคลื่อนของเส้นถดถอยการก าหนดค่าของ w  และ b  ท าได้
โดยการหาค่าต่ าสุดจากสมการที่ (11) 
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การใช้เทคนิค SVR ท านายค่าเอาท์พุตจากอินพุต
เวกเตอร์ จะมีการสร้างท่อเอปซิลอน (Epsilon tube) โดยใช้
ฟังก์ชันสูญเสีย  ( Loss function)  ในหลายรูปแบบ เช่น 
Quadratic, Laplacian, Huber แ ล ะ  - insensitive แ ต่ ท่ี
นิ ยม ใช้ คื อ  - insensitive ท่ีน า เ สนอ โดย  Vapnik [ 27] 
เ น่ืองจากเป็นฟังก์ชันสูญเสีย ท่ีนิยมใช้ ในงานวิจัยอย่าง
แพร่หลาย เช่น งานวิจัยของ Yashlan & Bican [13] ได้
ประยุกต์ใช้ฟังก์ชันการสูญเสียแบบ  -insensitive เพื่อใช้ใน
การพยากรณ์การใช้พลังงานไฟฟ้าของประเทศจีน เป็นต้น 
ฟังก์ชันการสูญเสียแบบ  -insensitive สามารถแสดงได้ดัง
สมการท่ี (12) 
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ก าหนดให้  i  และ *

i แทนตัวแปรท่ีท าให้ เกิดค่า
คลาดเคลื่อน (Slack variable) และอยู่ห่างจากระยะขอบของ
เอปซิลอน ( -tube) ดังรูปท่ี 4 
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Figure 4 Boundary of Support Vector Regression. [13]

การเพิ่มตัวแปร i และ *

i ซ่ึงเป็นการวัดส่วน
เบี่ยงเบนท้ังหมดของชุดฝึกสอนท่ีอยู่นอกขอบระนาบหรือ
คลาดเคลื่อนของข้อมูลจากขอบระนาบบนและล่าง ดังน้ันการ
เพิ่ม i และ *

i จะท าให้สมการท่ี (11) ถูกแปลงให้อยู่ใน
เงื่อนไขบังคับ (Constrained) ดังสมการท่ี (13)  
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การแก้ปัญหาของสมการท่ี 13 โดยมีเงื่อนไขตาม
สมการท่ี 14 ปัญหาน้ีสามารถแก้ได้โดยแปลงเป็นปัญหาควบคู่ 
(Dual Problem) ด้วยตัวคูณลากรองจ์ (Lagrange multipliers) 
แสดงดังสมการท่ี 15 และ เงื่อนไขข้องบังคับดังสมการท่ี 16  
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เมื่อ ,i jx x คือ ข้อมูลอินพุต
*,i i  คือ ตัวคูณ

ลากรองจ์ C คือ ค่าคงท่ี N คือ จ านวนซัพพอร์ตเวกเตอร์ซ่ึงมี

อินพุตเป็นซัพพอร์ตเวกเตอร์  จะมี 0*,
ii

 ส่วนอินพุต

เวกเตอร์ท่ีมิใช่ซัพพอร์ตเวกเตอร์ จะมี 0*,
ii

 และ

หลังจากท่ีค านวณค่า i  และ 
*

i
 จากชุดข้อมูลชุดท่ี 1 

ดังน้ันเราสามารถสร้างสมการ SVR เพื่อใช้ท านายค่าเอาท์พุต
จากอินพุตเวกเตอร์ได้ดังสมการท่ี 17 

*
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เมื่อ i  และ
*

i คือ ตัวคูณลากรองจ์ , ( , )ik x x

คือ เคอร์เนลฟังก์ชันท่ีใช้ในการแปลงข้อมูลให้มีมิติท่ีสูงขึ้น 
(High dimensional feature space) โดยเคอร์เนลฟังก์ชันท่ี
นิยมใช้ในวิธีซัพพอร์ตเวกเตอร์รีเกรสชัน เช่น  

1) ลีเนียร์เคอร์เนล (Linear Kernel) 
( , ) T

i ik x x x x    
2) โพลีโนเมียลเคอร์ เนล (Polynomial kernel)

( , ) (1 . )d

i ik x x x x     
3) เกาส์เชียนเคอร์เนล (Gaussian (RBF) kernel ) 

2
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.
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2

i

i

x x
k x x


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และ b  คือ ความคลาดเคลื่อน (bias) ตัวแบบ 
ซัพพอร์ตเวกเตอร์รีเกรสชัน ท่ีใช้ในงานวิจัยน้ีเขียนขึ้นจาก
โปรแกรมภาษาอาร์ ด้วยฟังก์ชัน svm () ในแพกเกจช่ือ e1071 
ซ่ึงได้รับการพัฒนาและถูกประยุกต์ใช้ในงานวิจัยอย่างแพร่หลาย 
โดยการจัดเรียงข้อมูลอนุกรมเวลาให้อยู่ในรูปแบบสมการ
ถดถอยจ านวน m  คอลัมน์ดังรูปท่ี 5 ซ่ึงเป็นข้อมูลย้อนหลัง
ตั้งแต่คอลัมน์ท่ี 1 ถึงคอลัมน์ท่ี 1m  เป็นข้อมูลป้อนเข้า 
( Input data) และคอลัมน์ ท่ี m  เป็นคอลัมน์เป้าหมาย 
(Target data) เพื่อให้ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน
เรียนรู้และสร้างฟังก์ชันการท านายจากคุณลักษณะของข้อมูล
ท่ีใช้ในการเรียนรู้ของตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน 
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Figure 5 Data formatting for support vector regression model 
เพื่อให้การอธิบายผลการวิจัยมีความกระชับจึงใช้

สัญลักษณ์ SVR ( )m แทน ตัวแบบซัพพอร์ตเวกเตอร์รีเกรส
ชันท่ีถูกจัดเรียงในรูปแบบใหม่จ านวน m คอลัมน์ โดย
งานวิจัยน้ีเลือกใช้จ านวนคอลัมน์ตั้งแต่ 2 ถึง 12 คอลัมน์ ซ่ึง
เหตุผลท่ีเลือกใช้จ านวนไม่เกิน 12 คอลัมน์ เนื่องจากผู้วิจัยเก็บ
ข้อมูลเป็นรายเดือนจ านวนคาบเวลาใน 1 ฤดูกาลเท่ากับ 12 
คาบเวลาตามรอบปฏิทินและเพื่อไม่ให้ใช้ข้อมูลย้อนหลังหลาย
ช่วงเวลามากจนเกินไปในการพยากรณ์ค่าในอนาคตเพียงค่า
เดียวส าหรับการสร้างและพิจารณาตัวแบบซัพพอร์ตเวกเตอร์รี
เกรสชันท่ีเหมาะสม [21] นอกจากน้ี การปรับค่าพารามิเตอร์
ของตัวแบบจะอาศัยการค้นหาแบบกริด (Grid search) ด้วย
การเพิ่มค่าขึ้นท่ีละหน่วย เพื่อให้ได้ตัวแบบท่ีเหมาะสมท่ีสุด  

2.6 ตัวแบบผสมด้วยวิธีเชิงประจักษ์ร่วมกับ
วิธีบ๊อก-เจนกินส์และวิธีซัพพอร์ตเวกเตอร์รีเกรซชัน 

จากวิธีการพยากรณ์โดยใช้ตัวแบบ SARIMA และตัว
แบบ SVR ข้างต้นจะเห็นได้ว่าเป็นวิธีการพยากรณ์ท่ีเหมาะกับ
การพยากรณ์ข้อมูลอนุกรมเวลาต่างกันกล่าวคือตัวแบบ  

SARIMA เหมาะส าหรับการวิเคราะห์อนุกรมเวลาท่ีเป็นเชิง
เส้นตรง ส่วนตัวแบบ SVR เป็นตัวแบบท่ีใช้ได้ดีกับข้อมูล
อนุกรมเวลาท่ีไม่เป็นเชิงเส้นตรง ด้วยเหตุน้ีการศึกษาวิจัยครั้ง
น้ีผู้วิจัยได้น าเสนอตัวแบบผสมด้วยวิธีการเชิงประจักษ์ร่วมกับ
ตัวแบบ SARIMA และวิธีซัพพอร์ตเวกเตอร์รีเกรสชัน ดังรูปท่ี 6
จากรูปท่ี 6 สามารถอธิบายรายละเอียดตัวแบบผสม EMD – 
SARIMA – SVR ได้ดังนี้  

ขั้นตอนท่ี 1 วิเคราะห์ข้อมูลโดยใช้เทคนิคอนุกรม
เวลาเชิงประจักษ์ เพื่อแยกองค์ประกอบของอนุกรมเวลา
ต้นฉบับให้อยู่ในรูปของชุดฟังก์ชันภายใน (Intrinsic Mode 
Functions : IMFs) และค่าความคลาดเคลื่อน  

ขั้นตอนท่ี 2 หาค่าเฉลี่ยของข้อมูลอนุกรมเวลาของ
ชุดฟังก์ชันภายใน โดยไม่รวมค่าความคลาดเคลื่อน  

ขั้นตอนท่ี 3 น าข้อมูลอนุกรมเวลา tY  ลบด้วย
ค่าเฉลี่ยของข้อมูลอนุกรมเวลาของชุดฟังก์ชันภายในเพื่อเป็น
การก าจัดความถี่ของข้อมูลกรมเวลาท่ีไม่เป็นเชิงเส้นและมี
ลักษณะการเคลื่อนไหวไม่คงที่

 
Figure 6 The Flowchart of the proposed hybrid EMD – SARIMA – SVR forecasting system. 
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ขั้นตอนท่ี 4 น าข้อมูลท่ีก าจัดความถี่ไปสร้างสมการ
พยากรณ์โดยใช้ ตัวแบบ SARIMA ดังสมการท่ี 4-9 เพื่ออธิบาย
ลักษณะข้อมูลแบบไม่ เป็นเชิง เส้นตรง เมื่อได้ตัวแบบท่ี
เหมาะสมแล้วจากน้ันพยากรณ์ล่วงหน้าหน่ึงช่วงเวลา ดัง
สมการท่ี (18)  

 

ˆ ( , , ,..., )1 1 2 1t t t tL f Y Y Y Y     (18) 
 

เมื่ อ  ˆ 1tL   คือ ค่าพยากรณ์ข้อมูล ท่ีมีลักษณะ
ความสัมพันธ์แบบเชิงเส้นตรง ณ เวลาท่ี t+1 

ขั้นตอนท่ี 5 หาค่าส่วนเหลือจากสมการท่ี 5 โดย

การน าค่าจริง ( tY ) ลบด้วยค่าพยากรณ์ ( ˆ 1tL  ) เพื่อสร้าง
ฟังก์ชันความสัมพันธ์ไม่เป็นเส้นตรงส าหรับอธิบายลักษณะ
ความสัมพันธแ์บบไม่เป็นเส้นตรงของส่วนเหลือที่ได้จากตัวแบบ 
SARIMA ท่ีเหมาะสม ซ่ึงการสร้างสมการพยากรณ์ ดังกล่าว
ผู้วิจัยจะใช้ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน โดยแปลงส่วน

เหลือให้เป็นชุดข้อมูล  ( , )
1


n

i i i
D x y ตามหัวข้อท่ี 5 จากน้ัน

พยากรณ์ค่าข้อมูลท่ีมีความสัมพันธ์ไม่เป็นเชิงเส้นตรงหน่ึง
ช่วงเวลาดังสมการท่ี (19) 
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เมื่อ ˆ 1tN   คือ ค่าพยากรณ์ข้อมูลท่ีมีลักษณะ
ความสัมพันธ์แบบไม่เชิงเส้นตรง ณ เวลาท่ี t+1 

ขั้นตอนท่ี 6 น าผลการพยากรณ์ค่าข้อมลูแบบเชิง
เส้นตรงและไม่เป็นเส้นตรงท่ีได้จากสมการท่ี (18) และ (19) รวมกัน
แบบความสัมพันธ์เชิงบวก เพื่อหาค่าพยากรณ์ของขอ้มูลอนุกรม
เวลาดังสมการท่ี (20)  

ˆ ˆ ˆ1 1 1 1t t t tY L N         (20) 

ˆ 1tY   คือ ค่าพยากรณ์ข้อมูลอนุกรมเวลา ณ เวลาท่ี t+1 

ˆ 1tL   คือ ค่าพยากรณ์ข้อมูลท่ีมีลักษณะความสัมพันธ์ 
แบบเชิงเส้นตรง ณ เวลาท่ี t+1 

ˆ 1tN   คือ ค่าพยากรณ์ข้อมูลท่ีมีลักษณะความสัมพันธ์
แบบไม่เชิงเส้นตรง ณ เวลาท่ี t+1 

1t   คือ ความคลาดเคลื่อน ณ เวลาท่ี t+1 
 
 

2.7 เกณฑ์การประเมินประสิทธิภาพของตัวแบบ  
 การประเมินประสิทธิภาพของตัวแบบเพื่อวัดความ

ผิดพลาดเชิงปริมาณ เพื่ออธิบายความสามารถในการให้ค่า
พยากรณ์ท่ีถูกต้องและเหมาะสมในการอธิบายข้อมูลอนุกรม
เวลา โดยใช้เกณฑ์ที่ใช้ส าหรับการวัดประสิทธิภาพของตัวแบบ
การพยากรณ์ในงานวิจัยน้ีมีด้วยกันท้ังหมด 5 เกณฑ์ ดังนี้  

7.1 ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย 
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7.2 รากของความคลาดเคลื่อนก าลังสองเฉลี่ย  
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7.3 ร้อยละความคลาดเคลื่อนสัมบูรณ์เฉลี่ย  
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7.4 เปอร์เซ็นต์ของมัธยฐานความคลาดเคลื่อนสัมบูรณ์  
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7.5 เปอร์เซ็นต์ของความคลาดเคลื่อนสัมบูรณ์เฉลี่ยแบบ
สมมาตร  
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โดยท่ีค่า MAE, RMSE , MAPE, MdAPE และ sMAPE ยิ่ง
น้อยก็ยิ่ง แสดงว่า ตัวแบบมีประสิทธิภาพสูง  
 

3. ผลการวิจัย  
 3.1 ผลการวิเคราะห์ข้อมูลค่าสถิติพื้นฐาน  
ผลการวิเคราะห์ค่าสถิติพื้น พบว่า ปริมาณหน่วย

จ าหน่ายไฟฟ้าประเภทบ้านอยู่อาศัยโดยเฉลี่ยต่อเดือน เท่ากับ 
2201.319 ล้านหน่วยต่อเดือน ส่วนเบี่ยงเบนมาตรฐานเท่ากับ 
440.973 ล้านหน่วยต่อเดือน โดยมีหน่วยจ าหน่ายไฟฟ้าสูงสุด
เท่ากับ 3556.2 ล้านหน่วยต่อเดือน และ ต่ าสุด 1406.59    
ล้านหน่วยต่อเดือน รายละเอียดดังตารางที่ 1 

Table 1 Basic statistics of the electricity distribution units for residents’ houses 
data Number Mean Std. Max. Min. Median 

All sample 137 2201.319 440.973 3556.2 1406.59 2165.5 
Training 108 2068.427 370.0976 3233.3 1406.59 2012.37 
Testing 29 2696.226 315.0829 3556.2 2069.01 2733.45 
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3.2 ผลการวิเคราะห์ตัวแบบพยากรณ์อย่างง่าย  
เน่ืองจากตัวแบบอย่างง่ายเป็นตัวแบบท่ีมีฟังก์ชัน

ความสัมพันธ์ท่ีไม่ยุ่งยากและง่ายต่อการประยุกต์ใช้ โดยอาศัย
ข้อมูลท่ีทราบในปัจจุบันเป็นค่าพยากรณ์ของช่วงเวลาถัดไป 
โดยใช้สมการท่ี (1) ผู้วิจัยประยุกต์ใช้โปรแกรมภาษาอาร์        
มีฟังก์ชัน snaive () ซ่ึงอยู่ใน Package “forecast” ผลการ
วิเคราะห์ข้อมูลแสดงดังตารางท่ี 4  

3.3 ผลพยากรณ์โดยใช้วิธีบอ๊ก–เจนกนิส์  
3.3.1 จากการพิจารณาข้อมูลอนุกรมเวลา

หน่วยจ าหน่ายไฟฟ้าประเภทบ้านอยู่อาศัยมีลักษณะไม่คงที่
โดยการพิจารณาจากกราฟ (รูปท่ี1) ซ่ึงพบว่ากราฟมีแนวโน้ม
เป็นส่วนประกอบมีลักษณะการกระจายไม่สม่ าเสมอลักษณะ

ของกราฟบานออกเป็นปากแตรแสดงว่าข้อมูลมีลักษณะ 
ไม่คงท่ี สอดคล้องกับผลการทดสอบความคงท่ีของข้อมูลด้วย 
Augmented Dickey – Fuller (ADF = -0.0792, p-value = 0.588) 
จึงสรุปได้ว่าข้อมูลชุดน้ีมีลักษณะไม่คงท่ี น้ันคือมีค่าเฉลี่ยไม่คงท่ี
และความแปรปรวนไม่คงท่ี เมื่อทราบว่าข้อมูลมีลักษณะไม่
คงที่ ผู้วิจัยจึงท าการแปลงข้อมูลโดยการหาลอการิทึมก่อนแล้ว
จึงหาผลต่างของชุดข้อมูลก่อนน าไปสร้างตัวแบบ SARIMA และ
ท าการทดสอบความคงท่ีของข้อมูลด้วย Augmented Dickey – 
Fuller (-7.0434, p-value = 0.01) พบว่า ข้อมูลมีลักษณะ
คงท่ี แสดงดังรูปท่ี 7 ซ่ึงเป็นข้อมูลท่ีมีลักษณะคงที่แล้วจากน้ัน
น าไปใช้ในการก าหนดตัวแบบในล าดับต่อไป  
 
 

 
Figure 7 Difference log transform data to make data stationary on both mean and variance. 

 

3.3.2 ก าหนดรูปแบบของตัวแบบ SARIMA 
ต้องระบุอันดับ (p,d,q)และอันดับ (P,D,Q)s ซ่ึงโปรแกรมภาษา
อาร์ มีฟังก์ชัน auto.arima() ซ่ึงอยู่ใน Package “forecast” 
ส าหรับก าหนดอันดับ (p,d,q) และอันดับ (P,D,Q)s ท่ีเหมาะสม 
ผลจากการใช้ฟังก์ชัน auto.arima() ก าหนดรูปแบบของตัวแบบ
ของ SARIMA ผลการวิเคราะห์ข้อมูล พบว่า ตัวแบบท่ีเหมาะสม
ส าหรับการพยากรณ์หน่วยจ าหน่ายไฟฟ้าประเภทบ้านอยู่อาศัย 
คือ SARIMA(1,0,0)(0,1,1)12 ไม่มีพจน์ค่าคงท่ี โดยมีคาบเวลา 
1 ฤดูกาลเท่ากับ 12 ( S =12) สามารถประมาณค่าสัมประสิทธิ์ 

AR1( 1̂ ) เท่ากับ 0.571 (Z =6.714**,p=<0.00) และ SAR1 (

1̂ ) เท่ากับ -0.589 (Z =-5.915**, p= < 0.00) ตามล าดับ 
 
 
 

3.3.3 การตรวจสอบความเหมาะสมของตัว
แบบ โดยพิจารณาตามข้อตกลงเบื้องต้นของตัวแบบ SARIMA 
ซ่ึงมีท้ังหมด 4 ข้อ ได้แก่ 1) ความคลาดเคลื่อนมีค่าเฉลี่ยเท่ากับศูนย์  
ผลการตรวจสอบ พบว่า ค่าเฉลี่ยความคลาดเคลื่อนมีค่าเท่ากับ 
0  (t-test = 0.1656, p-value = 0.6783) 2) ความคลาดเคลื่อนมี
การแจกแจงแบบปกติ ผลการตรวจสอบ พบว่า ความคลาดเคลื่อน
มีการแจกแจงแบบปกติ (KS –value = 0.1148, p-value = 
0.1157) 3) ความคลาดเคลื่อนเป็นอิสระต่อกัน โดยใช้ Ljung 
– Box Q-statistics พบว่า ความคลาดเคลื่อนเป็นอิสระต่อกัน 
(Q-statistics = 12.16, p-value = 0.8638) (ดังตารางท่ี 2) 
และ 4) ความคลาดเคลื่อนมีค่าความแปรปรวนคงท่ี (ดังรูปท่ี 8) ซ่ึง
พบว่า ความคลาดเคลื่อนมีค่าความแปรปรวนคงท่ี (พิจารณา
จากกราฟ ACF) เน่ืองจากความคลาดเคลื่อนมีการกระจาย
คงท่ีรอบค่าใดค่าหน่ึง ดังน้ันสามารถสรุปได้ว่าตัวแบบท่ีได้มี
ความเหมาะสมท่ีจะน าไปพยากรณ์  
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Table 2 Examining the basic assumption of the SARIMA model 

 model 

The mean error  
value is 0 

The error value is 
normal distribution 

The errors  
are dependent 

t-value p-value KS -value p-value Ljung – Box  
Q-statistics p-value 

SARIMA(1,0,0)(0,1,1)12 0.1656 0.6783 0.1148 0.1157 12.16 0.8638 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 8 Residuals from the fitted SARIMA (1,0,0) (0,1,1)12 model for the electricity distribution units for resident s’ houses data. 
 

3.4 ผลการพยากรณ์โดยใช้วิธีซัพพอร์ตเวกเตอร์รีเกรส
ชัน 

การสร้างตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันผู้วิจัย
ด าเนินการเขียนโปรแกรมโดยใช้โปรแกรมภาษาอาร์ซ่ึงมีฟังก์ชัน 
svm ( ) ในแพกเกจชื่อ e1071 ท่ีเผยแพร่โดย Meyer และ 
คนอื่น ๆ [28] ก่อนท่ีจะน า SVR ไปใช้กับการพยากรณ์อนุกรม
เวลาผู้วิจัยได้ปรับชุดข้อมูลให้อยู่ในรูปแบบของอินพุตเวกเตอร์

และทาร์เก็ต(  n
iii

yxD
1

 ),( ) ตามตัวแบบท่ีน าเสนอใน

ขั้นตอนท่ี 2.3 เ น่ืองจากอนุกรมเวลาท่ีใช้ ในการศึกษามี
คาบเวลาเป็นรายเดือนและจ านวนคาบเวลาใน 1 ฤดูกาล
เท่ากับ 12 คาบเวลาตามรอบปฏิทิน ดังน้ันผู้วิจัยจึงเลือก
อินพุตเวกเตอร์ เป็นค่าสังเกตย้อนหลัง 12 คาบเวลาจาก 
ค่าพยากรณ์  

การสร้ า งตั วแบบ SVR จะต้ องมีก ารก าหนด 
เคอร์เนลฟังก์ชันและก าหนดค่าพารามิเตอร์ ท่ีเหมาะสม 
งานวิจัยน้ีใช้ฟังก์ชัน tune () ค้นหาเคอร์เนลฟังก์ชันและ
ก าหนดค่าพารามิเตอร์ท่ีเหมาะสม โดยฟังก์ชัน tune () จะ
ค้นหาค่าท่ีเหมาะสมแบบกริดเสิร์จ (Grid search) ตลอดช่วง
ของพารามิเตอร์ท่ีก าหนดไว้งานวิจัยน้ีก าหนดค่าไว้ท่ี 0 -1 และ
ให้เพิ่มค่อย ๆ เพิ่มค่าท่ีละ 0.001 และก าหนดค่า Cost ไว้ท่ี      

1-16 และประเมินความเหมาะสมด้วยการวัดค่า MSE (Mean 
Square Error) ผลลัพธ์การค้นหาเคอร์เนลฟังก์ชันท่ีเหมาะสม
จากฟังก์ชัน tune () พบว่า เคอร์ เนลแบบเรเดียลเบซิส 
( Radial Basis Function: RBF)  เ ป็ น เ คอ ร์ เ น ล ฟั ง ก์ ชั น ท่ี
เหมาะสมในการน าไปใช้พยากรณ์หน่วยจ าหน่ายไฟฟ้า
ประเภทบ้านอยู่อาศัยของประชาชน การใช้เคอร์เนลแบบ
เรเดียลเบซิสจะต้องมีการก าหนดค่าพารามิเตอร์ Cost, 
และ   ผลจากการใช้ฟังก์ชัน tune () ได้ค่าท่ีเหมาะสม คือ 
Cost = 1,  = 0.147 และ   = 0.0833 ตามล าดับ เมื่อได้
เคอร์เนลฟังก์ชันและค่าพารามิเตอร์ท่ีเหมาะสม ผู้วิจัยได้
ด าเนินการน าค่าดังกล่าวไปใช้ในการพยากรณ์เพื่อเปรียบเทียบ
ตัวแบบและเลือกตัวแบบท่ีเหมาะสมในการพยากรณ์หน่วย
จ าหน่ายไฟฟ้าประเภทบ้านอยู่อาศัยของประชาชนต่อไป (ดัง
ตารางท่ี 4) 

3.5 ตัวแบบผสมด้วยวิธีเชิงประจักษ์ร่วมกับวิธี 
บ๊อก-เจนกินส์และวิธีซัพพอร์ตเวกเตอร์รีเกรซชัน 

3.5.1 ท าการวิเคราะห์ข้อมูลโดยใช้เทคนิค
อนุกรมเวลาเชิงประจักษ์เพื่อแยกองค์ประกอบของอนุกรม
เวลาต้นฉบับให้อยู่ในรูปของชุดฟังก์ชันภายใน ( Intrinsic 
Mode Functions: IMFs) และค่าความคลาดเคลื่อน ผลการ
วิเคราะห์ดังตารางที่ 3 และรูปท่ี 9 
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Table 3 Comparison of EMD and original data values  
Data Mean Std. Min Max 

dataset 2201.32 440.97 1406.59 3556.20 
Denoise dataset 2188.17 413.17 1434.47 3525.73 

IMF1 6.64 91.55 -306.64 245.03 
IMF2 -2.20 111.80 -230.24 216.62 
IMF3 0.97 168.48 -424.34 383.74 
IMF4 5.17 100.98 -218.87 232.76 
IMF5 -23.25 254.38 -540.52 306.58 
IMF6 25.18 74.37 -77.45 182.97 
IMF7 62.72 179.43 -198.02 370.58 
IMF8 29.95 227.38 -335.84 424.17 

Residue 2096.13 362.85 1275.54 3312.45 
aIMF 13.15 47.65 -92.25 169.61 

3.5.2 ผลการวิเคราะห์โดยใช้วิธีบ๊อก–เจน
กินส์ เมื่อก าจัดความถี่ของข้อมูลกรมเวลาท่ีไม่เป็นเชิงเส้นและ
มีลักษณะการเคลื่อนไหวไม่คงท่ีออกเรียบร้อยแล้วก่อนท่ีจะไป
หาตัวแบบ SARIMA ท่ีเหมาะสม ผลการวิเคราะห์ข้อมูล พบว่า ตัว
แบบท่ีเหมาะสม คือตัวแบบ SARIMA(1,0,1)(1,1,2)12 ไม่มีเทอม
ค่าคงท่ี ผู้วิจัยน าตัวแบบดังกล่าวท าพยากรณ์ เพื่อหาค่า
พยากรณ์ข้อมูลท่ีมีลักษณะความสัมพันธ์แบบเชิงเส้นตรง ณ 
เวลาท่ี t+1 แล้วน าค่าจริงมาลบค่าพยากรณ์ข้อมูลท่ีมีลักษณะ
ความสัมพันธแ์บบเชิงเส้นตรงจะได้ส่วนเหลือ จากน้ันน าค่าส่วน
เหลือไปพยากรณ์โดยใช้ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน 
ตามขั้นตอนของการสร้างตัวแบบผสม (ขั้นตอนท่ี 6) การ
พยากรณ์ค่าส่วนเหลือผู้วิจัยจะท าการแปลงข้อมูลให้อยู่ใน

รูปแบบของอินพุตเวกเตอร์และทาร์เก็ต (  n
iii

yxD
1

 ),( ) 

ตามตัวแบบท่ีน าเสนอในขั้นตอนท่ี 2.3 เนื่องจากอนุกรมเวลาท่ี
ใช้ในการศึกษามีคาบเวลาเป็นรายเดือนและจ านวนคาบเวลา
ใน 1 ฤดูกาลเท่ากับ 12 คาบเวลาตามรอบปฏิทิน จากน้ันใช้

ฟังก์ชัน tune () ค้นหาเคอร์เนลฟังก์ชันและก าหนดค่าพารามิเตอร์
ท่ีเหมาะสม งานวิจัยน้ีก าหนดค่าไว้ท่ี 0 -1 และให้เพิ่มค่อย ๆ
เพิ่มค่าท่ีละ 0.001 และก าหนดค่า Cost  ไว้ ท่ี 1-16 และ
ประเมินความเหมาะสมด้วยการวัดค่า MSE (Mean Square 
Error) ผลลัพธ์การค้นหาเคอร์เนลฟังก์ชันท่ีเหมาะสมจาก
ฟังก์ชัน tune () พบว่า เคอร์เนลแบบเรเดียลเบซิส (Radial 
Basis Function: RBF) เป็นเคอร์เนลฟังก์ชันท่ีเหมาะสมใน
การน าไปใช้พยากรณ์หน่วยจ าหน่ายไฟฟ้าประเภทบ้านอยู่
อาศัยของประชาชน การใช้เคอร์เนลแบบเรเดียลเบซิสจะต้อง
มีการก าหนดค่าพารามิเตอร์ Cost,  และ   ผลจากการใช้
ฟังก์ชัน tune () ได้ค่าท่ีเหมาะสม คือ Cost = 1,  = 0.0833 
และ   = 0.892 ตามล าดับ เมื่อได้เคอร์ เนลฟังก์ชันและ
ค่าพารามิเตอร์ท่ีเหมาะสม ผู้วิจัยได้ด าเนินการน าค่าดังกล่าว
ไปใช้ในการพยากรณ์เพื่อเปรียบเทียบตัวแบบและเลือกตัว
แบบท่ีเหมาะสมในการพยากรณ์หน่วยจ าหน่ายไฟฟ้าประเภท
บ้านอยู่อาศัยของประชาชนต่อไป ผลแสดงในตารางที่ 4  
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Figure 9 EMD components of electricity distribution units for residents’ houses dataset of experiment. 

 
Table 4 Comparison between different actual and forecasted of hybrid model and univariate model 

 Months / 
Year 

electricity 
distribution units 

Naïve SARIMA SVR(12) 
EMD-SARIMA-

SVR(12) 

Jan 2560 2304.37 2276.29 2235.74 2321.288 2166.98 
Feb 2560 2069.01 2030.88 2113.55 2281.77 2052.18 
Mar 2560 2672.77 2571.12 2720.85 2517.425 2677.53 
Apr2560 2777.48 2930.48 2957.86 2602.47 2875.21 
May 2560 2985 3233.3 3232.34 2679.595 3160.69 
Jun 2560 2737.79 2716.09 2902.34 2712.624 2875.94 
Jul 2560 2733.45 2619.76 2844.33 2645.746 2806.95 
Aug 2560 2774.81 2685.85 2804.08 2683.271 2720.37 
Sep 2560 2715.63 2569.31 2706.45 2646.193 2629.05 
Oct 2560 2710.59 2593.34 2753.56 2604.595 2672.59 
Nov 2560 2445.83 2389.31 2602.84 2505.662 2589.40 
Dec 2560 2402.64 2311.74 2524.50 2429.432 2511.96 
Jan 2561 2222.01 2276.29 2408.65 2419.024 2310.21 
Feb 2561 2165.5 2030.88 2259.46 2324.303 2133.19 
Mar 2561 2740.76 2571.12 2895.85 2548.303 2792.82 
Apr 2561 2811.77 2930.48 3140.17 2626.356 3034.73 
May 2561 2970.28 3233.3 3426.61 2675.539 3345.23 
Jun 2561 2812.79 2716.09 3074.24 2620.227 3025.90 
Jul 2561 2857.32 2619.76 3011.38 2621.032 2936.02 
Aug 2561 2775.3 2685.85 2967.97 2635.667 2860.14 
Sep 2561 2640.44 2569.31 2864.19 2618.986 2763.95 
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Table 4 Comparison between different actual and forecasted of hybrid model and univariate model 
(Continue)

Months / Year 
electricity 

distribution units 
Naïve SARIMA SVR(12) 

EMD-SARIMA-
SVR(12) 

      
Oct 2561 2858.07 2593.34 2913.79 2582.397 2802.06 
Nov 2561 2610.08 2389.31 2754.17 2504.196 2691.40 
Dec 2561 2606.71 2311.74 2671.19 2452.368 2607.85 
Jan 2562 2519.72 2276.29 2548.57 2408.592 2409.36 
Feb 2562 2410.78 2030.88 2390.69 2391.025 2209.73 
Mar 2562 3031.67 2571.12 3064.03 2520.025 2903.77 
Apr 2562 3271.79 2930.48 3322.52 2546.561 3182.06 
May 2562 3556.2 3233.3 3625.60 2498.065 3512.46 

 MAE 171.316 129.061 203.864 105.443 
 RMSE 205.090 164.543 299.252 130.400 
 MAPE 6.187% 4.768% 7.075% 3.899% 
 MdAPE 5.389% 4.553% 5.921% 3.188% 
 sMAPE 6.398 4.602% 7.491% 3.850% 

 
4. สรุปและข้อเสนอแนะ 

จากผลการทดลองใช้ตัวแบบการพยากรณ์ท้ัง 4 ตัว
แบบ จากตารางที่ 4 พบว่า ตัวแบบอนุกรมเวลาเชิงเดี่ยวท้ัง 3 
ตัวแบบ ได้แก่ ตัวแบบอย่างง่าย ตัวแบบ SARIMA และตัวแบบ         
ซัพพอร์ตเวกเตอร์รีเกรสชัน ต่างก็มีประสิทธิภาพท่ีดีในแต่ละ
เกณฑ์การวัดประสิทธิภาพการพยากรณ์แตกต่างกัน ตัวแบบ 
SARIMA มีประสิทธิภาพดีกว่าตัวแบบอย่างง่าย และตัวแบบ
ซัพพอร์ตเวกเตอร์รีเกรสชันตามเกณฑ์การวัดประสิทธิภาพ  
ซ่ึงบ่งชี้ว่า การใช้ตัวแบบ SARIMA ส าหรับการพยากรณ์ข้อมูล
อนุกรมเวลาท่ีเป็นเชิงเส้นตรงจะมีประสิทธิภาพดีกว่าตัว
แบบอย่างง่าย และตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันใน
ท านองเดียวกันหากพิจารณาตัวแบบอย่างง่ายเทียบกับตัวแบบ       
ซัพพอร์ตเวกเตอร์รี เกรสชัน พบว่า ตัวแบบอย่างง่ายให้
ประสิทธิภาพดีกว่าตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันทุก
เกณฑ์การวัดเช่นเดียวกัน แต่อย่างไรก็ตามตัวแบบผสมระหว่าง 
ตัวแบบ SARIMA และตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันโดยมีการ
กรองข้อมูลโดยใช้วิธีการเชิงประจักษ์เพื่อลดความถี่ของข้อมูล
ก่อนน าไปใช้วิธีการพยากรณ์ พบว่า ตัวแบบผสมสามารถให้
ประสิทธิภาพการพยากรณ์ดีทุกเกณฑ์การวัดประสิทธิภาพ    
ซ่ึงบ่งชี้ว่า การประยุกต์ใช้จุดเด่นและประสิทธิภาพในการ
อธิบายลักษณะความสัมพันธ์ของข้อมูลแบบเชิงเส้นตรงของ  
ตัวแบบ SARIMA และจุดเด่นของตัวแบบซัพพอร์ตเวกเตอร์       
รีเกรสชันส าหรับพยากรณ์ข้อมูลท่ีมีลักษณะสัมพันธ์ท่ีไม่เป็น
เชิงเส้นตรงของส่วนเหลือท่ีได้จากตัวแบบ SARIMA สามารถท่ี
ให้ค่าพยากรณ์ท่ีใกล้เคียงกับค่าจริงมากท่ีสุดเมื่อเปรียบเทียบ

กับตัวแบบท่ีเหลือ ซ่ึงผลการวิจัยท่ีได้สอคล้องกับงานวิจัยท่ี
อ้างอิง โดยบ่งชี้ว่าตัวแบบผสมมีประสิทธิภาพดีกว่าตัวแบบ
อนุกรมเวลาเชิงเดี่ยว จึงสามารถกล่าวได้ว่าตัวแบบผสมท่ี
พัฒนาขึ้นโดยใช้การกรองข้อมูลด้วยวิธีการเชิงประจักษ์ก่อน
น าไปพยากรณ์ด้วยตัวแบบ SARIMA และตัวแบบซัพพอร์ต
เวกเตอร์รีเกรสชันเป็นตัวแบบท่ีเหมาะสมและสามารถน าไป
ประยุกต์ใช้การพยากรณ์ข้อมูลอนุกรมเวลาต่าง ๆ เพื่อช่วยใน
การตัดสินใจได้อย่างมีประสิทธิภาพตามล าดับ 

ข้อเสนอแนะในการเลือกใช้ตัวแบบส าหรับการ
พยากรณ์ จากการประเมินประสิทธิภาพของตัวแบบอนุกรม
เวลาเชิงเดี่ยวท้ัง 3 ตัวแบบ ตัวแบบ SARIMA เป็นตัวแบบการ
พยากรณ์ท่ีเหมาะสมมากท่ีสุด รองลงมาคือ ตัวแบบอย่างง่าย 
และตัวแบบตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน ดังน้ันเมื่อผู้
พยากรณ์ต้องการใช้ตัวแบบการพยากรณ์อนุกรมเวลาเชิงเดี่ยว
เพื่อสะดวกในการใช้งานเบื้องต้น ควรเลือกใช้ตัวแบบ SARIMA 
และหากต้องการได้ผลการพยากรณ์ท่ีมีความถูกต้องเพิ่มมาก
ขึ้น ตัวแบบการพยากรณ์แบบผสมระหว่างตัวแบบ SARIMA 
และตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชันโดยมีการกรองข้อมูล
โดยใช้วิธีการเชิงประจักษ์เพื่อลดความถี่ของข้อมูลก่อนน าไปใช้
วิธีการพยากรณ์เป็นตัวแบบการพยากรณ์ท่ีมีประสิทธิภาพมาก
ท่ีสุด ดังน้ันการน าข้อมูลอนุกรมเวลามาพยากรณ์เพื่อช่วยใน
การตัดสินใจผู้พยากรณ์ควรเลือกใช้ตัวแบบผสมเพื่อให้ได้ค่า
พยากรณ์ใกล้เคียงกับค่าจริงมากท่ีสุด ท้ังน้ีเน่ืองจากหาก     
ค่าพยากรณ์มี ค่าใกล้ เ คียงกับค่าจริ งมากเท่าใดจะเป็น
สารสนเทศท่ีเป็นประโยชน์ประกอบการวางแผนในการ
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ตัดสินใจของผู้พยากรณ์เองหรือผู้ท่ีมีส่วนเกี่ยวข้องท่ีจะน าค่า
พยากรณ์ไปใช้ประโยชน์ต่อไป ข้อควรระวังในการน าค่า
พยากรณ์ไปใช้ประโยชน์ ถึงแม้ตัวแบบผสมจะเป็นตัวแบบท่ีมี
ประสิทธิภาพและความแม่นย ามากท่ีสุดเมื่อเทียบกับตัวแบบ
อนุกรมเวลาเชิงเดี่ยวก็ตาม การใช้ประโยชน์ควรพิจารณาให้
รอบด้านท้ังน้ีเพราะว่าข้อมูลอนุกรมเวลาชุดใด ๆ ท่ีผู้พยากรณ์
น ามาใช้ในการพยากรณ์อาจจะมีปัจจัยอื่น ๆ ท่ีเข้ามามี
ผลกระทบท าให้ค่าพยากรณ์มีความผิดพลาดได้เป็นต้น 
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