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flanunsafumesdanuilévanratszuuuy Wy n1sagudeniny msmeamaneurds nsmiside n1sdangs
#oAnnu Latent Dirichlet Allocation (LDA) Wumadandsiililunsium idfe(topic) vesdoya wazanusainns
Windsandamlssenisusuussenlngld optimization §ane3fiy 343314 Ant colony optimization Tun1susu
Mduls Fsmsdumideninienans fhazldnanlunisumaiiy §idedsUssgndld map-reduce Faduns
yeuneldaninuindouass Hadoop wdaelunisdsznanafiolfauisarauldiddunaziinisan
UszdviBnmueadane3iiu LDA wamsidenuin msUssinanayatoyasmesane3iiu LDA fiufuussaduusing ACO
fivhaulay Map-reduce firnuidrlunsuszananaiigeiy
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Addny: uimifnd Sanedfiuerandnsun nisvimilesdionnu Latent Dirichlet Allocation.
Abstract

Data mining is a method which is used to find knowledge in data. There are many techniques to find
the knowledge in text data such as document summation, latent meaning, document topics, and document
clustering. Latent Dirichlet Allocation (LDA) is an algorithm used to find hidden topics of the document, it
can improve performance b parameters tuning. We use Ant colony optimization (ACO) to optimize LDA
parameters.it takes a long time to calculate the topic from many documents. In this work, we apply a map-
reduce programming technique which works under the Hadoop environment to accurately calculate time.
The results have shown that processing documents with LDA with optimizing parameters by ACO under
Hadoop environment is obviously faster with much improved performance compared to the one without
map-reduce.

Keywords: Map-reduce, Ant colony optimization, Text mining, Latent Dirichlet Allocation.
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aeAAd1uIIINTeyalseiandeniny (text) Tu
nszvaun1sigeddmaiindug Widae wWu nns
UJssu2anNan1¥1555u¥1A (Natural language
processing) Tun1suszudanateyalszinndeniny
S weflenieiifioude n1sdumedfalaonis
1¥Sane3iudszin topic modeling

LDA (Latent Dirichlet Allocation) [1] 1uuuusiaes

oA

Audzdudmivdeyaiiliseiiies 1wy adedoya

v
=

(corpus) wuudnaesiignas1etulasduuiandn Tu

v o

1wn&19 (document) agUsgnaudiy #ade (topic)
swiusguuudu fedeamaildnssdanssans aglu
nauvasidnsitword) vasananstiug LDA légninuld
Lﬁ@mﬁu%’mm%’aga Fana3iulunisi text mining
ausaifinUszansamls Tnenisusudgendaudsi
winzas LDA fifuusildlunisdmundn Ao o uae B
FamsBondiumnzauasilildSunan1smnassiiitu
nsruaunislunisAuniafmunzauionsld
optimization algorithm Fa Ant colony optimization
(2] \Judanesfiunilsiifenldlunis optimization Tng
ACO iumsidsunuunginssulusssued veawn e
nudunislunisiunislidiunasornisuazlunis
dumaiinisuaesiilsTuulumudunsiiiiuly doun
#duq Wiumanny Alsluivaeslifasnganisdum
Eune waziunnannuidunieiifiiflsluy wavananse
Wunesendnwndsemsuasss lded1agnaes was
annsahanUszendlusnudnu text mining 161 1wy n1s
14 ACO TunnsuSurmisfimasaas LDA [3] udnns
mundaneifuldszeznaitlunisimuimuin Tunns
whitlymdunanid Sdinsussandldinadaduqidnge
W N15aAIaTtuNISAUIMIAENTZABNITAIUIN 93D
ldmatiananiunisideulusunsuidngie Jagdud
wielulaglunisdnnisdeyavuinlug (Big data) ffen
Tlunsuszananateya wavtivanatunisiuials
way Hadoop [4] Ao nsauu (frame work) fildluns
afeanmwindeslunisuszananatoyavunalugiuag
aunsanszedeyatarmsUszananaludueiesgnine
1§ uazdadl map-reduce [5] Faiduisnislunisidou
Tusunsuiiteliannsnairsdddlunsussananatoya

1AENTEUIUNTT map ALyNsAuIMLazdmadnsluds

167

o

Ui 3

o

WYY — SUIAY 2562

A52UIUNT reduce Fadunaldaiuisaudanis

Uszananalunuges |l

%
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Tuauideiaid

U

Tawauanszuaunasly 1y
Uszaradane3iiulaeld map-reduce Wrungaelunis
annatlunisawialagldaninuindenvss Hadoop
Fadunsiaunsesonannuddodiu (3] Sefiduldn
115 wWiAfimuvanvesmsiwesdmiu LDA Tasnns
14 ACO uagnaaaulaglideyauinsgiu a1n UC lu
wnauideilduiadonteendunatsdiuds
Usenousie unih finanisnuddyuecdaym wae
nauiiiededudiuiiaes uazisnsduiunside wa
N15MAaBY kazn1uAIuNIsasURanIsnaassludIu

qavy

2. TanaUnsaluazisnsiae

a v

2.1 ngufiinedes

o
av & vaw

TwanuidediidelavinnisAnwieanunisvin

Y

wilosdoyaveadoyausziantenin Fadunisium
ite 1ngadeya lnenislduuudnassiade (Topic
modelling) wagldlingquiiiioadoslunisniaii
wzay Jadudaneiudunisussalanauuungy
(Swarm Intelligence) wagldimalulagnisdnnisdeya
wualngjdedl Hadoop WWuszuundnuarlindnniadeu
TUsHNTULUU Map-reduce
Topic modeling

wuusraesiade Wunisadrsuuudianinig
nszeivesdeya et lflunsiangudeya
LLU‘UﬁTWaaaﬁﬁaﬁﬁ*ﬁugmmmmLmﬁmﬁ'jﬂuLaﬂaﬁLﬁﬂ
NNITIMFIveIaY 9 Wdedudaziideinisuan
LmmmmiwzL‘f]uﬁumﬁﬁ'iLﬁm%wawEm Alunsagiide
i
fanualst fdwdt (word) Faudumieitugiuvesdoya
g syiiendnviaadiennsainis (1,...v}
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Latent Dirichlet Allocation (LDA)

Latent Dirichlet Allocation (LDA) [1] +¥ u
wuudraesnrmtnzudmivdoyaitlideiies 1wy
adstoya wuuTiassiignairetulasfivuafadn lu
lnans axUsznause shdesmfusguuudu duhde
wianiildnszdanszans eglunduuasdidnd vesonans
thu

LDA finsguaunisdall
1.4denA1 N - Poisson (§)
2.dene1 O - Dir)

YRS

3luusaz W, 9anfdwi N

3.1 Bontda Z, — Multinomial(©)

32 tdenAan AWy W, a1n
Il I
P(W,|Zz,,B) muniaziures

o v ¢

AANTIUUAIVD

Q)

OO

o 0 w

N

Figure 1 Overview of the LDA system [1]

LDA uwansneandane3iudue fiflaanuanuisely
msdanduienansie finmsudsmsvianudu 3 44 uasd
AM3NEUILATNEG (repeat) lunsidenihde Wuna
Tenansuileq e1afiananienlesiuvans q wdeld
Optimization with Swarm intelligence

Swarm Intelligence ( SI') [6] Judsmsitldlunis
wAUgnIM19A1U Optimization laslduannisaes
N Wun1srugsvesun ua Wudu dregiemes
szuv Sl fidenldogrsunsuane fe Particle swarm
intelligence
(PSO) WuszuUTIAsuLUUNgANTIUNNTTINE VIR S
#1199 19U N1359ReT0sUN Uan ngAnTsun1adsnuves
wywd wazfuedesdofildlunsuitym optimization
wazsingnianiSsuifisuiudaneiiiudug fildlunis

wAtdguiusznnifeaiu 1y Genetic Algorithm (GA)
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[7], Simulated Annealing (SA) [8] wazdue @ Sl 3n
seuunilefidudifion fle Ant Colony Optimization
(ACO) L‘ﬂuiwuﬁLﬁﬂuLmquaﬂiiumsmmmwaa
up Al4lun1suAdwn optimization FewwrRnndnie
msdeanssywinan wazn1slsluy wWedaelunism
swwwﬁ%uﬁqmwiw%qLLasza'qmmi

Ant Colony Optimization (ACO)

Ant Colony Optimization (ACO) [2] Tusssua#
vouafinginssulunisniennis lneldndnnisdy
(Random) ilevdunidlunisiiunisludunasems
warluninAunainisudesilsTuulumudunsiiiu
U \flounsadug Wumawuilsluuiivdesliiazuge
n1sduMEUMS LaziRumanudunsilsliuuas
AsaAUNTERIUTAt N SLagSldeE g s
urag1lsiniy Li‘iais&wLaa'whulﬂ?\liﬂuuﬁagimm
Wunisaefianuidennsas lnsduniefifinisiusiu
toeillsluurzanasden ) widunmsiifiuaduniani
un WlsTuuarilanuduuintuuasiduniiezdy
Lé’umﬂﬁﬁssmmné’?uﬁqm

ACO 92Us2no U8 FIMNY (agent) 17T
sufunans i Suvisuiaiiou un Jaazdwgfingsunis
Wunialusts graph Auanslgmiiidesuily lned
N3TUIUNITENAY d03e19Ae n1ssiuliadu
(cooperation) Wagn15U5U Wasuy (adaptation) ACO
Jzfomsnudoruundal
1 Jymiideanisutly desfiaumanzauiussuy ACO
Iy 19 fosausauiuuse naansvesdynilalaeld
winananiasfuuagldndnnisudsuuvase sl
(7)

Avualiun m dieldlunisudtamni adlsluy 7}

gaamaoanuLdunI1a1n i U8 ja1ilsluuiinng

Wasuulasisil
m
k
7y < (1-p)-7y+ D Az
k=1
logAn o Aednsimisseivevesillsluy

kK & o ~ o P .
Arij Aavuaesiilsluuiieguuidunie i 1u
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fum k Todums ()
nIADU

Q e Aasil uay L, o svezmaiun k a¥1etu
Tunsmmadnivestlym unzdonaniuiilae

N3¥UIUNIHY (Stochastic mechanism) dloun k ag/lu

a01uil | wazdeanisadrwmadniges mnutianduly

msiiuneluantud j fe

pil; = ZcijeN(sp)Ti? ' nif
0

a np
% M i ¢;eN(s”)

nTADU

s N (Sp) fo wnvosndannduldle veq
o . = < a ' ' o
UNg G0 @9 L iduaniunnum k lawmernu wazduwls

o, Auaualsluy

2. 4n135MMUAAN heuristic function 77 #147a
¢ = a v o g
AuNINYBtRtAUTENBUNIEI N U madnseae (

partial solution)
_— 1
i g
d,

e dij ADTEUEVNTENINEIUT | ua |

va o

Ty lea NIt imwda

U

FaluemAdedu (3]
nes7iu LDA-ACO Mlunsdunidevesenais Ineld
ACO nUszyndlfifiousudmisfine fuazanunsaiiia
UsgAnSnmvesdaneiiiu LDA lausszevaatlunis
muaegldnanfiuunniy feuiduuranlunisan
S8881a1UNTAUIMIAYATMUARAINLINABNATS
Wuvesdayavuinlvg Fauduszuunsouaud
Uszneudediugenssil

Hadoop [4] tlunsovauildludafvuas
Uszananateyayavuinlvg Jeimuilag apache

Usznouseaudfmysadl
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1.Hadoop common Usznoufisiitiusiusau
yards uazlusunsuessauseloved Asndulunis
¥evesdndug

2.Hadoop distributed file system (HDFS)[9]
szuvuliditldlunisiiudeyavesszuy Hadoop gn
sonuuulifanansanszanedeyaiileussuana nioufu
Tunans work station duagdwvhauldfsuiniedis
aussauglidgunnin anansadnfisdeyad Janunzun
yadoyaiifivuinlvgy an1dnenssuves HOFS Wuuuy
master - slave §3Us¥NoUFIY master cluster 1 ¢
¥imi1# name node vntfidan1sszuvlng uas
slave node 1 data node audaufidesmsiitoli
foya egldiiutoyalussuy HOFS doyalndduargn

wuau block wazdaiulily data node

HDFS Architecture

Metadata (Name, replicas, ...):

Namenode /homeffoo/data, 3, ...

Metadata ops "

Block ops
Datanodes

(I

Read Datanodes

O
O

=

BIocLs

-

Rack 2

BE
[

Replication

%D

Write

Rack 1

Figure 2 HDFS Architecture [9]

Map-Reduce [5] 1§ unsaveiu fldlunas
Uszananadeyaluszuugiudeyavuinlng laegld
ApufalnesduIuNn euszneufuungy (clusten
Tagvinsaaueundiadu Wiinnistoyanusonis
Fetoyafithunusznanasadudoyaiidulassaireds
sglussuugudeyanieuvulsiflasaisiivluszuy
WAL szuuves map-reduce 9zi master node 1 #7
vimthiidu Job tracker wagil worker node 92l task
tracker 9gnguag 1 1 N19¥191Uv89 master node 3
Fnn319n15991ulAUA worker node LaEAIINTIING
nsvhau defifeRanannazaninsadslyt worker node
ey q gl funsunisieundnudalu 2
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Map step Tunauil Master node Sutoya input
v I3 1 v 1 ]

wdvihnsuusliilulaymeesq uasnszaneg worker
node wag worker node &X15aNTEYINNTEUIUNTLGT
19 Feavlalassadianisviaunuudulsd (Tree) worker
node \loUszananaiasandiazdmadnsnaug master
node jUkuurastayaid1ve9 map-reduce azilu
JUUUU <key-value> uagkaansiilifiduguuuy <key-
value> 1guiu

Reduce step TUM8UN master node 53U574
HAGNSI1N worker node taas1udunadnsniy
FPUUUYBY map-reduce MIvunils q agisunuy
o
fiail
(input) <kl,v1> -> map -> <k2,v2> ->
combine -> <k2,v2> -> reduce -> <k3,

v3> (output)

2.2 W/andiun1339y
Tudruvesnisaniun1sideazUsznaumenisesuie
Foyadildlunismaaes n1smieugUnsaldniy
Uszanawa n1sivuammulsane lilndanesfiuuay
n5ioNa

Yadoua
9 v

Joyuanltlun153de Ae yadauaann UCI machine

U il U

=

learning repository 41UU 3 YA FIRIUNTLUIUNITAA

]

=

Fuazvhmsauditliddyoonuds Feyndeyaiignld
Nuedrninatglunisviiunteya (classification)
Lardnngudoya (clustering yndoyamani
Usznaude NIPS iuyateyaiiivifuienansmiuide
fildannisuiinavesnauinifeiidnvuieiudanes
fiun1si3oud , Eron WuyadeyaiiAeafu
1A539n15 CALO - (A Cognitive Assistant that Learns
and Organizes) Fafuanglinuiuiesay Kos- 1y
gadoyaiildann blog Fsnmdnwazvosieyaimuaay
uansly (Table 1) lay D fie F1uruenans N Aed1uiu

g ¢

Token M9vue way W AYUIAUBIAIANA

Table 1 Summarization of datasets

dataset D W N
Kos 430 906 467714
Nips 500 2419 1,900,000
(approx.)
Enron 9861 8102 6,400,000
(approx.)

Tufunsun1sinisadesdioiolfsaneii
471150791UVUTEUU Hadoop Futdunsda
aninnanasulifinisvaulisesdu map-reduce
SYUUTNSRaR Hadoop adunseusundnuagyin
msfnkeds WieliausaimuTusunsudonw
python 3sllunisWmurdaneaifia ACO waz ¥1n1s
Ainkaynddaaiu Gensim ilgaddsdmsunah text
mining waglanunsasenldaiu LDA 16 ssuvansauas
fildusznaudae CPU intel CPU Core(TM) i7-4700HQ
A5 IFYIUUIRAT 2.40 GHz w1i28AUTINEN

(RAM) 12.0 GB wazldszuuufjifinis Linux 64 bit

initial Ant System

Set up ACO and LDA parameters,

numbers of ant, number of iterations.
Mapper

For each Ant with hyper

parameters assigned, calculate LDA
Reducer

Integrate perplexity from

mapper

-sorting perplexity and find the

best result

Figure 3 process of Perplexity computation in Map

and reduce step.
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funourouIRon1smruafLUsiieades @
sufuseddlunsruiunisiudulszulana aiu
AsEUIUNISTRINIMAADS [3] Fadadumsiiuuais
wUsToiun ACO Usenausme d1uiumn (ant) S147U50U
Tunsihaeu adlsluusagAdnsinissemevasilsiuy
WazTNITUUITAFILYTU0s LDA fodn O waz P &
agldlunsiua luusagseuresnsviauunagyiinig
Uaoolsluuasuudunisfidnudadusuaniuan
FTsluu (pheromone constant) LAEAINITTELNY
(decay constant) Aifuuald uauragiazyiinisiden
dumadioifiue a way B ifieavdsirlumuias LDA

Tunszuaunts map-reduce aauanslu (Figure 4)

- ™

Ant Colony system

I

LDA

‘ mapper ‘ ‘ reducer ‘

U
. )

Figure 4 Overview of the system which consist of

Hadoop map-reduce and ACO -LDA parameters.

Tunsyurun15909 map-reduce uALAAEAI9E1N
A58 B389 LDA UKa1vn1sUssulanaby

JupBUYeY Map 393¥uudyinIsUsEIanayadeyadn

' o

AMRUAAIEY LDA ANUATNIIITLABSTEIUT Ka991n

1
=1

Uszananaudazlian Perplexity %ﬂﬁnu%gﬂdqiﬂﬁq
N3¥UIUNIT reduce AiunuelauiIiuasun u
NI2UIUNITVOINIT reduce A1 Perplexity %Qmﬁ‘u
snufuazazidenAiafigalundazseu (local
best) wdsnauseundraillsluuaziinisiasuutas
mumasiififinuely wae MsTuuluviadunisasiing
ey Wevhnszuumsuiuugsailsluuudiagiing
Bunszvaududusnauasudnuseunvhaudidinue
ienshauasuynseukdagyinsfuuieniai

Ananliveanisauamanuailua (global Best) waz
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15T u NNt TluNISAUIMRIRNA Aduanaly
(Figure 5)

Hadoop
l Dataset ‘
Ant (1) LDA(I)
: 1zl = g Sorting
B & - Pheromone
& e : Perplexity # R
18 % (L) update
Ant(n) LDA(n)
Mapper Reducer

Figure 5 Overview of the system which consist of

Hadoop map-reduce and ACO -LDA parameter

N5InUTEANS AW

ANTTRUsEaNS A nveIwUUIIaeIRIve 19An

Yo

Perplexity @einandeyanaasunldivwuuitaesinte

A o & ' . Aa 1 o D)
ANAU1TU Ingan Perple><|ty ARAAN wanliLAuD

v

USEANSANUBILUUT 1889970

v v

A dwiudeyanaaeu

WU M 99

Z:I:lIOg p(Wd )

M
d=1 Nd

perplexity ( Dy, ) =exp< —

drumsiauszaniaindiuia §Idevinisin
sraznanluniseulndanedfin ACO-LDA Tay
Wisuwieusendng ACO-LDA fivreruneld
40 nULIndeuvee Hadoop way luldeganeld

ANNWIAALYEY Hadoop wagyinnsilseuifisu

3. HaN15IBUATBAUTIBNANTTIY

wansvaaedlduutesnauyndeyaily Tunaves

v

UYNUDY

3 U

KOS &avinnnsrnuarIBuRuTesdanesiy
LDA fos1uiuiide K=10 uazimuasisufuae ACO
A9 I1UIUUATAUNIAY 5 kazviin1sUTEUIaNanT
Wanaa 25 ASs uavAvunAAsivesillsluy de 1.0 A
ASSYevasilsluu Ao 0.5 wagAsaLUsYed LDA A1
o azaglugae 0.005-0.25 uay A1 Awagluyae 0.0025-

0.03 naawsfildduansly (Table 2)



Table 2 Perplexity ACO-LDA with Hadoop environment machine using KOS dataset.

iteration Ant o B Perplexity

1 Ant-5 0.05 0.0025 262.114

2 Ant-3 0.05 0.0025 260.103

3 Ant-5 0.15 0.0225 253.357

4 Ant-1 0.25 0.015 253.300
lunisewanen Perplexity lngldyadoya KOS THan  wadwsvesmmniiadelaglddaneaiiiu ACO-LDA vesyn

TunnsAum 723.405 Junfidrunisaruiulaeldly Toya KOS wanslu (Table 3)

FATNULINADUDY Hadoop 141aan 838.797 Funil

Table 3 Topic of KOS datasets (K=10)

Topic Term

0 0.017*house + 0.015*delay + 0.012*republican + 0.011*district + 0.011*democrats + 0.009*senate
+0.009*republicans + 0.009*elections + 0.008*gop + 0.007*race

1 0.030*dean + 0.013*clark + 0.013*kerry + 0.012*lieberman + 0.012*primary + 0.010*democratic +
0.010*gephardt + 0.009*edwards + 0.007*dec + 0.007*iowa

2 0.011*bush + 0.009* november + 0.009*kerry + 0.008*poll + 0.007*general + 0.006* campaign
+0.006*percent + 0.006*democratic + 0.006*media + 0.006*vote

3 0.025*push + 0.013*iraq + 0.011*president + 0.011*war + 0.010*kerry + 0.006*bushs +
0.006*administration + 0.005*general + 0.004*people + 0.004*house

a4 0.013* bush + 0.010* kerry + 0.008* poll + 0.007* state + 0.007* states + 0.007* democratic
+0.005*campaign + 0.005*percent + 0.005*democrats + 0.005*polls

5 0.009*bush + 0.007* party + 0.007*war + 0.006* percent + 0.006* democratic + 0.005*iraq +
0.005*house + 0.004*kerry + 0.004%*election + 0.004*state

6 0.024* bush + 0.009* kerry + 0.008* poll + 0.006* party + 0.006* campaign + 0.006* general
+0.005*democratic + 0.005*time + 0.005*race + 0.004*election

7 0.008*bush + 0.008*republican + 0.007*republicans + 0.007*democrats + 0.006* democratic +
0.006*party + 0.005%iraq + 0.005*senate + 0.005*people + 0.005*general

8 0.016*kerry + 0.013*bush + 0.007*poll + 0.007*democratic + 0.006*dean + 0.006*clark +
0.005*campaign + 0.005*democrats + 0.005*polls + 0.005*house

9 0.037*november + 0.011*bush + 0.009* poll + 0.009* house + 0.008*kerry + 0.008* senate +
0.008*republicans + 0.008*governor + 0.007*account + 0.007*electoral

lunsussiianagadeya Nips dwvinisivueat  ved Hlsluu e 1.0 Ansszimevesillsluu fie 0.5

a v o

2 a4 o o . Cw | @
LUANYDIDANDINU LDA ADIUIUNIVD K=10 Lag LagAIRILUIYed LDA A1 A %agluﬂm 0.005-0.25
ANUARISUANYDY ACO B SNUIUNANAYNAY 5 way waz A1 9vaglugag 0.0025-0.03 nadnsldsanandly

YIN15USTUIANAAITIIRNA 25 AST LAEAINUAAIAST (Table 4)



NITIneansuazmalulad unninedeguayenll U 21 ag

Table 4 Perplexity ACO-LDA with Hadoop

environment machine using Nips dataset.

iteration  Ant o B Perplexity
1 Ant-1  0.15 0.03 250.977
2 Ant-2  0.15 0.03 248.651
3 Ant-1  0.025 0.0275  247.905
4 Ant-5  0.15 0.03 245.506

lun1sAuanen Perplexity lneldyndoya Nips
TdanlunisAuing 3,840.620 Fundidrunisauialag
luldanmuandeuves Hadoop 14aan 1,936.2583un%
lunsUszananayadaya Enron Fevinsiunasy
Fuvesdane3fiu LDA Aesiuiuiade K=10 wav
fauaASudures ACO fia S1uauuadAwiiu 5 uay
WMnsUsEnanaR L 25 ASe uaziuunfiAei
g09lsluu Ao 1.0 mnssevevesiilsluu As 0.5 uag
AFILUTVDS LDA i OL aaglugas 0.005-0.25 Way A

avaglut 0.0025-0.03 adwsillsifuandlu (Table 5)

Table 5 Perplexity ACO-LDA with Hadoop

environment machine using Enron dataset.

o
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Table 6 Comparison of ACO-LDA computation

time.

Dataset Non Map- Map- %
reduce reduce improve

KOS 838.797 723.405 13.76%

Nips 3,840.620 1,936.258  49.58%

Enron 7,115.431 4,390.067  38.30%

Iteration  Ant

B Perplexity
1 Ant-5 0.2 0.015 325.760
2 Ant-1 025  0.010 329.273
3 Ant-4  0.15  0.015 330.374
4 Ant-5 025  0.015 328911

nsAuINAT Perplexity tngldyadoya Enron 14
nanlunisAwIn 7,115.431 Aunfidrunisaiuialag
laildan muindouves Hadoop l4ian 4,390.067 unil

nan1sveasuanslimiiuin1suszendld Map-

reduce Tun15¥9UveI8an®3NU LDA-ACO vinlw

2 A X 4 g P
anuslunisussananaiiudy Jadunisneaedagly
LASDIABUNIANBSINELATRIAYT AIRTSI9LERIIY

(Table 6)
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211 (Table 5) uwanslifiuin n1snaasaiade
Tnedane3fiu ACO-LDA luyadeya KOS n1eld
anmuwandenes Hadoop tumsvhaudatu 13.76 %
16aa1 723.405 Junit minvirnulagldldegaiels
ANINLINRONUDY Hadoop T41ian 838.797 Aundl diu
Tugadioya Nips n1smmaeswshidie Tasdanaifiu ACO-
LDA neldanwuandonves Hadoop tumsiauga
T 49.58% 14ian 1,936.258 Jundl winvhendlaglaile
agnelianmuindeunas Hadoop l4iaan 3,840.620
it wag Tuyadeya Enron Aneldanimuindeuves
Hadoop Tunsviaudatu 38.30% 14an 7,115.431
Fui mnvihaulasldldeganeldaninuindenves
Hadoop Tditaan 4,390.067 3wt

INNANITITEVIIAU nasvaruniela
anuIndenued Hadoop lunisuszunawa ACO-LDA
aefinsvhaunatgseunusiuauadildinuely dled
A1514 map-reduce LU1UFI8ALAINITAUUINTS
Uszananadanasii 1ng mapper Tunsguun1s map
Faudunsuszananauuunszane 3uilfnisuseuiana
9T uazsIUTINNAENE1N mapper lunsEUINNT
reducer win1susrananagUiuull aglimneiuteya
fifvwadnunn vienuithideddinalunisussaana
W Wszarfondonanlunisisussuuves Hadoop

Laz map-reduce

4. dsuaziauanue

NN1TITBIF0e NsfiuyszANSaNuUUTIaes
Whidameanmuindeuwuuteyavunnivg §338viins
Uszananayadoya d9lsa1n UC Usznoudeyadoya
KOS , Enron , Nips Felouldlumsisesunisviumiies

Jayaussandaniny §33elavinisnisussyndld Map-



NI IEansuazimalulal unIne1duguasysndl U 21 atun 3

reduce §13uuL Hadoop 1telunsianuvesda
ne37iu ACO-LDA fildanlunisuszananaunuazinis
Yaugmangsoumsvinanu Idnaddede szovianild
Tumseuanm Perplexity anad iilasnniinsld map-
reduce 71978n15US¥UIANARUUKYIAIY mapper 71

fvualy

fAinAnssuuszne
VOUDUNTEAN U INeden1waus Nlaatuayu

suUszanadlunsiseasell
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