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Abstract

This research aimed to create models to forecast monthly PM2.5 quantity in Nakhon Ratchasima province
by using 3 methods including Box-Jenkins method, Multiple linear regression and Artificial neural networks and to
compare the performance of the forecasting models using Root mean square error (RMSE). For creating forecasting
models, the data set 1 of PM2.5 quantity collected from 42 time periods from July 2019 to December 2022 was
used while for the performance comparison among the forecasting models, the data set 2 of PM2.5 quantity
collected from 12 time periods from January 2023 to December 2023 was used. The results demonstrated that
the Artificial neural network was the suitable model for forecasting monthly PM2.5 quantity in Nakhon Ratchasima
province. This model consisted of 14 inputs, 1 hidden layer with 7 nodes, a learning rate of 0.1, a momentum of

0.1, and 500 epochs. Furthermore, it had the lowest RMSE of 2.560 and a coefficient of determination (R?) of 0.988.
Keywords: PM2.5, Box-Jenkins method, Multiple linear regression, Artificial neural networks
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Figure 3 The monthly average PM2.5 air pollution levels in Nakhon Ratchasima province
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ACF of PM2.5 levels in Nakhon Ratchasima
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Figure 4 ACF and PACF of the raw data

ACF of the first order difference PM2.5 levels in Makhon Ratchasima
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Figure 5 ACF and PACF of the first-order difference data

Table 1 The significance testing of ARIMA(3,0,2)

Z-test Ljung-box
Parameter Estimate AIC
(p-value) (p-value)
23.7941
AR(1) 2.59008
(<0.001**)
-12.8519
AR(2) -2.45801
(<0.001**)
7.4721 6.0811
AR(3) 0.83688 257.568
(<0.001**) (0.9119")
-16.1859
MA(1) -1.90603
(<0.001**)
8.5650
MA(2) 0.99998
(<0.001%)

AIC = Akaike information criterion

** = Significantly different at p<0.01; ns = Not significant
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3.2. uan1saseAauuuNMsaanasdudunyan

fnuunsannesdaudunvaaldiiulsdasyain
Table 1 igaunisanney wiilotleafuiuysdaseid
Anuduiusiusulsdaszluaunisanase Jsdnnses
Fauusdaseiidanuduiusfugaauvinlfiin Ty
Multicolinearity itefnaonainaunisiedssuduln
(Stepwise regression) lagg3deldinudiaA Variance
inflation factor (VIF) lsiAiu 10 [12] Fananisuszuna
Aduuszaninisannsy wasnansvaaeutedfymng
adfvesannsnnnesiild &1 Table 2

91n Table 2 aglaaunsnisanaaensaunis (5)

Y = 19.489 + 0.512PM10_mean - 0.228RH  (5)

e

Y Ao Ameinsaluinadu PM2.5 wassieifeu

PM10_mean fie USunauslu PM,, wasseiou

RH fio mnududuimdadosaieu
aunisanneswyaulddannis (5) uandli

WiuiduusUTnuduazessmaliiu 10 luaseuids

seiou uazfuUsmuuduimiedsseiou aunse

guwauRuLUsTeIUS I PM2.5 Tnetadesieiiou

Yasdaninuassaunlasouay 96.9

Table 2 The results of the stepwise regression model

Regression coefficient t-test
Variables VIF
b Std. Error (p-value)
4.134
constant 19.489 4.714
(0.000**)
22.326
PM10_mean 0.512 0.023 1912
(0.000**)
-4.246
RH -0.228 0.054 1912
(0.000**)
R? 0.969

VIF = Variance inflation factor; R? = Coefficient of determination

** = Significantly different at p<0.01

3.3. uan1saieaauuulassdieyssamiiiey

wansassuuulaseeUssamifion Weide
Igrmunlasstnelaiiiu 2 $u Weswndeyalidte ua
dawasionisnensal wialuaesnsd fe 1) nadinisadne

VR o

Fruvusiefulsdasyiifauduiusiuduusauie
16 fhuvs Wusuusigh fuundugey 1 fudeu uas
FrurTnunlududeu windu 3,7 uway 11 Tnua way
2) n3dinsadiessnuumefiudsdase 2 duusiildan
aunsmsanneg (5) Mvundudou 1 Jutdeu uavsiuu
Tnusludugou wihiu 2 Tuun
ASANUUAAINISITINBSIUNNTIATIERLATIRY
Uszamidloudaonssurunsunsdoundu sis 2 nsdl fe

A18MIINT5IT8UF (Leaming Rate: 1) WagAluluusy
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(Momentum: B) Wiy 0.1 - 0.9 iuAnTiaz 0.1 1wy
n13i38U3 Wi 500, 1,000 uag 1,500 50U Fefmden
fanvulasednedssamiion 16-3-1, 16-7-1, 16-11-1
WAy 2-2-1 TMUIZAUFI8LN AT RMSE mz’wqm 11131
WisueuUssansnmvesiuuulaseingdssamidiv
6iga Table 3

970 Table 3 WU Aanuulassnelssa ey
T¥iuusdassna 16 fuus ddudeu 1 Fu uazsiuau
Tnuslududou Wity 7 Tnua Sddasnadeus iy
0.1 Aluudy wiriu 0.1 wagdiuaunisiseu 500 seu
fifin RMSE sigaivinfu 2.560 uazA1duUszansnas
fimdula (Coefficient of determination: R?) winfiu 0.988

annsauanslaseneUsvamiiieulsasa Figure 6
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Table 3 The results of backpropagation in artificial neural networks

Model Learning rate | Momentum Epoch RMSE R?
500 3.157 0.990
16-3-1 0.1 0.1 1,000 3.364 0.993
1,500 2.955 0.995
500 2.560 0.988
16-7-1 0.1 0.1 1,000 2.961 0.993
1,500 3.204 0.995
500 3.370 0.991
16-11-1 0.1 0.2 1,000 3.747 0.996
1,500 3.876 0.997
500 3.782 0.977
2-2-1 0.3 0.3 1,000 3.800 0.977
1,500 3.803 0.977

RMSE = Root mean square error; R? = Coefficient of determination

Input layer

Hidden layer

Output layer

Weights:
-0.565
-0.587
-0.171
0.576
0.432

0.836
0.752 (Threshold)

Figure 6 The 16-7-1 artificial neural network (ANN) model
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Table 4 The performance comparison of the three forecasting models

Month in Actual value Forecasting value
Year 2023 v) Box-Jenkins MLR ANN
January 32 30.4699 29.9850 36.3676
February 41 31.4234 37.3250 45.2399
March 48 30.7436 43.6410 46.6054
April 39 28.7063 35.4490 40.5725
May 28 25.8985 27.7090 28.6858
June 18 23.0646 18.6050 19.6103
July 17 20.9215 16.3850 17.2577
Ausgust 19 19.9864 19.4010 17.0441
September 14 20.4608 14.6730 16.1959
October 18 22.1941 18.9410 14.7728
November 25 24.7353 18.7450 21.2430
December 28 27.4534 21.4650 27.0602
RMSE 7.0941 3.3334 2.560

For Box-Jenkins, the values were predicted from ARIMA(3,0,2).

For multiple linear regression (MLR), the values were predicted from ¥ =19.489 + 0.512PM10_mean - 0.228RH.

For artificial neural networks (ANN), the values were predicted from 16-7-1 ANN model.

RMSE = Root mean square error
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Figure 7 The performance comparison of the three forecasting models
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