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บทคัดย่อ  
งานวิจัยน้ีนำเสนอการพัฒนาตัวประมาณค่าเฉลี่ยประชากรโดยใช้ลำดับของตัวแปรเสริมภายใต้การเลือกตัวอย่างสองครั้ง โดย

ศึกษาคุณสมบัติบางประการของตัวประมาณ ได้แก่  ความเอนเอียง (Bias: B) และความคลาดเคลื่อนกำลังสองเฉลี่ย (Mean square 
error: MSE) และเปรียบเทียบประสิทธิภาพของตัวประมาณท่ีนำเสนอกับตัวประมาณเดิม คือ วิธีค่าเฉลี่ย และวิธีอัตราส่วน การวิเคราะห์
เชิงประจักษ์ใช้ข้อมูลฝุ่นละอองขนาดเล็กในเขตกรุงเทพมหานคร ช่วงเดือนมกราคม 2562 ได้ทำการสุ่มตัวอย่างทำซ้ำ 10,000 รอบ 
พบว่า ตัวประมาณท่ีนำเสนอมีประสิทธิภาพสูงกว่าตัวประมาณเดิม โดยมีค่า MSE ต่ำท่ีสุดในทุกสถานการณ์ท่ีทำการศึกษา และมี
แนวโน้มลดลงเมื่อขนาดตัวอย่างเพิ่มขึ้น จึงสรุปได้ว่า การใช้ลำดับของตัวแปรเสริมสามารถลดค่า MSE ได้ ทำให้ตัวประมาณมี
ความแม่นยำมากขึ้น 

 

คำสำคัญ: การเลือกตัวอย่างสองครั้ง  ลำดับของตัวแปรเสริม  ตัวประมาณค่าเฉลี่ยประชากร  ความคลาดเคลื่อนกำลังสองเฉลี่ย 
 

Abstract 
This research presents the development of a population mean estimator using the ranked auxiliary 

variables under double sampling. Some properties of the proposed estimator were studied, including bias (B) and 
mean square error (MSE). The efficiency of the proposed estimator was also compared with the standard 
estimator, namely the mean method and the ratio method. For the empirical analysis, the data of small dust 
particles in Bangkok in January 2019 were used, with 10,000 replicate samplings. It was found that the proposed 
estimator was more efficient than the standard estimator with the lowest MSE values in all studied scenarios 
which tended to decrease as the sample size increased. Therefore, it can be concluded that using the ranked 
auxiliary variables can reduce the MSE value, resulting in a more accurate estimator. 
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1. บทนำ  
การประมาณค่าเฉลี่ยของประชากรเป็นการวิเคราะห์

ข้อมูลทางด้านสถิติ ท่ีมักพบบ่อยในงานวิจัยต่าง ๆ เช่น 
สิ่งแวดล้อม การแพทย์ การตลาด เป็นต้น เน่ืองจากข้อมูล ท่ี
ต้องการศึกษามักมีขนาดใหญ่และมีข้อจำกัดด้านเวลาในการ
ทำวิจัยจึงไม่สามารถเก็บรวบรวมข้อมูลท้ังหมด การหาค่าเฉลี่ย
ของประชากรจึงต้องอาศัยการสำรวจตัวอย่างเพื่อเก็บรวบรวม
ข้อมูลบางส่วนของประชากรในการวิเคราะห์ข้อมูล นักสถิติจึง
สนใจพัฒนาการประมาณค่าเฉลี่ยหรือปรับปรุงประสิทธิภาพ
ของตัวประมาณค่าเฉลี่ยให้มีความแม่นยำหรือใกล้งเคียงกับ
ค่าเฉลี่ยประชากรมากท่ีสุด โดยท่ัวไปการประมาณค่าเฉลี่ย
ประชากรของข้อมูลท่ีกำหนดให้เป็นตัวแปรท่ีสนใจศึกษา 
(Study variable) มักนิยมใช้ คือ ตัวประมาณด้วยค่าเฉลี่ย 
(Mean estimator) ตัวประมาณอัตราส่วน (Ratio estimator) 
และตัวประมาณถดถอยเชิงเส้น (Linear regression estimator) 
อยู่ภายใต้การสุ่มตัวอย่างอย่างง่าย (Simple random sampling) 
โดยตัวประมาณดังกล่าวจำเป็นต้องใช้ค่าเฉลี่ยประชากรของตัว
แปรเสริม (Auxiliary variable) ซ่ึงในทางปฏิบัติลักษณะ    
การเก็บข้อมูลจากการสำรวจตัวอย่าง ข้อมูลแต่ละหน่วยจะ
รวบรวมในรูปแบบคู่ลำดับระหว่างตัวแปรท่ีสนใจศึกษากับตัว
แปรเสริม จึงไม่สามารถหาข้อมูลประชากรของตัวแปรเสริมได้ 
เพื่อแก้ไขข้อจำกัดน้ีแผนการสุ่มตัวอย่างด้วยวิธีการเลือก
ตัวอย่างสองครั้ง (Double sampling) จึงได้รับการพัฒนา 
โดยตัวประมาณจะมีการใช้ค่าเฉลี่ยตัวอย่างของตัวแปรเสริมใน
การเลือกตัวอย่างครั้งแรกแทนการใช้ค่าเฉลี่ยประชากรของ  
ตัวแปรเสริมนอกจากน้ีการใช้วิธีดังกล่าวยังสามารถลดต้นทุน
การเก็บข้อมูลได้อย่างมีประสิทธิภาพ เน่ืองจากการเก็บข้อมูล
ท้ังหมดในครั้งเดียวอาจทำให้ต้นทุนค่าใช้จ่ายสูงเกินไปและ   
ไม่เหมาะสมในทางปฏิบัติ 

สำหรับวิธีการเลือกตัวอย่างสองครั้ง กำหนดให้ Y  
คือ ตัวแปรท่ีสนใจศึกษา และ X  คือ ตัวแปรเสริม  โดย

( ) ( ) ( ) ( ) 1 1 2 2 3 3, , , , , , , ,N NU X Y X Y X Y X Y=  คือ 

เซตของประชากรขนาด N  ดังน้ัน Y  คือ ค่าเฉลี่ยประชากร
ของตัวแปร Y  สนใจศึกษา X  คือ ค่าเฉลี่ยประชากรของ 
ตัวแปร X  การเลือกตัวอย่างสองครั้งจะมีการพิจารณาเลือก
ตัวอย่างโดยครั้งแรกจะเลือกตัวอย่างสุ่มอย่างง่ายแบบไม่ใส่คืน 
(Simple random sampling without replacement) ด้วย
จำนวนตัวอย่างขนาด m  หน่วย จากประชากรขนาด N  
หน่วย ครั้งถัดไปหรือครั้งสอง จะเลือกตัวอย่างสุ่มอย่างง่าย
แบบไม่ใส่คืนด้วยจำนวนตัวอย่างขนาด n  หน่วย จากตัวอย่าง

ขนาด m  หน่วย ในครั้งแรก ดังน้ัน mx  คือ ค่าเฉลี่ยตัวอย่าง
ของตัวแปร X  ในครั้งแรก ny  คือ ค่าเฉลี่ยตัวอย่างของ    
ตัวแปร Y  ในครั้งสอง และ nx  คือ ค่าเฉลี่ยตัวอย่างของ    
ตัวแปร X  ในครั้งสอง  

ตัวประมาณด้วยค่าเฉลี่ยภายใต้การเลือกตัวอย่างสอง
ครั้ง [1] ดังสมการ (1) 
 

ˆ
Md nY y=                                                                         (1) 

 

ตัวประมาณอัตราส่วนภายใต้การเลือกตัวอย่างสอง
ครั้ง [2] ดังสมการ (2) 
 

ˆ m

Rd n

n

x
Y y

x
=                                                                   (2) 

 

ตัวประมาณการถดถอยเชิงเส้นภายใต้การเลือกตัวอย่าง
สองครั้ง [3] ดังสมการ (3) 
 

( )ˆ
Regd n m nY y x x= + −                                                 (3) 

 

โดยที ่

  = ค่าสมประสิทธิ์การถดถอย  
 

ต่อมา Khare and Rehman [4] ได้เสนอตัวประมาณ
ใหม่ที่ได้พัฒนาจากตัวประมาณการถดถอยเชิงเส้นภายใต้
การเลือกตัวอย่างสองครั้ง และปรับปรุงด้วยการใช้ตัวแปร
เสริมสองตัวแปร คือ X  และ Z  ดังสมการ (4) 
 

( ) ( )1 2 3

ˆ
KR n m n mY k y k x x k Z z= + − + −                     (4) 

 

โดยที ่

1 2 3, ,k k k คือ ค่าคงท่ี  

Z  = ค่าเฉลี่ยประชากรของตัวแปร Z   

mz  = ค่าเฉลี่ยของตัวแปร Z ในครั้งแรก 
 

อย่างไรก็ตามตัวประมาณที่เสนอโดย [4] ต้องใช้
ตัวแปรเสริมสองตัว คือ X และ Z ร่วมกับตัวแปร และ
ยังต้องอาศัยค่าเฉลี่ยประชากรของตัวแปร Z  ในการปรับปรุง
ตัวประมาณ จึงกลายเป็นข้อจำกัดในการนำไปประยุกต์ใช้
ในทางปฏิบติั  

ปัจจุบันมีนักวิจัยหลายท่าน [5]-[8] ได้ใช้ข้อมูลลำดับ
ของตัวแปร X  (Ranked auxiliary variables) ในการปรับปรุง
ตัวประมาณค่าเฉลี่ย โดยแสดงให้เห็นว่า การใช้ลำดับของ      

Y
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ตัวแปร X  สามารถลดความคลาดเคลื่อนของตัวประมาณได้ 
ตัวประมาณดังกล่าวจึงมีประสิทธิภาพดีกว่าตัวประมาณด้วย
ค่าเฉลี่ย และตัวประมาณอัตราส่วน นอกจากน้ีการใช้ลำดับ
ของตัวแปรเสริมยังช่วยลดผลกระทบของค่าผิดปกติและเพิ่ม
ความสัมพันธ์ระหว่างตัวแปร X  กับตัวแปร Y  จึงทำให้การใช้
ข้อมูลดังกล่าวช่วยเพิ่มความแม่นยำของตัวประมาณได้  

จากการศึกษาท่ีผ่ านมา Haq et al. [9] ได้ เสนอ     
ตัวประมาณค่าท่ีใช้ค่าเฉลี่ยและการใช้ลำดับของตัวแปร X  
ภายใต้การเลือกตัวอย่างสุ่มอย่างง่าย ดังสมการ (5) 
 

( ) ( )1 2 3

ˆ
PR X xY k y k X x k R r= + − + −                        (5) 

 

โดยที ่
x  คือ ค่าเฉลี่ยตัวอย่างของตัวแปร X ภายใต้การเลือก
ตัวอย่างสุ่มอย่างง่าย 
y  คือ ค่าเฉลี่ยตัวอย่างของตัวแปร Y ภายใต้การเลือก

ตัวอย่างสุ่มอย่างง่าย 

XR  คือ ค่าเฉลี่ยลำดับประชากรของตัวแปร X  

xr  คือ ค่าเฉลี่ยลำดับตัวอย่างของตัวแปร X ภายใต้การเลือก
ตัวอย่างสุ่มอย่างง่าย 

อย่างไรก็ตามการพัฒนาตัวประมาณด้วยการใช้ข้อมูล
ลำดับของตัวแปร X  มักมุ่งเน้นภายใต้สถานการณ์การเลือก
ตัวอย่างสุ่มอย่างง่ายเป็นหลัก  งานวิจัยน้ีจึงสนใจพัฒนา       
ตัวประมาณท่ีเสนอโดย Haq et al. [9] โดยอาศัยแนวคิดของ 
Khare and Rehman [4] ภายใต้วิธีการเลือกตัวอย่างสองครั้ง 
เพื่อแก้ไขปัญหากรณีไม่ทราบข้อมูลประชากร โดยใช้ข้อมูล
กลุ่มตัวอย่างแทนข้อมูลประชากร และศึกษาคุณสมบัติบาง
ประการของตัวประมาณ ได้แก่ ความเอนเอียง (Bias: B ) และ
ความคลาดเคลื่อนกำลังสองเฉลี่ย (Mean square error: MSE ) 
และเปรียบเทียบประสิทธิภาพตัวประมาณค่าท่ีนำเสนอกับ   

ตัวประมาณค่าท่ีมีอยู่เดิม คือ ˆ
MdY  และ  และใช้ข้อมูล

มลพิษทางอากาศจากกรมควบคุมมลพิษในการเปรียบเทียบ
ประสิทธิภาพในงานวิจัยครั้งน้ี 

 
2. วัสดุ อุปกรณ์และวิธีการวิจัย  

การวิจัยครั้งน้ีได้มีการเสนอตัวประมาณค่าเฉลี่ยแบบ

จุดของตัวแปรท่ีสนใจศึกษา ( )Y  ภายใต้ขอบเขตการสุ่ม

ตัวอย่างแบบสองครั้ง กรณีใช้ตัวแปรเสริมเพียงหน่ึงตัว ( )X  
และไม่ทราบค่าประชากร โดยใช้โปรแกรม R เป็นเครื่องมือใน
การทำวิจัย ซ่ึงมีรายละเอียดวิธีการทำวิจัยดังน้ี  

2.1. นำเสนอตัวประมาณ  
งานวิจัยน้ีพัฒนาตัวประมาณท่ีเสนอโดย Haq et al.  

[9] โดยอาศัยแนวคิดของ Khare and Rehman [4] ภายใต้
การสุ่มตัวอย่างสองครั้ง จึงปรับปรุงใหม่จากเดิม X  แทนด้วย

mx  x  แทนด้วย  nx  y  แทนด้วย  ny  XR  แทนด้วย 
ค่าเฉลี่ยลำดับของตัวอย่างในการเลือกตัวอย่างครั้งแรก ซ่ึงใช้
สัญลักษณ์ (1)

xr  และ xr  แทนด้วย ค่าเฉลี่ยลำดับของตัวอย่าง
ในการเลือกตัวอย่างครั้งสองซ่ึงใช้สัญลักษณ์  (2)

xr  จะได้      
ตัวประมาณท่ีนำเสนอ คือ  
 

( ) ( )(1) (2)

1 2 3

ˆ
Newd n m n x xY k y k x x k r r= + − + −             (6) 

 

2.2. ในทางทฤษฎีศึกษาคุณสมบัติตัวประมาณที่
นำเสนอ 

คุณสมบัติของตัวประมาณท่ีนำเสนอสำหรับศึกษาใน
ครั้งน้ี คือ B  และ MSE  
 

2.3. เปรียบเทียบประสิทธิภาพของตัวประมาณ 

การศึกษาประสิทธิภาพของตัวประมาณ ˆ
NewdY

เปรียบเทียบกับตัวประมาณเดิม คือ ˆ
MdY และ ˆ

RdY  โดยใช้
ข้อมูลทุติยภูมิจากกรมควบคุมมลพิษของฝุ่นละอองขนาดเล็ก
ตรวจวัดในเขตพื้นท่ีกรุงเทพมหานคร บริเวณโรงพยาบาล
จุฬาลงกรณ์ช่วงเดือน มกราคม 2562  ด้วยขนาดประชากร 

( )N  เท่ากับ 718 ครั้ง [10] กำหนดให้ Y  คือ ค่า 2.5PM  
และ  X  คือ  ค่ า  10PM  เน่ื องจาก ค่า 2.5PM  และ ค่า 

10PM  มีความสัมพันธ์กันสูง (High correlation) 
ขนาดตั วอย่างในการเลือกครั้ งแรก  จะสุ่มจาก

ประชากรโดยศึกษา 3 ระดับ คือ 10% 20% และ 50% ส่วน
ขนาดตัวอย่างในครั้งสอง จะสุ่มจากตัวอย่างในครั้งแรก      
โดยศึกษา 2 ระดับ คือ 20% และ 50% ในแต่ละกรณีทำซ้ำ 
10,000 รอบ ภายใต้วิธีการเลือกตัวอย่างสองครั้ง โดยใช้
โป รแกรม  R ในการวิ จั ยครั้ ง น้ี  และการ เปรียบ เที ยบ
ประสิทธิภาพของตัวประมาณใช้ MSE  ของตัวประมาณ    

ใด ๆ ( Ŷ ) ดังสมการ (7) 
 

( )
( )

10,000 2

1

ˆ

ˆ

10,000

=

−

=

 j

j

Y Y

MSE Y                                            (7) 

 

การพิจารณาเปรียบเทียบตัวประมาณโดยตัวประมาณ
ท่ีมีค่า MSE  ต่ำท่ีสุด จะมีประสิทธิภาพดีท่ีสุด 

ˆ
RdY
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3. ผลการวิจัยและอภิปรายผลการวิจัย  
3.1. การศึกษาทางทฤษฎี 
คุณสมบัติของตัวประมาณท่ีศึกษาได้แก่ B  และ 

MSE  เพื่อให้ง่ายต่อการหาคุณสมบัติดังกล่าวจึงได้มีการใช้
เทคนิคการแปลงตัวประมาณให้อยู่ในรูป : 1,2,3,4ie i =  [3] 
รายละเอียดดังนี้ 
กำหนดให้ 
 

( )
0

ny Y
e

Y

−
= , 

( )
1

nx X
e

X

−
= , 

( )(2)

2

x X

X

r R
e

R

−
=

( )
3

mx X
e

X

−
= ,  

( )(1)

4

x X

X

r R
e

R

−
= , 1

1 1
f

n N
= − ,

2

1 1
f

m N
= − , 3 1 2f f f= −  

 

จะได้ 
 

( ) ( ) ( ) ( ) ( )0 1 2 3 4 0E e E e E e E e E e= = = = =  

( )2 2

0 1 YE e f C= , ( )2 2

1 1 XE e f C= , ( )2 2

2 1 RE e f C=  

( ) ( )2 2

3 1 3 2 XE e E e e f C= = , 

( ) ( )2 2

4 2 4 2 RE e E e e f C= =  

( )0 1 1 XY X YE e e f C C=  , ( )0 2 1 YR Y RE e e f C C= 

( )1 2 1 XR X RE e e f C C=  , ( )0 3 2 XY X YE e e f C C=  ,

( )0 4 2 YR Y RE e e f C C=  , 

( ) ( ) ( )1 4 2 3 3 4 2 XR X RE e e E e e E e e f C C= = =   
 

โดยที ่

XY
XY

Y X

S

S S
 = , YR

YR

Y R

S

S S
 = , XR

XR

X R

S

S S
 =  

X
X

S
C

X
= , Y

Y

S
C

Y
= , R

R

X

S
C

R
=  

( )
2

2 1

1

N

i

i
X

X X

S
N

=

−

=
−


,

( )
2

2 1

1

N

i

i
Y

Y Y

S
N

=

−

=
−



( )
2

2 1

1

N

Xi X

i
R

R R

S
N

=

−

=
−


,

( )( )
1

1

N

i i

i
XY

X X Y Y

S
N

=

− −

=
−


 

( )( )
1

1

N

i Xi X

i
XR

X X R R

S
N

=

− −

=
−


,

( )( )
1

1

N

i Xi X

i
YR

Y Y R R

S
N

=

− −

=
−


 

 
 

จากสมการ (6) เขียนในรูป : 1,2,3,4ie i =  ได้ดังสมการ (8) 
 

1 1 0 2 3 2 1 3 4 3 2

ˆ
Newd X XY k Y k Ye k Xe k Xe k R e k R e= + + − + −

                                                                      (8) 
 

3.1.1. ความเอนเอียง 
ความเอนเอียงของตัวประมาณท่ีนำเสนอเขียน

แทนด้วย ˆ( )NewdB Y  ดังสมการ (9)  
 

( ) ( )1

ˆ 1NewdB Y k Y= −                                                      (9) 
 

พิสูจน์ 
 

( ) ( ) ( )

( ) ( )

( ) ( )

( )

1 1 0 2 3

2 1 3 4 3 2

1 1 0 2 3

2 1 3 4

3 2

1

ˆ ˆ( )

1

Newd Newd

X X

X

X

B Y E Y Y

k Y k Ye k Xe
E Y

k Xe k R e k R e

E k Y k YE e k XE e

k XE e k R E e

k R E e E Y

k Y

 = −
  
  + +

= −   − + −   
= + +

− +

− −

= −

 

 

ดังน้ัน ( ) ( )1

ˆ 1NewdB Y k Y= −  

 

เมื่อพิจารณา 1k เป็นค่าคงท่ีใด ๆ แสดงเห็นว่า
ˆ
NewdY  เป็ นตั วประมาณ ท่ีมีความเอน เอี ย ง เพราะมี ค่ า 
ˆ( )NewdB Y  ไม่เท่ากับ 0 ยกเว้น 1 1k = จะได้ ˆ

NewdY  เป็นตัว

ประมาณท่ีไม่มีความเอนเอียง เนื่องจาก ˆ( )NewdB Y  เท่ากับ 0 
 

3.1.2. ความคลาดเคลื่อนกำลังสองเฉลี่ย 
ความคลาดเคลื่อนกำลังสองเฉลี่ยของตัวประมาณ

ท่ีนำเสนอเขียนแทนด้วย ˆ( )NewdMSE Y ดังสมการ (10)  
 

( ) ( )
2 2 2 2 2 2 2 2

1 1 1 2 3

2 2 2

3 3 1 2 3

1 3 3

2 3 3

ˆ 1

2

2

2

Newd Y X

R XY X Y

X YR Y R

X XR X R

MSE Y k Y k Y f C k X f C

k R f C k k XYf C C

k k Y R f C C

k k X R f C C

= − + +

+ − 

− 

+ 

            

                                                                                         (10) 
 

พิสูจน์ 
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( ) ( )

( )

( )

 

2

2

1 1 0 2 3

2 1 3 4 3 2

2 2 2 2 2 2 2 2

1 1 0 2 3

2 3 1 2

2 2 2 2 2 2 2 2

1 1 0 2 3

2 3 1 2

ˆ ˆ

1

2

1

2

Newd Newd

X X

X

X

MSE Y E Y Y

k Y k Ye k Xe
E

k Xe k R e k R e Y

k Y k Y e k X e
E

k k XR e e

k Y k Y E e k X E e

k k XR E e e

 
= − 

 

  + +
 =    − + − −  

 − + +
=  

+ +  

   = − + +   

+ +
 

จะได้ ˆ( )NewdMSE Y ดังสมการ (10)  

พิจารณาหาค่า 1 2 3, ,k k k  ท่ีทำให้ ˆ( )NewdMSE Y  
มีค่าต่ำสุด ดังรายละเอียด 
 

1

ˆ( ) 0NewdMSE Y
k


=


                                                  (11) 

2

ˆ( ) 0NewdMSE Y
k


=


                                                  (12) 

3

ˆ( ) 0NewdMSE Y
k


=


                                                  (13) 

 

จากสมการ (11)-(13) นำมาแก้ระบบสมการ จะได้ 
 

1
1

1 2 3 4

W
k

WW W W
=

+
                                                     (14) 

5
2

1 2 3 4

W
k

WW W W
=

+
                                                     (15) 

6
3

1 2 3 4

W
k

WW W W
=

+
                                                     (16) 

 

โดยที ่
2

1 1 XRW = −  
2

2 11 YW f C= +  
2

3 3 YW f C=  
2 2

4 2 YX YR XR YR YXW =    − −  
( )

5

Y YX YR XR

X

YC
W

XC

 − 
=  

( )
6

Y YR YX XR

X R

YC
W

R C

 − 
=  

 

3.1.3 . ศึกษาประสิทธิภาพของตัวประมาณ
ในทางทฤษฎี 

การหาประสิทธิภาพของตัวประมาณท่ีนำเสนอ
โดยพิจารณาใต้เงื่อนไข MSE  ของตัวประมาณท่ีนำเสนอ มี

ค่าน้อยกว่าตัวประมาณเดิม คือ ˆ
MdY  และ ˆ

RdY  โดยตัว

ประมาณ ˆ
MdY  มี ( )ˆ 0MdB Y =  ซ่ีึงเป็นตัวประมาณท่ีไม่มี

ความเอนเอียง และ Sinsomboonthong [11] ได้แสดงให้
เห็นว่า ถ้าตัวประมาณไม่มีความเอนเอียง แล้วความคลาดเคลื่อน
กำลังสองเฉลี่ยจะมีค่าเท่ากับความแปรปรวน (Variance: 

Var ) ดังน้ัน ( )ˆ
MdMSE Y  เท่ากับ ( )ˆ

MdVar Y คำนวณดัง

สมการ (17) 
 

( ) 2 2

1

ˆ
Md YVar Y f Y C=                                                     (17) 

 

ตัวประมาณ ˆ
RdY สามารถคำนวณ ( )ˆ

RdMSE Y ดังสมการ (18) 

 

( ) ( )( )2 2 2

1 1 2

ˆ
2Rd Y X XY X YMSE Y Y f C f f C C C = + − − 

 

                                                                                         (18) 

พบว่า ตัวประมาณ ˆ
NewdY  มีประสิทธิภาพดีกว่าตัวประมาณ 

ˆ
MdY  ภายใต้เงื่อนไข ( ) ( )ˆ ˆNewd MdMSE Y MSE Y  เมื่อ

อสมการต่อไปน้ีเป็นจริง 
 

1 2 3A A A +                                                                   (19) 
 

โดยที ่

( ) ( )

( )

( )

22 2 2

1 1 1 1

2 2 3 2 3 1

3 3 3 3 1

1 1

2 2

2

Y

X X X XR R XY Y

X R X R YR Y

A Y k f C k

A k Xf C k XC k R C k Y C

A k R f C k R C k Y C

 = − − −
 

= +  − 

= − 

 

และตัวประมาณ ˆ
NewdY  มีประสิทธิภาพดีกว่าตัวประมาณ 

ˆ
RdY  ภาย ใต้ เงื่อนไข  ( ) ( )ˆ ˆNewd RdMSE Y MSE Y  เมื่ อ

อสมการต่อไปน้ีเป็นจริง 
 

1 4 2 3A A A A+  +                                                          (20) 
 

โดยที ่

( ) ( )
22 2 2

1 1 1 11 1 = − − −
 YA Y k f C k  

( )2 2 3 2 3 12 2X X X XR R XY YA k Xf C k XC k R C k Y C= +  − 

( )3 3 3 3 12X R X R YR YA k R f C k R C k Y C= −   

( )2 2

4 3 2= − X XY X YA Y f C C C  
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3.2. การเปรียบเทียบประสิทธิภาพด้วยข้อมูลเชิง
ประจักษ์ 

การศึกษาประสิทธิภาพของตัวประมาณโดยใช้ข้อมูล
มลพิษทางอากาศซ่ึงพิจารณาจากค่า MSE  ของตัวประมาณ
ดังแสดงใน Table 1 

จาก Table 1 แสดงผลค่า MSE  โดยจำแนกเป็น 3 
สถานะการณ์ ตามระดับการตัวเลือกตัวอย่างในครั้งแรก คือ 
10% 20% และ 50% ตามลำดับ มีรายละเอียดดังนี้ 

สถานการณ์ท่ี 1 เมื่อเลือกตัวอย่างครั้งแรกท่ีระดับ 
10% จากประชากร หรือ m = 72 และเลือกตัวอย่างครั้งสอง
ท่ีระดับ 20% และ 50% จากการเลือกตัวอย่างในครั้งแรก  

หรือ  n  = 14 และ  36 ต ามลำดับ  พบว่ า  ˆ
NewdY  มี ค่ า 

MSE  ต่ำสุด 
สถานการณ์ท่ี 2 เมื่อเลือกตัวอย่างครั้งแรกท่ีระดับ 

20% จากประชากร หรือ m  = 144 และเลือกตัวอย่างครั้ง
สองท่ีระดับ 20% และ 50% จากการเลือกตัวอย่างในครั้งแรก 

หรือ  n  = 29  และ  72 ตามลำดับ  พบว่า ˆ
NewdY  มี ค่ า 

MSE  ต่ำสุด 
สถานการณ์ท่ี 3 เมื่อเลือกตัวอย่างครั้งแรกท่ีระดับ 

50% จากประชากร หรือ m  = 359 และเลือกตัวอย่างครั้ง

สองท่ีระดับ 20% และ 50% จากการเลือกตัวอย่างในครั้งแรก 

หรือ  n  = 72 และ 180 ตามลำดับ พบว่า ˆ
NewdY  มี ค่ า 

MSE  ต่ำสุด 
นอกจากน้ีเมื่อพิจารณาค่า MSE  จากการศึกษา

ปัจจัยระดับการเลือกตัวอย่างในแต่ละครั้ง พบว่า 
- ระดับการเลือกตัวอย่างครั้งแรกเพิ่มขึ้น ค่า MSE  

ลดลง ภายใต้ระดับการเลือกตัวอย่างครั้งสองเท่ากัน 
- ระดับการเลือกตัวอย่างครั้งสองเพิ่มขึ้น ค่า MSE  

ลดลง ภายใต้ระดับการเลือกตัวอย่างครั้งแรกเท่ากัน  
จากผลการทดลองในทุกสถานการณ์สอดคล้องกัน 

โดยแสดงให้เห็นว่าการใช้ลำดับของตัวแปรเสริมสามารถ

ปรับปรุงประสิทธิภาพของตัวประมาณได้เน่ืองจาก ˆ
NewdY  มี

ค่า MSE  ต่ำสุด ซ่ึงสอดคล้องกับงานวิจัยของ Ullah et al. 
[5], Ajayi et al. [6], Tahir et al. [7], Çetin and Koyuncu 
[8] และ Haq et al. [9] นอกจากน้ีระดับการสุ่มตัวอย่างหรือ
ขนาดตัวอย่างมีผลต่อประสิทธิภาพของตัวประมาณ เมื่อระดับ
การเลือกตัวอย่างแต่ละครั้งเพิ่มขึ้น ทุกตัวประมาณ มี ค่า 
MSE  ลดลง ซ่ึงสอดคล้องกับงานวิจัยของ Nathomthong 
and Chutiman [12] 

 
Table 1 Mean square error (MSE) of each estimator under different situations 

Level of sample size MSE  
% ( m )           % ( n ) ˆ

Md
Y  ˆ

Rd
Y  ˆ

Newd
Y  

10 (72) 20 (14) 31.9644 30.9572 12.8426 
 50 (36) 16.3051 15.3026 8.7396 

20 (144) 20 (29) 18.6841 17.6800 6.2474 
 50 (72) 6.2970 5.2961 3.5543 

50 (359) 20 (72) 7.4705 6.4688 2.0717 
 50 (180) 1.9273 1.7270 0.8614 

 
4. บทสรุป 

งานวิจัยน้ีนำเสนอการพัฒนาตัวประมาณค่าเฉลี่ย
ประชากรโดยใช้ลำดับของตัวแปรเสริมภายใต้การเลือก
ตัวอย่างสองครั้ง ผลการศึกษาทางทฤษฎีและการใช้ข้อมูล  
เชิ งประจักษ์ มีความสอดคล้องกัน  โดยแสดงให้ เห็นว่ า          
ตัวประมาณท่ีนำเสนอมีประสิทธิภาพดีกว่าตัวประมาณเดิม 
ภายใต้เงื่อนไขท่ีได้จากทฤษฎี ดังน้ันการใช้ข้อมูลลำดับของ   
ตัวแปรเสริมสามารถเพิ่มประสิทธิภาพของตัวประมาณค่าเฉลี่ย
ได้นอกจากน้ีขนาดตัวอย่างท่ีเพิ่มขึ้นมีผลต่อประสิทธิภาพของ

ตัวประมาณ เมื่อขนาดตัวอย่างใหญ่ขึ้นประสิทธิภาพของ      
ตัวประมาณเพิ่มขึ้น ผลลัพธ์ของการศึกษาน้ีสามารถนำไปใช้
กับงานวิจัยท่ีมีการสุ่มตัวอย่างแบบสองครั้งและมีการตรวจสอบ
เงื่อนไขจากทฤษฎีเป็นจริงจึงสามารถใช้ตัวประมาณท่ีนำเสนอ
ได้อย่างเหมาะสม 

ข้อเสนอแนะของการศึกษาครั้งต่อไปอาจมีการพัฒนา
ตัวประมาณด้วยการใช้ตัวแปรเสริม 2 ตัวแปร ภายใต้กรณี     
ไม่ทราบค่าประชากรด้วยการประยุกต์ใช้ลำดับของตัวแปรเสริม
ควบคู่ในการพัฒนาตัวประมาณ นอกจากน้ีอาจใช้ข้อมูล
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คุณลักษณะของตัวแปรเสริม (Auxiliary attribute) ในการ
พัฒนาตัวประมาณภายใต้การเลือกตัวอย่างสองครั้ง หรือศึกษา
ภายใต้รูปแบบการสุ่มตัวอย่างอื่น ๆ เช่น การสุ่มตัวอย่างแบบ
แบ่งชั้น  (Stratified sampling) การสุ่มตัวอย่างแบบกลุ่ม 
(Cluster sampling) 
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