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บทคัดยอ 
 

 การวิจัยนี้เปนการวิจัยเชิงจําลองมีวัตถุประสงคเพื่อศึกษาและเปรียบเทียบประสิทธิภาพของ 
การทดสอบซี การทดสอบที   การทดสอบแบบสุม และการทดสอบแมนท-วิทนี ยู สําหรับทดสอบคากลาง 
หรือคาเฉลี่ยของประชากร 2 กลุมที่เปนอิสระกัน ในงานวิจัยนี้ศึกษาคาเฉลี่ยและความแปรปรวนของทั้ง 2 
ประชากร ใน 4 กรณีคือ 1)  คาเฉลี่ยและความแปรปรวนเทากัน  2) คาเฉลี่ยเทากันและความแปรปรวนไม
เทากัน 3) คาเฉลี่ยไมเทากันและความแปรปรวนเทากัน 4) คาเฉลี่ยและความแปรปรวนไมเทากัน โดยศึกษา
จากขอมูลที่สุมมาจากประชากรที่มีการแจกแจงปกติ  กําหนดขนาดตัวอยาง ( 1 2,n n ) เทากัน คือ  (5,5) 

(15,15)  และ (50,50)  ขนาดตัวอยาง ( 1 2,n n ) ไมเทากัน (5,15) (15,25)   และ (35,50) ในการคํานวณ

ความนาจะเปนของความผิดพลาดประเภทท่ี 1 กําหนดคาเฉลี่ยของประชากรเทากัน     ( 1 2,  ) เทากับ 

(9,9) และการคํานวณกําลังการทดสอบ กําหนดคาเฉลี่ยของประชากรไมเทากัน ( 1 2,  ) เทากับ (9,12) 

โดยกรณีที่ความแปรปรวนเทากันจะกําหนดคาความแปรปรวน ( 2 ) ของแตละประชากรคือ 3 9 27 และ 

36 ตามลําดับ สวนกรณีท่ีความแปรปรวนไมเทากัน จะกําหนดคาความแปรปรวนตามเกณฑของคานอนเซน  
ทรัลลิตี้พารามิเตอร ซึ่งไดคานอนเซนทรัลลิตี้พารามิเตอร ( ) คือ 0.69 2.49 และ 6.93 ตามลําดับ 

กําหนดระดับนัยสําคัญ 2 ระดับคือ 0.01 และ 0.05 โดยใชโปรแกรมอารในการจําลองและวิเคราะหขอมูล 
ทําการจําลองขอมูลซ้ํา1,000 รอบในแตละสถานการณ ผลการวิจัยพิจารณาจากกําลังการทดสอบสูงที่สุด
จากตัวสถิติสามารถควบคุมคาความผิดพลาดประเภทที่ 1 เมื่อความแปรปรวนเทากัน สวนใหญการทดสอบ
ซี มีกําลังการทดสอบสูงท่ีสุดในกรณีที่ความแปรปรวนไมเกิน 27 และการทดสอบแมนท-วิทนี ยู มีกําลังการ
ทดสอบสูงที่สุดในกรณีที่ความแปรปรวนเปน 36 และเมื่อความแปรปรวนไมเทากันพบวา สวนใหญการ
ทดสอบซี มีกําลังการทดสอบสูงท่ีสุดในทุกความแปรปรวน  
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Abstract 
 
 This research is a simulating research that aimed to study and to compare the  
efficiency of Z-test, t-test,  the randomization test and Mann-Whitney U test  for testing 
means or medians of two independent populations. This research is considered mean and 
variance of 2 populations in 4 cases such as 1) equal mean and variance 2) equal mean 
and unequal variance 3) unequal mean and equal variance, 4) unequal mean and 
variance. The data is generated in term of two populations and normal distribution. The 
sample sizes are set to equal sample size ( 1 2,n n ) as (5,5), (15,15), and (50,50), unequal 

sample size ( 1 2,n n )  as (5,15), (15,25), and (35,50). The population mean ( 1 2,  )  are 

equal as (9,9) for calculating probability of type I error, and unequal as ( 1 2,  ) to (9,12) 

for calculating power of a test. The population variances ( 2 ) of each population are set 

to 3, 9, 27 and 36 for equal variance. The unequal variances  based on noncentrality 
parameter ( ) that set as  0.69, 2.49, , and 6.93. The significant levels are considered on 

two levels at 0.01 and 0.05. R program is used for simulation and data analysis with 1,000 
times for each situation. The results are considered the maximum power of a test that 
these tests can control the probability of type I error. For equal variance, Z-test shows the 
highest power of a test when variance does not exceed 27. Mann-Whitney U test shows 
the highest power of a test when variance is set as 36. When variance is not equal, Z-test 
shows the highest power of a test in all situations. 
 
Keywords :  t-test, Z-test, The Randomization test, Mann-Whitney U test, Mean, Median 
 
 

1. บทนํา 

 ในการทดสอบสมมติฐานเพื่อเปรียบเทียบความแตกตางของคาเฉลี่ยหรือคากลางของประชากร 2 
กลุมที่เปนอิสระกัน โดยการทดสอบที่ใชนิยมในงานในการวิเคราะหขอมูล ไดแก สถิติอิงพารามิเตอร  คือ 
การทดสอบซี (Z-test) การทดสอบที (t-test) โดยพิจารณาจากคาความแปรปรวนของประชากรทั้ง 2 กลุม
วาเทากันหรือไมเทากัน และเมื่อขอมูลไมเปนไปตามขอตกลงเบื้องตนของสถิติอิงพารามิเตอรจึงสามารถ
เลือกใชสถิติไมอิงพารามิเตอร คือการทดสอบแบบสุม (The Randomization Test) และ การทดสอบ
แมนท-วิทนี ยู (Mann-Whitney U Test)  
 จากการศึกษางานวิจัยที่เก่ียวของพบวา มนตรี [1] ไดศึกษาการทดสอบเพ่ือเปรียบเทียบความ
แตกตางของคากลางของประชากร 2 กลุม พบวา การทดสอบที สามารถควบคุมความผิดพลาดประเภทที่ 1 
ไดและมีกําลังการทดสอบสูงสุดสําหรับการแจกแจงเบขวาและโดงสูงกวาปกติ และการทดสอบแมนท-วิทน ี
สามารถควบคุมความผิดพลาดประเภทท่ี 1 ไดและมีกําลังการทดสอบสูงสุดสําหรับการแจกแจงเบซายและ
โดงสูงกวาปกติ มนตรี [2] ไดศึกษาความแกรงและอํานาจการทดสอบของการทดสอบอิงพารามิเตอรและไม
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อิงพารามิเตอร พบวาการทดสอบที โมดิฟายด ยู และการทดสอบแมนท-วิทน ีมีกําลังการทดสอบสูงสุดเมื่อ
ตัวอยางมีขนาดเล็ก กลาง และใหญ สวนการทดสอบที และซี มีกําลังการทดสอบสูงสุดเมื่อขนาดตัวอยางมี
ขนาดกลางและใหญ และความแปรปรวนไมเทากัน Proschan และคณะ [3] ไดศึกษาความสัมพันธระหวาง
การทดสอบแบบสุมและการทดสอบที พบวา การทดสอบแบบสุมจะใหผลการทดสอบใกลเคียงกับการ
ทดสอบทีเมื่อการแจกแจงแบบสุมเขาใกลการแจกแจงปกติ 
 จากท่ีไดกลาวมาขางตนผูวิจัยจึงสนใจทําการตรวจสอบประสิทธิภาพของการทดสอบที การ
ทดสอบซี การทดสอบแบบสุม และการทดสอบแมนท-วิทนี ยู สําหรับทดสอบสมมติฐานความแตกตาง
ระหวางคาเฉลี่ยหรือคากลางของประชากร 2 กลุมที่เปนอิสระกัน จากการแจกแจงปกติ โดยใชโปรแกรม
อาร (R) [4] ในการจําลองและวิเคราะหขอมูล 
  

2. วิธีการวิจัย 
 การวิจัยนี้เปนการวิจัยเชิงทดลอง เพ่ือศึกษาและเปรียบเทียบประสิทธิภาพของการทดสอบที 
การทดสอบซี การทดสอบแบบสุม และการทดสอบแมนท-วิทนี ยู สําหรับทดสอบคาเฉลี่ยหรือคากลางของ
ประชากร 2 กลุมท่ีเปนอิสระกัน 
2.1 การวางแผนการวิจัย 
 ในการวิจัยครั้งน้ีกําหนดสถานการณในการศึกษาเปรียบเทียบดังน้ี 
 2.1.1 กําหนดจํานวนประชากรเทากับ 2 ประชากร 
 2.1.2 กําหนดขนาดตัวอยางสุม ( 1 2,n n ) จากแตละประชากรเทากันและไมเทากันดังนี้ 

 
ลักษณะขนาดตัวอยาง จํานวนกลุม ขนาดตัวอยาง ( 1 2,n n ) 

ขนาดตัวอยางเทากัน 3 (5,5)  (15,15) (50,50) 
ขนาดตัวอยางไมเทากัน 3 (5,15)  (15,25)  (35,50) 

  
2.1.3  ในกรณีที่คาความแปรปรวนทั้งสองกลุมเทากัน 

การแจกแจงปกติ มีพารามิเตอร ( 2,  )   คือ (9,3) (9,9) (9,27) และ (9,36)  ซึ่งพิจารณาคา

ความแปรปรวนคือ 2  คือ 3 9 27 และ 36 
 2.1.4 กําหนดระดับนัยสําคญั 2 ระดับ คือ 0.01 และ 0.05 
 2.1.5 ตรวจสอบความสามารถในการควบคุมความนาจะเปนของความผิดพลาดประเภทท่ี 1 ของ
การทดสอบจากความนาจะเปนที่จะปฏิเสธสมมติฐานหลัก เมื่อสมมติฐานหลักเปนจริง 

2.1.6 ในกรณีที่คาความแปรปรวนทั้งสองกลุมไมเทากัน 
กําหนดความแตกตางของความแปรปรวน สําหรับการเปรียบเทียบกําลังการทดสอบ โดยใชคา

นอนเซนทรัลลิตี้พารามิเตอร  (Noncentrality Parameter)  [5] เปนเกณฑ ดังนี้ 
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ระดับความแตกตางของความแปรปรวน ความแปรปรวนแตละประชากร   
มีความแตกตางกันนอย 

(0   1.5) 
3 : 5.4 

 
0.69 

 

มีความแตกตางกันปานกลาง 
(1.5   3) 

3 : 11.65 2.49 

มีความแตกตางกันมาก 
(  3) 

3 : 27 6.93 

 
โดยที่ Games และคณะ [6] ไดแนะนําคานอนเซนทรัลลิตี้พารามิเตอร เพื่อเปนเกณฑวัดความ

แตกตางของความแปรปรวน ดังนี้ 

 2 222

1
2
1

/ 2i
i

 









 

โดยที่ 
2
1  คือ คาความแปรปรวนของประชากรที่มีคาต่ําที่สุด 
2
i  คือ คาความแปรปรวนของประชากรที่ i โดย i = 1 , 2 
2

  คือ คาเฉลี่ยความแปรปรวนของประชากรทั้ง 2 กลุม 

การแจกแจงปกติ มีคาพารามเิตอร ( 2,  ) ของประชากรกลุมที่ 1 คือ (9,3)  ทั้ง 6 

สถานการณ และประชากรกลุมที่ 2 คือ (9,5.4)  (9,11.65)   และ (9,27) ซึ่งจะไดคาความแปรปรวนของทั้ง

สองประชากรคือ 2 2
1 2( , )   คือ (3,5.4)  (3,11.65) และ (3,27) ตามลําดับ โดยจะไดคานอนเซนทรัลลิตี้

พารามิเตอร คือ 0.69 2.49 และ 6.93 ตามลําดับ 

 
2.1.7 เปรียบเทียบกําลังการทดสอบของการทดสอบจากความนาจะเปนที่ตัดสินใจปฏิเสธ 

สมมติฐานหลัก เมื่อสมมติฐานหลกัเปนเท็จ โดยพิจารณาการทดสอบที่สามารถควบคุมความนาจะเปนของ
ความผิดพลาดประเภทที่ 1 ไดตามเกณฑ  Bradley เพ่ือหาการทดสอบที่ดีที่สุดในแตละสถานการณ 
 
2.2 การทดสอบความเทากันของคาเฉลี่ยหรือคากลางของประชากร 
 การทดสอบสมมติฐานเพ่ือเปรียบเทียบคาเฉลีย่ระหวางประชากร 2 กลุมที่เปนอิสระ  
สมมติฐานที่ตองการทดสอบ คือ 

สมมติฐานหลัก 0 1 2:H         

สมมติฐานรอง      1 1 2:H          
โดยที่ 1 และ 2  แทน คาเฉลี่ยของประชากรที่ 1 และ 2 ตามลําดับ 
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 2.2.1 การทดสอบซี (Z-test)  [7] 
 เปนการทดสอบอิงพารามิเตอรที่ใชทดสอบความแตกตางของคาเฉลี่ยระหวางประชากร 2 กลุมท่ี
เปนอิสระกัน  จะสามารถใชการทดสอบซีไดก็ตอเมื่อขอมูลเปนไปตามขอกําหนดเบื้องตน คือ ประชากร 2 
กลุมอิสระตอกัน ประชากร 2 กลุมมีการแจกแจงปกติ  ตัวอยางทั้ง 2 กลุมมีขนาดใหญ 1 2( , 30)n n   

  การทดสอบ คือ 1 2

2 2
1 2

1 2

cal

x x
Z

S S
n n






 

เมื่อ     1x  และ  2x   คือ คาเฉลี่ยของตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ
 

 2
1S  และ 2

2S    คือ คาความแปรปรวนของตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ
 

 1n   และ 2n   คือ จํานวนตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ 

โดยจะปฏิ เสธสมมติฐานหลักเมื่อ   
2

calZ Z หรือ
2

calZ Z 
 
โดยที่  

2

Z    และ 

2

Z  เปนคาที่ไดจากการเปดตารางซี ที่คาความนาจะเปน 2


   

 

2.2.2 การทดสอบที (t-test) [7] 

 เปนการทดสอบอิงพารามิเตอรที่ใชทดสอบความแตกตางของคาเฉลี่ยระหวางประชากร 2 กลุมท่ี

เปนอิสระกัน  จะสามารถใชการทดสอบซีไดก็ตอเมื่อขอมูลเปนไปตามขอกําหนดเบื้องตน คือ ประชากร 2 

กลุมอิสระตอกัน ประชากร 2 กลุมมีการแจกแจงปกติ  ตัวอยางทั้ง 2 กลุมมีขนาดเล็ก 1 2( , 30)n n   

 

กรณีที่ 1 เมื่อไมทราบคา 2
1  และ 2

2  แตทราบวา 2 2
1 2   

  การทดสอบ 1 2

1 2

1 1
cal

p

x x
t

S
n n





 

  โดยที่        
2 2

2 1 1 2 2

1 2

( 1) ( 1)

2p

n S n S
S

n n

  


 
 

 

  เมื่อ 1x  และ  2x  คือ คาเฉลี่ยของตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ 

             2
pS  คือ ความแปรปรวนรวม 

          1n   และ 2n   คือ จํานวนตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ 
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โดยจะปฏิเสธสมมติฐานหลักเมื่อ 
1 2; 2

2

ca l
n n

t t 
 

 หรือ
1 2; 2

2

cal
n n

t t  
  โดยที่ 

1 2; 2
2

n n
t  

  และ 
1 2; 2

2
n n

t  
 เปนคาที่ไดจากการเปดตารางที ที่ระดับนัยสําคัญ 

2

  และคาองศาเสรี 

(degrees of freedom) ที่ 1 2
2n n   

 

กรณีที่ 2 เมื่อไมทราบคา 2
1  และ 2

2  แตทราบวา 2 2
1 2   

  การทดสอบ 1 2

2 2
1 2

1 2

cal

x x
t

S S

n n






 

  โดยที่         

22 2
1 2

1 2
2 22 2

1 2

1 2

1 21 1

S S
n n

S S
n n

n n



 
 

 
   
   
   

 

 

  เมื่อ 1x  และ  2x   คือ คาเฉลี่ยของตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ
 

2
1S  และ 2

2S    คือ คาความแปรปรวนของตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ
 

1n   และ 2n   คือ จํานวนตัวอยางของกลุมที่ 1 และ 2 ตามลําดับ 

   คือ คาองศาเสรี (degrees of freedom)  

โดยจะปฏิ เสธสมมติฐานหลัก เมื่ อ 
;

2

ca lt t
 

 หรือ 
;

2

calt t
 

  โดยที่  
;

2

t 
  และ 

;
2

t 
 เปนคาที่ไดจากการเปดตารางที ที่ระดับนัยสําคัญ 

2

  และคาองศาเสรี (degrees of freedom) 

ที่   
 

การทดสอบสมมติฐานเพื่อเปรียบเทียบคากลางระหวางประชากร 2 กลุมที่เปนอิสระ สมมติฐานที่
ตองการทดสอบ คือ 

สมมติฐานหลัก      0 1 2:H M M  

สมมติฐานรอง      1 1 2:H M M  

โดยที่ 1M และ 2M  แทน คามัธยฐานของประชากรที่ 1 และ 2 ตามลําดับ 
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2.2.3 การทดสอบแบบสุม (The Randomization Test)  [8] 

การทดสอบแบบสุมเปนการทดสอบไมอิงพารามิเตอร  ใชสําหรับกลุมตัวอยาง 2 กลุมท่ีเปนอิสระ

ตอกันและขนาดตัวอยางทั้งสองมีขนาดเล็ก ขอมูลที่ใชอยางนอยตองมีมาตรวัดแบบอันตรภาค ซึ่งมี

ขอกําหนดเบื้องตน มีวิธีการคํานวณดังนี้    

- กําหนดขอมูลแตละคาใหอยูในกลุมท่ี 1 คือ 1nX  และกลุมท่ี 2 คือ 2nX  กลุมใดก็ได 

- วิธี ท่ีจะจัดขอมูลในกลุมที่  1 คือ 1 2
1

1
n

n n
X

n

 
  
 

 วิธี โดยแตละวิธีมีโอกาสเกิดขึ้น

เทาๆกัน และกลุมท่ี 2 คือ 2nX  คือขอมูลท่ีเหลือจากกลุมที่ 1  

- ให 1nX  = ผลรวมของขอมูลจากกลุมของ 1nX และ 2nX  = ผลรวมของขอมูลจากกลุมของ 

2nX  

- ทําการสุมขอมูลของแตละกลุม และหาผลตางของคาเฉลี่ยกลุมที่ 1 และกลุมที่ 2 คือ 1nX และ 

2nX  เพ่ือเลือกวิธีที่ตกอยูในเขตวิกฤตเมื่อ 1 2 1 2n nX X x x    

โดยจะปฏิเสธสมมติฐานหลักเมื่อ   ที่แทจริง = 
จํานวนวิธีที่ตกอยูในเขตวิกฤต

1 2

1

n n

n

 
 
 

      

2.2.4 การทดสอบแมนท-วิทนี ยู (Mann – Whitney U Test) [8] 

 การทดสอบแมนท-วิทนี ยูเปนการทดสอบไมอิงพารามิเตอร มักนิยมใชเพ่ือเลี่ยงการทดสอบที 

หรือ เมื่อขอมูลมีมาตราวัดต่ํากวาแบบอันตรภาค ซึ่งมีขอกําหนดเบื้องตนดังตอไปนี้ 

- ขอมูลประกอบดวยตัวอยางสุม ดวยคา 11 12 1, ,..., nX X X  จากประชากรที่ 1 และตัวอยางสุม 

อกี 1 ชุด ดวยคาสังเกต  21 22 2, ,..., nX X X  จากประชากรที่ 2 ซึ่งเปนอิสระกัน 

- ตัวอยาง 2 ชุดนี้เปนอิสระกัน 

- ตัวแปรสุมมีคาตอเน่ือง (continuous) 

- มาตรวัดอยางนอยเปนแบบเรียงลําดับ (ordinal scale) 

- ฟงกชันการแจกแจงของ 2 ประชากร ตางกันเฉพาะคากลาง นั่นคือประชากรท้ัง 2 ตองมีการ

แจกแจงท่ีเหมือนกัน ตางกันเฉพาะคากลางเทากัน  

 

กรณีที่ 1 ขนาดตัวอยางเล็ก ( 1n   และ 2n   20 ) 

การทดสอบ 1 1( 1)

2cal

n n
T S


   

เมื่อ 1n คือ จํานวนตัวอยางของกลุมที่ 1  

                 S  คือ ผลรวมลําดับที่ของตัวอยางขนาด 1n ในขอมูลรวมท้ังหมดที่เรียงลําดับแลว 



  
วารสารวิทยาศาสตรลาดกระบัง  ปที ่ 26  ฉบับที ่ 2  เดือนกรกฎาคม-ธันวาคม 2560 

 

 80   
 

โดยจะปฏิ เสธสมมติฐานหลักเมื่อ  
1 2: ,

2

cal
n n

T W  หรือ 
1

2

calT W 
  เมื่ อ 

2

W    และ 

1
2

W 
เปนคาที่ไดจากการเปดตารางแมนท-วิทนี  ที่ระดับนัยสําคัญ 

2

  และคาองศาเสรี (degrees of 

freedom) ที่ 1 2,n n  และ 1 2
1

2 2

W n n W 
   

 

กรณีที่ 2 ขนาดตัวอยางใหญ ( 1n   และ 2n   20 ) 

  การทดสอบ 1 2

1 2 1 2

/ 2

( 1) /12
cal

cal

T n n
Z

n n n n




 
 

  เมื่อ calT  S  1n และ 2n  มีความหมายเชนเดียวกับกรณีที่ 1 

โดยจะปฏิเสธสมมติฐานหลักเมื่อ 
2

calZ Z หรือ
2

calZ Z 
 
 โดยที่ 

2

Z    และ 
2

Z 

เปนคาที่ไดจากการเปดตารางซี ที่คาความนาจะเปน 
2

    

 

2.3 วิธีการดําเนินการวิจัย 

 ในการวิจัยนี้มีวิธีดําเนินการวิจัยดังน้ี 
 2.3.1 จําลองขอมูลและสุมตัวอยางที่ใชในการวิจัยดวยโปรแกรมอาร (R) กําหนดคาเฉลี่ยหรือคา
กลางเทากันและคาความแปรปรวนเทากันและไมเทากันระหวางประชากร 2 กลุม โดยมีการแจกแจง ความ
แปรปรวน และขนาดตัวอยาง เปนไปตามขอบเขตของการวิจัย  

2.3.2 ทําการทดสอบการเปรียบเทียบคาเฉลี่ยหรือคากลาง โดยคํานวณคาการทดสอบซี (Z-test)  
การทดสอบที (t-test)   การทดสอบสุม (The Randomization Test) และการทดสอบแมนท-วิทนี ยู 
(Mann – Whitney U Test) นําคาการทดสอบที่คํานวณไดเทียบกับคาวิกฤตเพ่ือสรุปวาจะปฏิเสธหรือ
ยอมรับสมมติฐานหลัก ท่ีระดับนัยสําคัญ 0.01 และ 0.05  บันทึกจํานวนครั้งที่ปฏิเสธสมมติฐานหลักเมื่อ
สมมติฐานหลักเปนจริง ทําซ้ําจนครบ 1,000 ครั้ง 
 2.3.3 หาคาความนาจะเปนของความผิดพลาดประเภทที่ 1 แลวคํานวณคาสัดสวนที่มีการปฏิเสธ

สมมติฐานหลักแสดงโดยใชคา 
ˆ2

ˆ
1000

   จากการนําจํานวนครั้งที่ปฏิเสธสมมติฐานหลักหารดวย 

1,000 
 2.3.4 ทําการเปรียบเทียบความนาจะเปนของความผิดพลาดประเภทที่ 1 ของการทดสอบกับ
เกณฑของ Bradley [9] ถาความนาจะเปนของความผิดพลาดประเภทที่ 1 ที่ระดับนัยสําคัญ 0.01 ตกอยู
ในชวง [0.005, 0.015] และที่ระดับนัยสําคัญ 0.05 ตกอยูในชวง [0.025, 0.075]  จะสรุปไดวาการทดสอบ
นั้นสามารถควบคุมความนาจะเปนของความผิดพลาดประเภทที่ 1 ได 
 2.3.5 หากําลังการทดสอบ เฉพาะการทดสอบที่สามารถควบคุมความผิดพลาดประเภทที่ 1 ได 
โดยจําลองขอมูลใหมีคาเฉลี่ยหรือคากลางไมเทากันและคาความแปรปรวนเทากันและไมเทากันระหวาง 2 
ประชากร แลวสุมตัวอยางตามขอบเขตของการวิจัย คํานวณคาการทดสอบเทียบกับคาวิกฤต และสรุปผล 
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ทําซ้ําจนครบ 1,000 ครั้ง แลวคํานวณคาสัดสวนที่มีการปฏิเสธสมมติฐานหลัก โดยนําจํานวนครั้งที่ปฏิเสธ
สมมติฐานหลักหารดวย 1,000 
 2.3.6 เปรียบเทียบกําลังการทดสอบของการทดสอบที่สามารถควบคุมความนาจะเปนของความ
ผิดพลาดประเภทที่ 1 ไดโดยการทดสอบที่มีกําลังการทดสอบสูงท่ีสุดเปนการทดสอบที่ดีที่สุด 
 

3. ผลการวิจัย 
 การวิจัยนี้เปนการวิจัยเชิงจําลอง เพ่ือศึกษาและเปรียบเทียบประสิทธิภาพของการทดสอบ 4 ตัว 
ไดแก การทดสอบทีกรณีความแปรปรวนเทากัน (TEQ) การทดสอบทีกรณีความแปรปรวนไมเทากัน (TNE) 
การทดสอบซี (Z)   การทดสอบสุม (RND) การทดสอบแมนท-วิทนี ยู (MWU) สําหรับ 2 ประชากรที่เปน
อิสระกัน ซึ่งผลที่ไดจากการวิจัยสามารถสรุปไดเปน 2 สวนใหญๆ คือ 
3.1 ความนาจะเปนของความผิดพลาดประเภทที่ 1 
 3.1.1  ประชากรที่มีการแจกแจงปกติ  เมื่อความแปรปรวนเทากัน 

จากการพิจารณาความสามารถในการควบคุมความนาจะเปนของความผิดพลาดประเภทที่ 1 ตาม
เกณฑของ Bradley สรุปผลไดดังตารางท่ี 1 และ 2 
 
ตารางที่ 1. ความนาจะเปนของความผิดพลาดประเภทที่ 1 กรณีขอมูลสุมจากประชากรที่มีการแจกแจงปกติที่ระดับนัยสําคัญ 
0.01 

ความแปรปรวน 

( 2 ) การทดสอบ 
ขนาดตวัอยาง ( 1 2,n n ) 

 เทากัน  ไมเทากัน 

(5,5) (15,15) (50,50) (5,15) (15,25) (35,50) 

3 

Z 0.011* 0.01* 0.011* 0.01* 0.008* 0.012* 

TEQ 0.012* 0.008* 0.015* 0.008* 0.012* 0.01* 

TNE 0.011* 0.008* 0.015* 0.013* 0.013* 0.014* 

RND 0.008* 0 0 0.003 0 0 
MWU 0.008* 0.008* 0.013* 0.01* 0.009* 0.01* 

9 

Z 0.011* 0.008* 0.012* 0.011* 0.009* 0.007* 

TEQ 0.012* 0.008* 0.012* 0.009* 0.008* 0.006* 

TNE 0.008* 0.008* 0.012* 0.01* 0.009* 0.005* 
RND 0.008* 0 0 0 0 0 

MWU 0.008* 0.007* 0.014* 0.009* 0.007* 0.009* 

27 

Z 0.013* 0.008* 0.008* 0.009* 0.012* 0.01* 

TEQ 0.009* 0.011* 0.013* 0.008* 0.009* 0.011* 
TNE 0.006* 0.011* 0.013* 0.011* 0.011* 0.011* 

RND 0.007* 0 0 0 0 0 

MWU 0.006* 0.008* 0.009* 0.01* 0.008* 0.006* 

36 

Z 0.011* 0.011* 0.017 0.01* 0.014* 0.008* 
TEQ 0.012* 0.011* 0.012* 0.013* 0.013* 0.009* 

TNE 0.01* 0.011* 0.012* 0.009* 0.015* 0.008* 

RND 0.006* 0 0 0 0 0 

MWU 0.01* 0.012* 0.014* 0.004 0.013* 0.007* 

* หมายถึงความสามารถในการควบคุมความผิดพลาดประเภทที่ 1 ได ตามเกณฑของ Bradley (ความนาจะ
เปนของความผิดพลาดประเภทที่ 1 ตกอยูในชวง [0.005, 0.015]) 
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จากตารางท่ี 1 พบวา การทดสอบซี (Z) สามารถควบคมุความผิดพลาดประเภทที่ 1 ไดเกือบทุก
กรณีที่ศึกษา ยกเวนในกรณีท่ีขนาดตัวอยาง (50,50) เมื่อความแปรปรวนเทากับ  36 การทดสอบทีในกรณี
ที่ความแปรปรวนเทากัน (TEQ) และไมเทากัน (TNE) สามารถควบคุมความผิดพลาดประเภทที่ 1 ไดทุก
กรณีที่ศึกษา การทดสอบแบบสุม (RND) สามารถควบคมุความผดิพลาดประเภทที่ 1 ไดในกรณทีี่ขนาด
ตัวอยาง (5,5) เทานั้น และการทดสอบแมนท-วิทนียู (MWU) สามารถควบคุมความผดิพลาดประเภทที่ 1 
ไดเกือบทุกกรณี ยกเวนในกรณีที่ขนาดตัวอยาง   (5,15) เมื่อความแปรปรวนเทากับ 27   
 
ตารางที่ 2. ความนาจะเปนของความผิดพลาดประเภทที่ 1 กรณีขอมูลสุมจากประชากรที่มีการแจกแจงปกติที่ระดับนัยสําคัญ 
0.05 

ความแปรปรวน 

( 2 ) การทดสอบ 
ขนาดตวัอยาง ( 1 2,n n ) 

 เทากัน  ไมเทากัน 

(5,5) (15,15) (50,50) (5,15) (15,25) (35,50) 

3 Z 0.045* 0.05* 0.06* 0.051* 0.062* 0.058* 

TEQ 0.042* 0.056* 0.062* 0.044* 0.056* 0.053* 
TNE 0.04* 0.056* 0.062* 0.051* 0.06* 0.056* 

RND 0.027* 0.001 0 0.004 0 0 

MWU 0.026* 0.053* 0.057* 0.032* 0.061* 0.055* 

9 

Z 0.047* 0.051* 0.051* 0.052* 0.055* 0.049* 
TEQ 0.045* 0.057* 0.055* 0.044* 0.053* 0.049* 

TNE 0.044* 0.056* 0.055* 0.055* 0.05* 0.05* 

RND 0.023 0 0 0.007 0 0 

MWU 0.034* 0.045* 0.056* 0.035* 0.054* 0.054* 

27 

Z 0.037* 0.054* 0.053* 0.044* 0.043* 0.057* 

TEQ 0.051* 0.049* 0.051* 0.053* 0.038* 0.057* 

TNE 0.045* 0.049* 0.051* 0.046* 0.038* 0.054* 

RND 0.03* 0 0 0.003 0 0 
MWU 0.034* 0.043* 0.051* 0.04* 0.042* 0.049* 

36 

Z 0.058* 0.048* 0.063* 0.044* 0.049* 0.048* 

TEQ 0.054* 0.056* 0.064* 0.047* 0.053* 0.051* 

TNE 0.047* 0.056* 0.064* 0.049* 0.055* 0.051* 
RND 0.027* 0 0 0.006 0 0 

MWU 0.029* 0.056* 0.057* 0.042* 0.058* 0.049* 

* หมายถึงความสามารถในการควบคุมความผิดพลาดประเภทที่ 1 ได ตามเกณฑของ Bradley (ความนาจะ
เปนของความผิดพลาดประเภทที่ 1 ตกอยูในชวง [0.025, 0.075]) 
 

จากตารางท่ี 2 พบวา การทดสอบซี (Z)   การทดสอบทีในกรณีที่ความแปรปรวนเทากัน (TEQ) 
และไมเทากัน (TNE)   และ การทดสอบแมนท-วิทนี ยู (MWU) สามารถควบคุมความผิดพลาดประเภทที่ 1 
ไดทุกกรณีท่ีศึกษา สวนการทดสอบแบบสุม (RND) สามารถควบคุมความผิดพลาดประเภทที่ 1 ไดในกรณีที่
ขนาดตัวอยาง (5,5) เมื่อความแปรปรวนเทากับ 3  27 และ 36  
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3.1.2  ประชากรท่ีมีการแจกแจงปกติ  เมื่อความแปรปรวนไมเทากัน 
        จากการพิจารณาความสามารถในการควบคุมความนาจะเปนของความผิดพลาดประเภทที่ 1 ตาม
เกณฑของ Bradley สรุปผลไดดังตารางท่ี  3 และ 4 

ตารางที่ 3. ความนาจะเปนของความผิดพลาดประเภทที่ 1 กรณีขอมูลสุมจากประชากรที่มีการแจกแจงปกติที่ระดับนัยสําคัญ 
0.01 

ความแปรปรวน 

( 2 2
1 2,  )   

การ
ทดสอบ 

ขนาดตวัอยาง ( 1 2,n n ) 

เทากัน ไมเทากัน 

(5,5) (15,15) (50,50) (5,15) (15,25) (35,50) 

 
 

(3 , 5.4) 

 
 

0.69 

Z 0.011* 0.011* 0.011* 0.013* 0.008* 0.011* 
TEQ 0.016 0.01* 0.014* 0.007* 0.006* 0.004 

TNE 0.012* 0.01* 0.013* 0.014* 0.012* 0.008* 

RND 0.007* 0 0 0.001 0 0 

MWU 0.009* 0.011* 0.014* 0.008* 0.008* 0.007* 

(3 , 11.65) 

 
 

2.49 

Z 0.011* 0.012* 0.015* 0.01* 0.015* 0.01* 

TEQ 0.012* 0.014* 0.012* 0.001 0.007* 0.005* 

TNE 0.01* 0.01* 0.012* 0.013* 0.015* 0.009* 

RND 0.011* 0 0 0 0 0 
MWU 0.014* 0.016 0.014* 0.003 0.012* 0.007* 

(3 , 27) 6.93 

Z 0.01* 0.011* 0.012* 0.01* 0.007* 0.007* 

TEQ 0.021 0.014* 0.014* 0.001 0.003 0.003 

TNE 0.014* 0.011* 0.012* 0.011* 0.011* 0.004 
RND 0.018 0 0 0 0 0 

MWU 0.02 0.017 0.015* 0.002 0.007* 0.009* 

* หมายถึงความสามารถในการควบคุมความผิดพลาดประเภทที่ 1 ได ตามเกณฑของ Bradley (ความนาจะ
เปนของความผิดพลาดประเภทที่ 1 ตกอยูในชวง [0.005, 0.015]) 

 
จากตารางท่ี 3 ที่ระดับนัยสําคญั 0.01 พบวา การทดสอบซี (Z) สามารถควบคุมความผดิพลาด

ประเภทที่ 1 ไดทุกกรณีที่ศึกษา การทดสอบทีในกรณีท่ีความแปรปรวนเทากัน (TEQ)  สามารถควบคุม
ความผิดพลาดประเภทที่ 1 ไดบางกรณีท่ีศึกษา ยกเวนในกรณีที่ขนาดตัวอยาง (5,5) และคานอนเซนทรัล
ลิตี้พารามิเตอร ( ) เทากับ 0.69 กับ 6.93 กรณีที่ขนาดตัวอยาง (5,15) และคานอนเซนทรลัลิตี้

พารามิเตอร ( ) เทากับ 2.49 และ 6.93  กรณีที่ขนาดตัวอยาง (15,25) และคานอนเซนทรัลลิตี้

พารามิเตอร ( ) เทากับ 6.93 และกรณีท่ีขนาดตัวอยาง (35,50) และคานอนเซนทรลัลติี้พารามิเตอร ( )

เทากับ  0.69  และ 6.93 การทดสอบทีในกรณีที่ความแปรปรวนไมเทากัน (TNE) สามารถควบคมุความ
ผิดพลาดประเภทที่ 1 ไดเกือบทุกกรณีที่ศึกษา ยกเวนในกรณีที่ขนาดตัวอยาง (35,50) และคานอนเซนทรัล
ลิตี้พารามิเตอร ( ) เทากับ 6.93 การทดสอบแบบสุม (RND) สามารถควบคุมความผิดพลาดประเภทที่ 1 

ไดในกรณีที่ขนาดตัวอยาง (5,5) ยกเวนคานอนเซนทรัลลิตี้พารามิเตอร ( ) เทากับ 6.93 การทดสอบ

แมนท-วิทนียู (MWU) สามารถควบคุมความผิดพลาดประเภทที่ 1 ไดบางกรณีที่ศึกษา ยกเวนในกรณีที่
ขนาดตัวอยาง (5,5) และคานอนเซนทรัลลิตี้พารามิเตอร ( ) เทากับ 6.93  กรณีท่ีขนาดตัวอยาง (15,15) 

และคานอนเซนทรัลลิตี้พารามิเตอร ( ) เทากับ 2.49 และ 6.93 กรณีที่ขนาดตัวอยาง (5,15) และคานอน

เซนทรัลลิตี้พารามิเตอร ( ) เทากับ 6.93    
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ตารางที่ 4. ความนาจะเปนของความผิดพลาดประเภทที่ 1 กรณีขอมูลสุมจากประชากรที่มีการแจกแจงปกติที่ระดับนัยสําคัญ 
0.05 

ความแปรปรวน 

( 2 2
1 2,  )   การทดสอบ 

ขนาดตวัอยาง  ( 1 2,n n ) 

เทากัน ไมเทากัน 

(5,5) (15,15) (50,50) (5,15) (15,25) (35,50) 

 
 

(3 , 5.4) 

 
 

0.69 

Z 0.051* 0.047* 0.059* 0.05* 0.057* 0.055* 

TEQ 0.053* 0.054* 0.063* 0.024 0.037* 0.046* 
TNE 0.045* 0.054* 0.063* 0.046* 0.057* 0.058* 

RND 0.034* 0 0 0.004 0 0 

MWU 0.024 0.056* 0.058* 0.027* 0.046* 0.047* 

(3 , 11.65) 

 
 

2.49 

Z 0.057* 0.044* 0.062* 0.047* 0.049* 0.044* 
TEQ 0.057* 0.055* 0.061* 0.015 0.027* 0.028* 

TNE 0.053* 0.052* 0.06* 0.039* 0.054* 0.044* 

RND 0.028* 0 0 0 0 0 

MWU 0.039* 0.063* 0.067* 0.015 0.047* 0.044* 

(3 , 27) 6.93 

Z 0.053* 0.049* 0.055* 0.054* 0.062* 0.053* 

TEQ 0.084 0.056* 0.056* 0.004 0.02 0.027* 

TNE 0.068* 0.049* 0.055* 0.055* 0.058* 0.062* 

RND 0.047* 0 0 0.001 0 0 
MWU 0.052* 0.058* 0.077 0.011 0.036* 0.05* 

* หมายถึงความสามารถในการควบคุมความผิดพลาดประเภทที่ 1 ได ตามเกณฑของ Bradley (ความนาจะ

เปนของความผิดพลาดประเภทที่ 1 ตกอยูในชวง [0.025, 0.075]) 

จากตารางท่ี 4 ที่ระดับนัยสําคญั 0.05 พบวา การทดสอบซี (Z) สามารถควบคุมความผดิพลาด

ประเภทที่ 1 ไดทุกกรณีที่ศึกษา การทดสอบทใีนกรณีท่ีความแปรปรวนเทากัน (TEQ)  สามารถควบคุม

ความผิดพลาดประเภทที่ 1 ไดเกือบทกุกรณีที่ศึกษา กรณีที่ขนาดตวัอยาง (5,5) และ (15,25) ที่คานอนเซ

นทรัลลต้ีิพารามิเตอร ( ) เทากับ 6.93 กรณีที่ขนาดตัวอยาง (5,15) และทุกคานอนเซนทรลัลิตี้

พารามิเตอร ( ) การทดสอบทีในกรณีท่ีความแปรปรวนไมเทากัน (TNE) และ การทดสอบแบบสุม (RND)  

สามารถควบคุมความผดิพลาดประเภทที่ 1 ไดในกรณีที่ขนาดตัวอยาง (5,5) เทานั้น สวนการทดสอบแมนท-

วิทนี ยู (MWU) สามารถควบคมุความผดิพลาดประเภทที่ 1 ไดบางกรณีที่ศึกษา ยกเวนในกรณีทีข่นาด

ตัวอยาง (5,5)  ท่ีคานอนเซนทรัลลิตี้พารามิเตอร ( ) เทากับ 0.69 และกรณีที่ขนาดตัวอยาง (5,15) และ

คานอนเซนทรัลลิตี้พารามเิตอร ( ) เทากับ  2.49   และ 6.93 
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3.2  กําลังการทดสอบ 

            การสรุปผลกําลังการทดสอบของการทดสอบจะแสดงในกรณีที่การทดสอบสามารถควบคุมความ

นาจะเปนของความผิดพลาดประเภทที่ 1 ไดเทานั้น 

 3.2.1  ประชากรท่ีมีการแจกแจงปกติ  เมื่อความแปรปรวนเทากัน 
  พิจารณาความสามารถในการควบคุมความนาจะเปนของความผิดพลาดประเภทที่ 1 ไดใน 
ตารางท่ี 1 และ 2  จึงนํามาพิจารณากําลังการทดสอบ กรณีที่ระดับนัยสําคัญ 0.01 และ 0.05 สรุปผลได 
ดังตารางที่ 5 
 

ตารางที่ 5. การทดสอบที่มีกําลังการทดสอบสูงที่สุดกรณีขอมูลสุมจากประชากรที่มีการแจกแจงปกติ เมื่อความแปรปรวน
เทากัน 

ระดบันัยสําคัญ ความแปรปรวน 

ขนาดตวัอยาง (
1 2,n n ) 

เทากัน ไมเทากัน 
(5,5) (15,15) (50,50) (5,15) (15,25) (35,50) 

0.01 

3 Z Z Z,TEQ,TNE,MWU Z Z Z,TEQ, TNE,MWU 
9 Z Z MWU Z Z Z 
27 Z Z TEQ TEQ TEQ TEQ 

36 Z MWU MWU TNE MWU MWU 

0.05 

3 Z Z Z,TEQ, TNE,MWU Z Z Z,TEQ,TNE, MWU 
9 Z Z Z Z Z Z,TEQ 

27 Z Z TEQ,TNE TEQ TEQ TEQ 
36 TEQ MWU MWU TNE MWU MWU 

Z หมายถึง การทดสอบซี (Z-test) 
TEQ หมายถึง การทดสอบทีในกรณีที่ความแปรปรวนเทากัน (t-equal test) 
TNE หมายถึง การทดสอบทีในกรณีที่ความแปรปรวนไมเทากัน (t-non equal test)  
MWU หมายถึง การทดสอบแมนท-วิทนี ยู (Mann – Whitney U Test) 
 

 จากตารางที่ 5 ที่ระดับนัยสําคัญ 0.01 พบวาการทดสอบซี (Z) เกือบทุกขนาดตัวอยางมีกําลังการ
ทดสอบสูงท่ีสุด  เมื่อความแปรปรวนเทากับ 3 และ 9 ที่ขนาดตัวอยาง (5,5)  การทดสอบทีในกรณีที่ความ
แปรปรวนเทากัน (TEQ)  มีกําลังการทดสอบสูงท่ีสุด ที่ขนาดตัวอยาง (50,50) (5,15) (15,25) และ (35,50) 
ที่ความแปรปรวน 27 และ การทดสอบทีในกรณีท่ีความแปรปรวนเทากัน (TEQ) และไมเทากัน (TNE)  มี
กําลังการทดสอบสูงท่ีสุดและเทากันที่ขนาดตัวอยาง (50,50) และ (35,50) ที่ความแปรปรวน 3 การทดสอบ
แมนท-วิทนี ยู (MWU) มีกําลังการทดสอบสูงที่สุดเมื่อความแปรปรวนเทากับ 36 ที่ขนาดตัวอยาง (15,15) 
(50,50) (15,25) และ (35,50)  

ที่ระดับนัยสําคัญ 0.05 พบวาการทดสอบซี (Z) เกือบทุกขนาดตัวอยางมีกําลังการทดสอบสูงท่ีสุด  
เมื่อความแปรปรวนเทากับ 3 และ 9 สวนที่ระดับความแปรปรวน 27   การทดสอบซี (Z) มีกําลังการ
ทดสอบสูงท่ีสุด ที่ขนาดตัวอยาง (5,5) และ(15,15)  การทดสอบทีในกรณีท่ีความแปรปรวนเทากัน (TEQ)  
มีกําลังการทดสอบสูงที่สุด ท่ีขนาดตัวอยาง (50,50) (5,15) (15,25) และ (35,50) ที่ความแปรปรวน 27 
และ การทดสอบทีในกรณีที่ความแปรปรวนเทากัน (TEQ) และไมเทากัน (TNE)  มีกําลังการทดสอบสูงท่ีสุด
และเทากันที่ขนาดตัวอยาง (50,50) และ (35,50) ที่ความแปรปรวน 3 การทดสอบแมนท-วิทนี ยู (MWU) 
มีกําลังการทดสอบสูงที่สุดเมื่อความแปรปรวนเทากับ 36 ท่ีขนาดตัวอยาง (15,15) (50,50) (15,25) และ 
(35,50)  
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3.2.2  ประชากรท่ีมีการแจกแจงปกติ  เมื่อความแปรปรวนไมเทากัน 
จากการพิจารณาความสามารถในการควบคุมความนาจะเปนของความผิดพลาดประเภทที่ 1 ได

จากตารางท่ี 3 และ 4 นํามาพิจารณากําลังการทดสอบ กรณีที่ระดับนัยสําคญั 0.01 และ 0.05 สรุปผลไดดัง
ตารางท่ี 6 

ตารางที่ 6. กําลังการทดสอบ กรณีขอมูลสุมจากประชากรที่มกีารแจกแจงปกติ เมื่อความแปรปรวนไมเทากัน 

ระดบั
นัยสําคัญ 

ความแปรปรวน 

( 2 2
1 2,  )   

ขนาดตวัอยาง (
1 2,n n ) 

เทากัน ไมเทากัน 

(5,5) (15,15) (50,50) 
(5,
15) 

(15,25) (35,50) 

0.01 
(3 , 5.4) 0.69 Z Z 

Z, TEQ, TNE, 
MWU 

Z Z Z, TNE, MWU 

(3 , 11.65) 2.49 Z Z TEQ Z Z Z 
(3 , 27) 6.93 Z Z Z Z Z Z 

0.05 

(3 , 5.4) 0.69 Z Z 
Z, TEQ, TNE, 

MWU 
Z Z 

Z, TEQ, TNE, 
MWU 

(3 , 11.65) 2.49 Z Z 
Z,TEQ, TNE, 

MWU 
Z Z TNE 

(3 , 27) 6.93 Z Z Z Z Z Z 

Z หมายถึง การทดสอบซี (Z-test) 
TEQ หมายถึง การทดสอบทีในกรณีที่ความแปรปรวนเทากัน (t-equal test) 
TNE หมายถึง การทดสอบทีในกรณีที่ความแปรปรวนไมเทากัน (t-non equal test)  
MWU หมายถึง การทดสอบแมนท-วิทนี ยู (Mann – Whitney U Test) 

 
จากตารางท่ี 6 ที่ระดับนัยสําคญั 0.01 พบวา การทดสอบซี  (Z) เกือบทุกขนาดตัวอยางและทุก

คานอนเซนทรัลลิตี้พารามเิตอร ( ) มีกําลังการทดสอบสูงท่ีสุด  สวนการทดสอบทีในกรณีทีค่วาม

แปรปรวนไมเทากัน (TNE) และการทดสอบแมนท-วิทนียู (MWU) คานอนเซนทรลัลิตี้พารามเิตอร ( ) 

เทากับ 0.69 มกีําลังการทดสอบสงูที่สุด ที่ขนาดตัวอยาง (50,50) และ (35,50) และ  การทดสอบทีในกรณี
ที่ความแปรปรวนเทากัน (TEQ)  คานอนเซนทรัลลิตี้พารามเิตอร ( ) เทากับ 0.69 และ 2.49   มีกาํลังการ

ทดสอบสูงท่ีสดุ ที่ขนาดตัวอยาง (50,50)   
   ที่ระดับนัยสําคญั 0.05 พบวา การทดสอบซี (Z) เกือบทุกขนาดตวัอยางและทุกคานอนเซนทรลั
ลิตี้พารามิเตอร ( ) มีกําลังการทดสอบสูงท่ีสุด  สวนการทดสอบทีในกรณีท่ีความแปรปรวนเทากัน (TEQ) 

และไมเทากัน (TNE)  คานอนเซนทรัลลต้ีิพารามิเตอร ( ) เทากับ 0.69 มีกําลังการทดสอบสูงท่ีสุด ที่ขนาด

ตัวอยาง (50,50) และ (35,50) และ  การทดสอบทีในกรณีที่ความแปรปรวนไมเทากัน (TNE)  คานอนเซน 
ทรัลลต้ีิพารามิเตอร ( ) เทากับ   2.49   มีกําลังการทดสอบสงูที่สุด ที่ขนาดตัวอยาง (50,50) และ 

(35,50) 
 

4. สรุปผลการวิจัย 

 จากผลการวิเคราะหความสามารถในการควบคุมความนาจะเปนของความผิดพลาดประเภทที่ 1 
และกําลังการทดสอบ ของการทดสอบ 4 ตัว ไดแก การทดสอบซี (Z-test) การทดสอบที (t-test ) การ
ทดสอบสุม (The Randomization Test) การทดสอบแมนท-วิทนี ยู (Mann – Whitney U Test) จาก
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การจําลองขอมูลตามลักษณะตางๆ ที่ไดกําหนดไวในขอบเขตการวิจัย เมื่อขนาดตัวอยางมีขนาดนอย (5,5) 
ทุกการทดสอบสามารถควบคุมคาความผิดพลาดประเภทที่ 1 ได แตเมื่อขนาดตัวอยางใหญขึ้น การทดสอบ
แบบสุมจะไมสามารถควบคุมคาความผิดพลาดประเภทที่ 1 ได เมื่อความแปรปรวนไมเทากัน เมื่อขนาด
ตัวอยางมีขนาดนอย (5,15) การทดสอบซี  การทดสอบทีในกรณีที่ความแปรปรวนไมเทากันสามารถควบคุม
คาความผิดพลาดประเภทท่ี 1 ได แตเมื่อขนาดตัวอยางใหญขึ้น ทุกการทดสอบจะสามารถควบคุมคาความ
ผิดพลาดประเภทที่ 1 ยกเวนการทดสอบแบบสุม  
 การทดสอบซีสวนใหญมีกําลังการทดสอบสูงสุด การทดสอบทีในกรณีที่ความแปรปรวนเทากัน  มี
กําลังการทดสอบสูงสุดเมื่อคาความแปรปรวนเทากับ 27 แตเมื่อคาความแปรปรวนเพ่ิมข้ึนการทดสอบ
แมนท-วิทนี ยู จะมีกําลังการทดสอบสูงสุด  เมื่อความแปรปรวนไมเทากันสวนใหญการทดสอบซี มีกําลังการ
ทดสอบสูงสุด การทดสอบทีในกรณีที่ความแปรปรวนเทากัน มีกําลังการทดสอบสูงสุดเมื่อคาความ
แปรปรวนเทากับ 27 แตเมื่อคาความแปรปรวนเพ่ิมขึ้นการทดสอบแมนท-วิทนี ยู จะมีกําลังการทดสอบ
สูงสดุ   
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