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บทคัดยอ 

  บทความนี้ มีวัตถุประสงคเพื่อหาวิธีการประมาณชวงความเชื่อมั่นของสัมประสิทธ์ิการแปร
ผันแบบใหมที่เหมาะกับกรณีที่มีขนาดตัวอยางขนาดใหญและสามารถใชกับการประมาณทุกชวงของ
สัมประสิทธิ์การแปรผันประชากร โดยใชวิธีการประมาณแบบชวงของการแจกแจงปกติและคา
คาดหวัง ความแปรปรวนทางคณิตศาสตรในการหาวิธีการประมาณแบบใหมที่ได 
 

คําสําคัญ  :  ชวงความเชือ่มัน่    สัมประสิทธิ์การแปรผัน  การแจกแจงปกติ  คาคาดหวัง  ความแปรปรวน 

 
                                                        Abstract      
 The purpose of this article was found a method to estimated new confidence interval of the 
coefficient of variation, which appropriated with large sample size and used very range of 
coefficient of variation’s population. The new confidence interval estimated by interval of normal 
distribution, expectation values, and variance values. 
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1. บทนํา     
 คาสัมประสิทธิ์การแปรผัน(Coefficient of Variation: CV) เปนสถิติที่ใชในการวัดการ
กระจายของขอมูลที่ไมมีหนวย        การคํานวณคาสัมประสิทธิ์การแปรผัน คือ คาของสวนเบี่ยงเบน 
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มาตรฐานหารดวยคาเฉลี่ย เนื่องจากหนวยของคาสวนเบี่ยงเบนมาตรฐานและคาเฉลี่ยของขอมูลชุด
หนึ่งจะเปนหนวยเดียวกัน จึงทําใหคา สัมประสิทธ์ิการแปรผันไมมีหนวย 

  สัมประสิทธิ์การแปรผันของประชากร   κ       =  
μ
σ

  

                 สัมประสิทธิ์การแปรผันของตัวอยาง       κ
∧

    =  
x

SD
     

 สัมประสิทธิ์การแปรผันเปนสถิติที่มีการใชงานอยางกวางขวาง ทางดานเศรษฐศาสตรมีการ
นําไปใชในเชิงพรรณนาและอนุมานโดยเฉพาะในเรื่องของการศึกษาเกี่ยวกับความเสถียรภาพของ
อัตราผลตอบแทนเงินปนผลของดัชนีฮ่ังเส็งและดัชนียอยของตลาดหุน [1]  หรือนํามาประยุกตใชใน
การวิเคราะหทางการเงิน [2] ยังมีการนําไปใชงานวิจัยทางดานการแพทยเชน นําสัมประสิทธ์ิการแปร
ผันไปใชในการวัดปริมาณความเขมขนของ Plasma clozapine และ norclozapine [3] และไดนํา
สัมประสิทธ์ิการแปรผันไปวัดประสิทธิภาพระหวางการทดสอบของความไวของความเขมขนของ
สาร Pramlintide  ที่ใชกับโรคเบาหวานชนิดที่ 1 [4]  การเปรียบเทียบการแข็งตัวของเลือดของผูปวย 
[5] และนําสัมประสิทธ์ิการแปรผันใชในการทดสอบจุดของการรักษาระดับคอเลสเตอรอลและไตร
กลีเซอไรดสําหรับการศึกษาระบาดวิทยา:การประเมินระบบ multicare [6]  นอกจากนี้สัมประสิทธ์ิ
การแปรผันยังถูกนําไปใชในเรื่องการพยากรณอากาศเกี่ยวกับความผันแปรของความเร็วลม [7]  ใช
ในการพยากรณแนวโนมปริมาณน้ําฝน [8] และนําไปใชในงานวิจัยที่เกี่ยวของกับการตรวจสอบ
ความผันแปรผลิตผลทางดานเกษตร  [9] และการเปรียบเทียบประสิทธิภาพของเครื่องมือใน
หองทดลอง [10]  
 ถึงแมวา การประมาณสัมประสิทธ์ิการแปรผันจะมีประโยชนในการวัดและการวิจัยมากมาย 
แตคาที่ไดก็ยังคงเปนการประมาณคาแบบจุดซึ่งไมทราบวาพารามิเตอรของสัมประสิทธ์ิการแปรผัน
อยูที่ใด  รวมถึงไมสามารถหาความผิดพลาดในการประมาณคาแบบจุด  ดังนั้น การสรางชวงความ
เชื่อมั่นสัมประสิทธ์ิการแปรผันสําหรับประชากร  จะใหคาที่บอกความถูกตองของคาพารามิเตอรของ
ประชากรวาอยูในชวงความเชื่อมั่นเทาไร  ตอมาก็มีผูหาวิธีการประมาณชวงความเชื่อมั่นของ
สัมประสิทธ์ิการแปรผัน  เพื่อใหไดชวงความเชื่อมั่นของสัมประสิทธิ์การแปรผันในกรณีตาง ๆ 
สําหรับงานวิจัย  ที่มีความนาเชื่อถือและมีคาคลาดเคลื่อนนอยสุด ดังเชนงานวิจัยของ Vengel (1996)  
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ไดอธิบายลําดับการประมาณชวงความเชื่อมั่นของสัมประสิทธ์ิการแปรผันวา  การประมาณชวงความ

เชื่อมั่นของสัมประสิทธิ์การแปรผันเริ่มตนไดใชปริมาณ pivotal* มาประมาณคาชวงความเชื่อมั่นของ

สัมประสิทธ์ิการแปรผัน และใชตารางแสดงคาของการแจกแจงแบบ  2χ มาใชในสูตรของการ
ประมาณ 

 
2 2 2 2

1 1 2 2

,

t (θ 1) t (θ 1)
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∧ ∧
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                                 (1) 

เมื่อ  ν=  n-1 , t1 = 2
21 /, α−νχ /ν , t2  = 2

2/,ανχ /ν  และ  θ=θ (ν,α)   เปนฟงกชันที่ทราบคาที่

ถูกเลือก [11]   ตอมา Mckay กําหนดให 
1ν

νθ
+

=  ซึ่งเปนคาที่เหมาะสมสาํหรับชวงความเชื่อมั่น   

การประมาณชวงความเชื่อมั่นของสัมประสิทธิ์การแปรผันของ Mckay ของการแจกแจงปกติเปน 
1/2 1/22 2 2 22 2
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 หรือ 

1/2 1/22 2
1 1 2 2u u u uCI κ 1 κ , κ 1 κ

ν 1 ν ν 1 ν

− −
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       (2) 

เมื่อ  2
2/,ανχ  และ 2

2/1, ανχ −  เปน (1- α/2)100 % ของการแจกแจงไคสแควรดวยองศาความเปน

อิสระ ν= n-1 และให ui = νti สําหรับ i = 1 , 2  κ
∧
คือสัมประสิทธิ์การแปรผันของตัวอยาง [11-12] 

ในป ค.ศ. 1991  Miller [2] ไดมีการนําเสนอการกระจายของ S
x

 เปนดังนี้ 

( )
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และไดประมาณชวงความเชื่อมั่นของสัมประสิทธ์ิการแปรผัน เปน 
2 2

1
α
2

S S SZ 0.5
x x x

ν −
⎡ ⎤⎛ ⎞ ⎛ ⎞± +⎢ ⎥⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎢ ⎥⎣ ⎦
                    (3) 

โดยที่  Zα  คือคาสถิติของการแจกแจงปกติมาตรฐาน ณ (1- α)100 % [13]  

                                                 
• 

*
 นิยาม ปริมาณ pivotal    ให  X1, X2, . . . , Xn เปนตัวแปรสุมท่ีมีพารามิเตอร  θ ถา Y = 

g(X1,X2, . . . ,Xn, θ) เปนตัวแปรสุมท่ีมีการแจกแจงไมข้ึนกับ θ,  ดังน้ัน เรียก Y เปนปริมาณ 
pivotal สําหรับ θ. 
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ในป ค.ศ. 1996 Vengel [11] ไดเสนอหาชวงความเชื่อมั่นใหมสําหรับสัมประสิทธ์ิการแปรผันที่
เรียกวาการปรับแกชวงความเชื่อมั่นของ Mckay โดยเสนอทางเลือกสําหรับ ฟงกชัน θ ของ 

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+

+
= 12

1ν
νθ 2

,ανχ
  ไดชวงความเชื่อมั่นของสัมประสิทธิ์การแปรผัน ที่มีความถูกตองมากกวา   

ชวงความเชื่อมั่นของ Mckay    การปรับแกชวงความเชื่อมั่นของ  Mckay  ของการแจกแจงแบบปกติ 
ไดเปน  

1/2 1/22 2 2 22 2
,1 /2 ,1 /2 , /2 , /22 2

κ 1 κ , κ 1 κ
1 1
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ν ν ν ν

− −
∧ ∧ ∧ ∧

− −
⎧ ⎫⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞+ +⎪ ⎪= − + − +⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟+ +⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦ ⎣ ⎦⎩ ⎭

 

 หรือ 
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1 1 2 22 2κ 1 κ , κ 1 κ
1 1

u u u uCI
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− −
∧ ∧ ∧ ∧⎧ ⎫⎡ ⎤ ⎡ ⎤+ +⎪ ⎪⎛ ⎞ ⎛ ⎞= − + − +⎨ ⎬⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟+ +⎝ ⎠ ⎝ ⎠⎣ ⎦ ⎣ ⎦⎪ ⎪⎩ ⎭

              (4) 

ในป ค.ศ. 2009 วราฤทธ์ิ [14] ไดเสนอการปรับชวงความเชื่อมั่นของ Vengel โดยแทนที่คาคงที่ 1 ใน
สมการของ Vangel (1996) ดวยตัวเลยคาคงที่ที่เปนบวก ใหการเสนอชวงความเชื่อมั่นของ
สัมประสิทธิ์การแปรผันใหมนี้ กําหนดโดย  

1/2 1/22 2 2 22 2
,1 /2 ,1 /2 , /2 , /22 2

κ κ , κ κ
1 1

CI c cν α ν α ν α ν αχ χ χ χ
ν ν ν ν

− −
∧ ∧ ∧ ∧

− −
⎧ ⎫⎡ ⎤ ⎡ ⎤⎛ ⎞ ⎛ ⎞+ +⎪ ⎪= − + − +⎢ ⎥ ⎢ ⎥⎜ ⎟ ⎜ ⎟⎨ ⎬⎜ ⎟ ⎜ ⎟+ +⎢ ⎥ ⎢ ⎥⎝ ⎠ ⎝ ⎠⎪ ⎪⎣ ⎦ ⎣ ⎦⎩ ⎭

 (5) 

 จากงานวิจัยที่ผานมาพบวา สูตรของ Mckay ใชไดดีเมื่อ  n ≥15  และ  κ ≤ 0.33 

(CVประชากร) สูตรของ Miller ใชไดดีในกรณี n≤10 และมีความเหมาะสมเมื่อ  0.33 ≤ κ ≤ 0.67  

สูตรของ  Vengel ใชไดดีกวา Mckay เล็กนอย โดยมีการปรับคาฟงกชันของ θ แตก็ยังใชไดไมดีกวา
วิธีการ  Panichkitkosolkul ที่ใชวิธีการปรับแกสูตรจาก Vengel โดยปรับคาคงที่ 1  เปน C   
 ดังนั้น ในบทความนี้ จึงตองการนําเสนอแนวคิดการประมาณชวงความเชื่อมั่นแบบใหม เพื่อ
เปนวิธีหนึ่งในการประมาณและเปนทางเลือกหนึ่งในการวิจัยที่ชวยแกปญหาขอบกพรองวิธีการ
ประมาณที่ผานมา 
 

2. วธิกีารประมาณชวงความเชื่อมั่นสัมประสิทธิก์ารแปรผันแบบใหม     
 กําหนดให X เปนตัวแปรสุมที่มีการแจกแจงปกติ มีคาเฉลี่ยประชากรเทากับ μ  ความ

แปรปรวนเทากบั σ2  สุมตัวอยางขนาด n หนวย 
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2
⎡ ⎤ ⎛ ⎞⎛ ⎞= +⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠⎝ ⎠

x E[x] Var(y)
E 1

y E[y] (E(y))

 ให  x   คือคาเฉลี่ยของตัวอยาง ที่มีการแจกแจงปกติ มีคาเฉลี่ยเทากบั μ    ความแปรปรวน 

เทากับ  
2σ

n
  เขียนเปนสัญลักษณ   E( x ) = μ  ;   V( x ) = σ2/n 

 สําหรับการเก็บรวบรวมขอมูลจากตัวอยาง  ถาเปนการเก็บขอมูลจากตัวอยางที่มีขนาดเล็ก

การคาํนวณ  ความแปรปรวนจากตัวอยางจะใช  
2n

2

i 1

(x x)S
n 1=

−
=

−∑  

  ให   σκ =
μ

  คือสัมประสิทธิ์การแปรผนัของประชากร    

                           S
κ

x

∧

=    คือสัมประสิทธ์ิการแปรผันของตัวอยาง 

 ในกรณีที่มีการคาํนวณคาสัมประสิทธิ์การแปรผันของตัวอยาง n ชุด พบวา  n
n n

S=κ
x

∧

 [12]         

 และจะไดคาเฉลีย่ของ κ
∧

= 

n

i
i=1

κ

n

∑
  แสดงวา คา κ

∧

 เปนตัวประมาณที่ไมเอนเอียงของคา κ  

ดังนั้น  E( κ ) = κ
∧

 
 

  พิสูจน        จาก       [17] 
  
 
 
 
                       

จาก E (S) =  Cn(n) σ  โดยที ่ Cn  =                                                        [15-16] 
 
 
ดังนั้น   
 
 
 
ถา  n  มีขนาดใหญ  (n          ∞) 

2

∧ ⎛ ⎞⎛ ⎞⎡ ⎤κ = = +⎜ ⎟⎜ ⎟⎢ ⎥⎣ ⎦ ⎝ ⎠⎝ ⎠
s E[s] Var( x )

E( ) E 1
x E[ x ] (E( x ))

( )
( )
Γ

Γ
−= − − − +−−

4
2 3

n
2 1 7 192 1 O(n )n 1n 1 4n 32n 128n

2
2

∧ κ⎛ ⎞⎛ ⎞κ =κ +⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
2 3

1 7 19
E( ) 1- - - 1

4n 32n 128n n
κ κ κ κ

=κ
2 2 2 2

2 3 4

4 -1 8 +7 28 +19 19
(1+ - - - )

4n 32n 128n 128n
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      ∴   E(κ ) = κ
∧

 

และ      22 σ=)S(E     

พิสูจน               การหาคา    E(S2) 

                    ( )
( )

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−
=

∑
=

1
1

2

2

n

xx
ESE

n

i
i

 

( ) ( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ −=− ∑

=

n

i
i xxESEn

1

221        

                              [ ] ⎟
⎠
⎞

⎜
⎝
⎛ −−−= ∑

=

2

1

n

i
i )x()x(E μμ  

( ) ( )( ) ( )[ ]⎟
⎠
⎞

⎜
⎝
⎛ −+−−−−= ∑

=

n

1i

2
i

2
i xxx2xE μμμμ  

( ) ( )( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ −+−−−−= ∑∑

==

2
n

1i
i

n

1i

2
i xnxx2xE μμμμ

( ) ( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ −+−−−= ∑

=

n

1i

222
i xnx2nxE μμμ  

                             ( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ −−−= ∑

=

n

1i

22
i xnxE μμ  

                             ( ) ( )∑
=

−−−=
n

i

22
i xnExE

1
μμ  

                            
n

nn
2

2 σσ −=  ( ) 21 σ−= n  

ดังนั้น              ( ) 22 σ=SE  
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            และจาก   E (S) =  Cn(n) σ  โดยที่  Cn = 

!1
2

1n

!1
2
n

1n
2

⎟
⎠
⎞⎜

⎝
⎛ −
−

⎟
⎠
⎞⎜

⎝
⎛ −

−
หรือ    

                 Cn= 4
2 3

nΓ
2 1 7 192 1 O(n )

n 1n 1 4n 32n 128nΓ
2

−

⎛ ⎞
⎜ ⎟
⎝ ⎠ = − − − +
−− ⎛ ⎞

⎜ ⎟
⎝ ⎠

      [15-16] 

             ดังนั้น   E (S) =  ⎟
⎠
⎞⎜

⎝
⎛ −−−

32 128n

19

32n

7

4n

1
1  σ    

          เนื่องจาก  V(S) =  E(S2) – [E(S)]2 

                     ( ) 2σσ
2

32
2

128n
19

32n
7

4n
1

1SV ⎟
⎠
⎞⎜

⎝
⎛ −−−−=  

            จะได   2
65432 16384n

361
2048n

133
1024n

125
16n

3
8n

3
2n
1

)S(V σ⎟
⎠
⎞⎜

⎝
⎛ −−−++=  

                  และการคาํนวณความแปรปรวนของตัวแปรในรูปอัตราสวนที่เปนอิสระตอกัน              

             จาก ⎟
⎠
⎞

⎜
⎝
⎛ +⎟

⎠
⎞

⎜
⎝
⎛=⎟

⎠
⎞

⎜
⎝
⎛

22

2

)]y(E[
)y(V

)]x(E[
)x(V

)y(E
)x(E

y
x

V                     [17]            

                   ⎟
⎠
⎞

⎜
⎝
⎛ +⎟

⎠
⎞

⎜
⎝
⎛=⎟

⎠
⎞⎜

⎝
⎛

22

2

)]X(E[
)X(V

)]S(E[
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X
S
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⎟
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⎜
⎜
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⎟
⎠
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2
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2
65432
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32 n

128n
19

32n
7

4n
1

1

16384n
361

2048n
133

1024n
125

16n
3

8n
3

2n
1

128n
19

32n
7

4n
1

1

μ

σ

σ

σ

μ

σ

( )
( )

2 22 3 4 5 6
2

22 3

2 3

1 3 3 125 133 361
1 7 19 2n 8n 16n 1024n 2048n 16384n1

1 7 194n 32n 128n n1
4n 32n 128n

⎛ ⎞+ + − − −⎜ ⎟κ⎛ ⎞⎛ ⎞= − − − κ +⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎜ ⎟− − −
⎝ ⎠
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                          κ ⎛ ⎞⎛ ⎞=⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
2

2 3 4 5 6

S 1 3 3 125 133 361
V + + - - -

x 2n 8n 16n 1024n 2048n 16384n
 

                                            
κ 4

2 3 4 5 6

1 3 3 125 133 361
+(1- - - + + + )

2n 8n 16n 1024n 2048n 16384n n
 

ตัดพจนที่ตัวสวนมี n  กําลังสามขึ้นไปเปนสวนประกอบออกจากสมการ เนื่องจากเมื่อ n มีคามาก ๆ 
คาของพจนที่ตัวสวนมี n  กําลังสามขึ้นไปเปนสวนประกอบจะเขาใกลศูนย  ดังนั้น   

                          
2

2 4
2 3

S 4n+3 8n -4n-3V = κ + κ
8n 8nX

⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 

                       
2

2 4
2 3

S 4n+3 8n -4n-3V = κ + κ
8n 8nX

⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠ ⎝ ⎠
 

  
 การประมาณชวงความเชื่อมั่นของสัมประสิทธ์ิการแปรผัน 

             จาก   x   คือคาเฉลี่ยของตัวอยาง ที่มีการแจกแจงปกติ มีคาเฉลี่ยเทากับ μ  ความแปรปรวน 

เทากับ  
n

2σ
   

             ดังนั้น  
∧
κ    มีคาที่ไมสิ้นสุดที่สอดคลอง(asymptotically consistent) สําหรับคา κ   ใชการ

ประมาณตัวแปรปกติมาตรฐาน  ไดเทากับ  

 Z
var( )

∧

∧

κ−κ
=

κ
 

( ) 4
2

2
2 3

N(0,1)
4n 3 8n 4n 3

8n 8n

∧
κ−κ

= →
+ − −⎛ ⎞κ + κ⎜ ⎟

⎝ ⎠

 [16-18] 

            เพราะฉะนั้น ชวงความเชื่อมั่น 100(1-α)% ของ κ ที่ขึ้นกับการประมาณปกติมาตรฐาน เขียน
ในรูปความนาจะเปนชวงความเชื่อมั่นของสัมประสิทธ์ิการแปรผัน [16-18] 

                                       
2 2

1P Z Z
∧

∧

α α

κ

⎛ ⎞−κ
⎜ − < <+ ⎟= −α
⎜ ⎟σ⎝ ⎠

κ
   

                           
2 2

1Z Z∧ ∧

∧ ∧

α ακ κ
⎛ ⎞− σ <κ< + σ = −α⎜ ⎟
⎝ ⎠
κ κ  
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               การประมาณคาแบบชวงของ κ  จะไดสตูรการประมาณดังนี้ 

4 4
α α

2 2
2 2

2 3 2 3
2 2

4n 3 8n 4n 3 4n 3 8n 4n 3
Z Z

8n 8n 8n 8n

∧ ∧+ − − + − −⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞− κ + κ <κ< + κ + κ⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
κ κ

              ในกรณีที่ไมทราบคา κ  ก็ใชคา  
∧
κ  แทน จึงไดสูตรในการประมาณชวงความเชื่อมั่น

สัมประสิทธิ์การแปรผันใหม   คือ 
4 4

α α

2 22 2

2 3 2 3
2 2

4n 3 8n 4n 3 4n 3 8n 4n 3
Z Z

8n 8n 8n 8n

∧ ∧ ∧ ∧ ∧ ∧+ − − + − −⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞− + <κ< + +⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠
κ κ κ κ κ κ

 

3. สรุป    
 แมวาสัมประสิทธิ์การแปรผัน เปนสถิติพ้ืนฐานทีใ่ชในการวิเคราะหในงานวิจัยที่เปนแค
สวนประกอบหนึ่งในงานวิจัย หรือเปนสถิติที่ใชสนับสนุนผลการวิจัยนั้น ๆ แตในการหาคาก็ตอง
ความถกูตองแมนยําเหมาะสม ดงันั้น ในการประมาณสัมประสิทธิ์การแปรผัน ก็ยังใชการประมาณ
ชวงความเชื่อมั่น  แตในการประมาณชวงความเชื่อมั่นของสัมประสิทธิ์การแปรผนั มีวิธีการประมาณ
หลายวิธี ขึ้นกับความเหมาะสมของขอมูลหรือลกัษณะของการวิจัย  ในงานวิจัยนี้ ไดวิธีการประมาณ
ชวงความเชื่อมั่นของสัมประสิทธิ์การแปรผันที่ใชหลักในเรื่องของการประมาณคาแบบชวงของการ
แจกแจงปกติ และคุณสมบัติคาคาดหวัง ความแปรปรวนทางคณิตศาสตรมาใชในการหาวิธีการ
ประมาณชวงความเชื่อมั่นโดยตองมีขนาดตัวอยางขนาดใหญจึงจะใหความเหมาะสม 
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