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Detecting Falls Inside the Building by Deep Learning
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UNANEa

unesitiauenissuunnmnsndunelueimsfiemauiiein lnldsanesu
lasevnguszaimiieuuvuaauligdu (Convolutional Neural Network: CNN) Tun15vi
Regularization fhewmafia Dropout Tunsviluansduun Sssusudeyaiidudeyalndinle
910 University de Franche-Comteé 11aeUjUn1s ImVIA Tneiin1sudstayadimsuilndu (Train
set) 60% Yatayanagau (Test set) 20% UazyndoyadinsunaaauwazUsulunan1unanis
yiaday (Validation set) 20% msnaassutadu 3 mnaasmdnmuguuuudeyatind ety
79 1) Grayscale image 2) Motion History Image (HMI) kag 3) MHI 531U Grayscale image N3
Jauszavsnmveslunailodnidensanisaassfidiignmudnvazvasdoyatiidmuin lumnad
FIMUNAIMLUY Grayscale image liAAmgnapviniu 0.9204 Tuwafisiuunanwuy MHI 9
AIALYNABINNAY 0.9193 warlinafisILunAWWUU MHI 538U Grayscale image léAnAay
gnéieaindu 0.9575 Jaduluiaafidiianain 3 mveass

Arddsy : vndu n1sUszananagunm sun sz iRveantsmdeulv laswieussannidisnuuumeuligiu

Abstract

This article presents the detection of falls inside the building using deep learning.

The method is to apply Convolutional Neural Network (CNN) for regularization by Dropout
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technique to create classification models. The data are collected in the form of video files
from nVia laboratory room, University de Franche-Comté, and separated into 6 0% of
Training set, 20% of Test set, and 20% of Validation set. The three experiments are designed
for different patterns according to the different inputs: 1) Grayscale images 2) Motion History
Images (MHI), and 3) MHI combined with Grayscale image. Regarding the efficiency
evaluation of the three best models, the classification model for Grayscale images has
0.9204 accuracy. The model for classifying MHI achieves 0.9193 accuracy. On the other
hand, the model for classifying MHI combined with Grayscale images results in 0.9575

accuracy, which is the best model of all 3 experiments.

Keywords: Fall, Image processing, Motion History Image, Convolutional Neural Network
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tfmafana1 Ae nszgnaginnuaniinuSeguAmeymaaues duduavmihliiisnsaufing
wardnIn1sidedinAeutnaae (Bangkok Hospital, 2021) Jagtuussvnsiasenglulsinalng
diduduegnann uavanuzamluilagturesdsaulne auanilvgiduisvhaudoshauuen
i aseuaiiiffgiengdududeserduegtuiliosdis shlsiflenmaindunsioannisnndy
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mudduissnsal nduthinsuiulilunwies wasuansdudasuiussiaduuad
uansnaify Wlededisddumsifnmanisaiieunasnds uinundaduuasnniian vieusmd
asiign swdedausnuiiinnadeudiiuagaviodutegduiian Tuvaeivnadiing
\ndeufilsunounthazuansfommnuiduuasiianasauddunisifnimnnisal (Jaroonphan &
Covavisaruch, 2013) uenani MHI BuAsTlddmsumsTinsgininadeulmuazmaiiu lns
mafudsziRvesnsdsuudadurasidnsindeulwluusazivsuvesgunin wag MHI gnldly
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pnduiioangtRmafiseusefienainiu dsanusniluldvsslevinonady nmaentu uas

ympaThluniiauaulasiely

177



NsaFIeenansaansyts T 34 atudl 1 ieusnsiay - Tguneu 2568
Journal of Science Ladkrabang Vol. 34 No. 1 January - June 2025

2. WU

mssdunilunuided fidveenuuunimeasdagldiinsatanudnuaruu MHI uag
Grayscale image wazassluaauwuulassieUsyamiiieuwuunauligdu (Convolutional Neural
Network: CNN) Tagldfinis@nwieideidertos anduniendoya afriluna vaassuay

¥
=1

UszillulSpudisunanside lneilisivazidealunsaztunaunig 9 fadl

2.1 yAteiiisatos

2.1.1 Motion History Image (MHI)

Jaroonphan & Covavisaruch (2013) 18vin35ai3e9 nsusuld MHI ﬁ'm/i'wmmadmgwsjﬁﬁ
nswaeuiiguuaiy dnansold MHI ‘ﬁlijLmﬂ%ﬁ?‘wi‘UsUE]iﬂﬁﬂ’]il,ﬂ?ﬁlfmﬁ‘;is’lLL’LJ’JL@@J UuuenIf
vimjoonduaesdiuifunmaedeuiivesinglunwliviudeutu iededsuinamaziumnanis
indoufinuafuroulaz e simansiadeuildedisgnies waztatauniinisld MHI Tagl
wUarave s avadlaidueg19d Tuvasil Meng et al. (2009) l@sn3sei3as Motion History
Histograms for human action recognition Togld MHI Tun153091919119679 9 10U 1Hu (Walking)
3 3eonn1deniy (Joggmg) 34 (Running) ¥nu18 (Boxing) Usuile (Hand-clapping) taglunila
(Hand-waving) mﬂuu Ahad (2013) "Léﬁ%’mﬁaq MHI for action recognition and understanding
ilefnwuuAnvesgua Uy MHI dusunisiadeulmvienssudvionnasing 4 msedinse
fsmsiedeulmvosnsiiu viemuadeuilidezdusunvuzyioyaaa Taofl MHI azuans
avunsindeulmludnuaznyiinga adunmaasgngelimdunimsedudinn uenaINi MHI 84
Judanesfiufiannsaldeulufivasiosfildanunsonsinduldield vilv MH Saludanesii
wiafimnzfumsldnulssannsihssTannni3insdu

Hu et al. (2019) lafnwinsiseusdmiunisandionsuaianniumin Tngiauenisineui
UFuusedane3fiu MHI aaen151438n15 Improved Enhanced Motion History Image (IEMHI) lng
Iﬁummmmuu%mwamuwmm’maUmwmiﬂivmmaﬂwmlmamwmwmﬂmu wagdl
UsgAnsammanniundaannduasidilima CNN wlevhuneensusiainlumii

2.1.2 Tasadneuszamiianuunaulagdu (CNN)

Hwang et al. (2017) T§@nwd ary Maximizing accuracy of fall detection and alert
systems based on 3D CNN Wiensiadunisvnduainamgiedléainndesiifwugesdunise
(Depth Camera) §annlUdaituiiaula mmiguﬁﬂﬁﬁﬂgﬂmwvﬁﬂmma 3D Convolutional
Neural Network (3D-CNN) Lﬁ'aim’snsﬁ%’aaﬂamam%ulmasiw&iaLﬁamawsnﬁumimé’u 970
nsnaaUNUI dArmnuuduguvingu 96.9 wWesidud

Lu et al. (2019) gvateses Deep learning for fall detection: three-dimensional CNN
combined with Long Short Term Memory (LSTM) on video kinematic data Wiefnwinisadng
lueansiieudidadndmiunisnsiadunisau Inemslddanesiiu CNN sauiu LSTM vundoya
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Kinematic ilonsaadunsén Inslideyaiidnlumagiuuuialefifimenduuaslsivnndu 1iels
Tunasuduazanunsofsnudnvauzesnulilaesalud@ uazdsdnvznisiadeulmoenain
drsfuiaan §adud sddalunisnsiasunisnndu Sawedald LSTM sauru Visual attention
module teszydumisiiaulaluudazinsudnse

2.1.3 msl,ﬁ'u%'agamw (Image augmentation)

Zhang et al. (2019) Ihv3duides Image based fruit category classification by 13-layer
deep CNN and data augmentation @ slua3seilasailunanisuonvidnvonald Tagls
ponuuulazadne CNN $1uau 13 du Fadulueaiidideldoonuuuiu wagldldineadianisdia
Uy alnunITNLUNIN N156A Y Gamma correction Tuguain nndudsuanluluiag
$1uru 1,800 3NN uiilafin139i Image augmentation vl uaugUA IR BT U Y
63,000 UMW wazdnsiIsuifisunadnitusevindunafiideyainduuuund uaglunad
%aaaﬁm’r&ﬁ%ﬁmu%anﬁam”’gmmﬁﬂ Image augmentation WU luiaadidn1sld Image
augmentation léA1A111gnFaaviTAY 89.60% Feunnninlanadilailsvih Image augmentation
Bsilinmnugnsaaviniu 84.39%

Peng et al. (2019) ) la'yMT9 \5 99 End-to-End change detection for high resolution
satellite images using improved UNet++ FilumAteilfdahlunafionsatumadeuntas
AsfliAntuuuiudl o gaaaideunti T1 futhaadaly T2 Ielddeyatududuameienis
s s 1an T wae T2 sudliea CNN Ussiam Unet islilinanssofumsadeuuasi
Aetuuugua iy amens o van T1 Sslifiouu udamee o nan T2 duflouwAntu g
szuansmwanuoonuiiedunadns Snvslunuiseisldinsyh Image augmentation Tnenns
munIw wanm ndunm uagldhnadnsilfunuieuieudulueadldiiunisii iImage
augmentation Wu31 Tunaiii1unn3¥h Image augmentation TnadnsinnIarALwsiug
(Precision) A1AMszaN (Recall) A1 Fl-score tiag Overall accuracy

2.1.4 N13RTIVTUNNTUNAY

nudtefiAudeaiunmsasadumsmndunieluenans wu Wane et al. (2016) 1vi3de
Feansasiadunisundulaenisldimadadalnunsuvesfiamemuannsifieust (Histogram of
Oriented Gradient: HOG) tnAd A Local Binary Pattern (LBP) Ll,azﬂmauﬂwmzﬁlblﬁ'ﬁlﬂﬂ Deep
Learning Framework Caffe Ysnsauiu tiiolduansiianianisiadeulmvesyanaluusasivisy
vpsanuInte laeldluna Support Vector Machine (SVM) Tunisnsiadunisunay %’!mﬂﬂgﬂmw
W 3 Useam Ao msiiu nsvindy wagnnsil mﬂﬁ?uﬁwﬂﬁzmmaqgﬂmwﬁlﬁmmﬁwaaumwﬂ
du Tdledoasu 2 Usziam Ae duuazlsidy

Menacho uag Ordonez (2020) lévauideisasnisnsadunmsdulaglduuusiass CNN
Falunathunldiuvusudaiinedeuils (Mobile robot) dmsunisnsradunisundulasnisis
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Aaaud@Afileannnisuen Optical flow 91namalugULUY Red-Green-Blue (RGB) apan1mildl
anusaniostu uarlunisussifiuussandnmvosluaaluauisded I¥uannsw Receiver
Operating Characteristic (ROC) i eiUSauiisutszansamnisiauveslinasenite VGG-16
uaz ResNet50 nmsiUSsutiisunuit VGG-16 Trnauszavsnmgsan wazlidnaumsiinesi
founi1 annsovhanliiis Tedemalfluealunuiddeiannsonsadummndu samdenieh
Avinsusedriulauuuisealng Juihlilunatiiiaustiugiviniu 88.55%

Turauedl L et al. (2017) levhideisesnisasiadumsdudmivnisquagedgeenglasld
CNN Fefimsihgunmusazinsuluidlefioousaudnuur maasugusse sy iiesune
Y9619 9 wagiinnsandidnisundunseld lunisveasaldldmaiavesnisveinisudsdeya
genu 10 dauwi 9 fu iilelndusazneageuluma wenanideiinissusaialensldfans
UsyrTuresiasengdiuumn uarlunuideidldnandsanuimelunsiinduluing 1wy ms
Wasuiiuvdiwesiale 1wu 1 Tngfedeulm msuals wasdvended sty [Hudu dedsd
o1vdsmaliusAnsnmvasnstindulinaanas Snitslunuddeilsslfiaueisavaunsoiiu
UszAvBammmadunaldlasmavilitundaiiiieaiu luieadlidarugniesesi 99.87 %

2.1.5 nsihauanvuzYasUNWANSINNL (Feature concatenation image)

mu”?%’aﬁLﬁm%’aﬁun’1'sﬂ’1'ﬁﬂmma"’nwmwangﬂmwmmmﬁu W Eppel (2017) l93sei5es
Setting an attention region for convolutional neural networks using region selective features
for recognition of materials within glass vessels iin1sldinaiansruaaEnuazvaaguaInd
fefuiieunanseiiaula suideilfinsinm RGB vesnruiimARe TR ULHLTUT T
aula (ROl Map) T auduninluu3fiwanuanizusinuvesnisusuda wazld3s valve fitter
approach LiloAuANNTUTEINaRaras CNN Tilifawiluuinmuddy nmwwadndaldiu
awdEfuansuinaiaulaldogsdney wasgninlulfdudunadmiunsGouivednng

9Ny Song et al. (2021) 1#3415 04 An effective multimodal image fusion method
using MRI and PET for Alzheimer's Disease Diagnosis lagldinailan1557un11 MRl 1038103
WaLAIN FDG-PET L‘ﬁ@iﬁlﬁgﬂﬂ1WLLUU1MﬂﬁL§EJﬂi’] “GM-PET” %QEU{HW&Q%L‘&UU%L’JN Gray
Matter (GM) Zsflanudfgyienisitadelsadaluwes 5ﬂﬁgﬂgﬁm%’ﬂw’lﬁgﬂ‘gﬂf’mLLasﬁﬂ‘HﬂJ%ﬂ’]iLNﬂ
nangyresijoidoausweteaaasisndie venani Sddlaseeussamienuuanaifuuy
18 (3D Simple CNN) waw 3D Multi-Scale CNN iioUszifiuuseansninaediinissannin dsin
nvaaosnssuunlsadalameslagnisld CNN szydn Fnsmunmuvuiliauesndeiuls
Uszans alnesauiianiiisn1ssannimuuy Unimodal 8nviedsdisansiuaumsninesaes
Tusalsegnann Weifsuiudunauuumanedesdayia
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2.2 msdawmssudaya uaznsasielaneg
nsrvIunsvhauvessruuwiaiu 2 dufie nswieudeya (Data preparation) Wagn1s
Hneluluinauaznsinuszandsnmvesluina (Model training and evaluation)

2.2.1 maudaya

Tutuneuniafudeyaldifudoyanuunfend a0 University de Franche-Comte
#oUfUAN15 ImVIA (Laboratoire ImViA, 2020) %Qﬁﬁayjaﬂixﬂaué’wlwgﬁﬁiaLLammwnﬁaﬂ,u
aonuiifwansafiu W nsnduiithu (Home) $1uau 60 3le wasniui (Coffee room) $1au
70 3Ale owiau (Office) S1uan 33 3ile wastoudeu (Lecture room) S1uau 27 3ile ddlu
wiazdnlefinnuealdiiu 60 Jundl Fewansanunisainmsvnauluimnsiiunnsedu wu wndy
A8 undmndu nnduaindula wazUszneudaelng Annotation files Tnennelulvig
Usznaudedeya iwumsufifinsSumndy laulsuAuannismndy uassuviuansnsoun sy
fymraluidle (Bounding boxes) Tuusiazivisy

2.2.2 mswnssudaya
AIdeiteyaniuniuindawiedlieglugluuunawnsaldiverndu uasnageuluina
lnguanstunauNsnIeNdayanigun 1

Random Video
N N (EONE
val 20% test 20%

[ Feature extraction |

MHI grayscalé

I
label feature
[fall, no fall]

pickle files

UM 1. Jupsunswssudeyanoudnluing
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2.2.3 n3guinle
dudoyayarlnedy (Train set) 60% Ynadayanaasu (Test set) 20% Uazyndoyadinsy
nagoukarUTulImanIuNan1svngaau (Validation set) 20%

2.24 msammﬁnwmz MHI uae Grayscale image

Aapaanuug MH lagandun1susurungunimviniu 224x224 uagsin Noise 800970
sﬂmwiﬂai‘%’%%‘ Gaussian blur ﬁ]wmfumﬂ'mamm’wsmdmﬂw 2 wisudineuieatu (Frame
differencing) L:Wau,aﬂmwuﬂﬂaaaﬂmﬂmwwwaa IGE L‘Uaauiﬂm‘wmu Grayscale #84310LLEN
amaaﬂmnmwwwm Ftuneuilisendn Threshold fie M131ATM 1 Channel %3 Grayscale
image 11uwUadAn Intensity aaaay Pixel Thndolnes 2 A1 Ae 0 (§a1) wag 255 (§112)
(Laboratoire ImViA, 2020) LLaSi’JﬂJﬂWW’?ﬁquuLLG]'aSLWS&JI‘Lm’]W‘ﬁ‘NWUﬂﬁiﬁﬂﬁUMﬁﬂa@ﬂ RGRI
an fmune1 MHI DURATION fie Szsviianvesiuminisindeufivesingainusagivsaluam
Wiy 1,500 Had3und LLamﬁngﬂﬁ 2

INPUT: The current image, the previous image, a duration

'

Remove noise

l

Different frame

!

Convert To GrayScale

l

Binary Threshold

!

updateMotionHistory

A
OUTPUT: Motion History Image MHI
31]17; 2. Sumeunisyi Motion History Image
Grayscale image Aliunisnsoudanindayanalasldsunyaves Aray aud lnd
Annotation files l@sgysn LLasLﬂﬁaumuwmgﬂﬂwWLﬂuﬁnuwm 224x224 mﬂﬁmmaaﬁgﬂmwmn
RGB Ju Grayscale
NsAeRMENYELUU MHI Lag Grayscale image ¥040MNNSUNAY LLamﬁuasmﬁagUﬁ' 3
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(¥) JUALUY MHI

o

UM 3. AnudnuazeIgunImmMIvngy

2.2.5 nsldnawaag (Labeling)

9l Annotation files l¢finsseyanisaiiFumnduluauisduannisundu Taeduiunis
Wasudesunmitldaseudanin uaggunm MH innifudelndgndsdodeianmsuuay
Wasudude fall uay no fall mndelrdiiaumlsuinnnivdewiiduaumsuiliFumndy uaziay
wisutosniwierhifuiaumsufiduaanisvndy File aggniudsuiieidu fall Fanedsgunineu
mnduiiefunisairsnanaslifuioya uarsuilildeglutinavmsuilingnludduazgn
Wasude File 1y no fall Famnedsgunmillifinismndy andusndunmsusninames fall way
no fall mudeludsunmdtsinunisldnaiaas Tnefegislassasnsiniudeyauasnanasves
AMUUY MHI uanssaoenafaguil 4
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il anuagnihunasradugadeyaluguuuuling Pickle file (pkl) dmsuldlunis
Anduluina lngusenaumennanaeuy Grayscale WUU MHI kaglhuy MHI 591U Grayscale
image (MHI+Grayscale) ¥4318az188nduruvesnnlunsiazyadaya (Train, Validation uag

MHI feature

trainMHI

valMH

fall

nofall

testM

fall

nofall

-;i&iiﬁ

fall

nofall

JUT 4. freghdlassadesnisdaivdoya MHI

Test) LAMIFINITITN 1

a o ' o
M1599 1. vnugunmluwsiazyateya

Pickle File Feature Train Validation Test
1 Grayscale 19105 5848 3694
2 MHI 19207 5797 3657
3 MHI + Grayscale 16839 5632 3226

2.2.6 MainIIUIUtaYaLarANINAINUAIEYBITUNINAI8ITNT Augmentation

TunuifeasadlaiuduiudeyauarANUMAINIAINYA18095UAIN FI8NITgUIUAMN

nsideugUaInde ¥ vuane Tauluiantstngunn uansdssun 5
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JUT 5. MegnnmmsiiuinnudeyauazanuvaInaievesgun1meeIsn1s Augmentation

2.2.7 msafelanaduunyszian

luduneuthirdeyaiildandunoud 22,5 iduiunsadluaslasmsyssanmiounuy
CNN Tngmnaesihguamiidgudnuasfusnssiudlues fdudifededonlueadu 2 wuu
Ao wuuit 1 lumadisideyaindndu Grayscale uio MHI fauanslusui 6 wazuuud 2 Tuinaiis
Foyathidndunndnunzuy MHI 59/ Grayscale image fauanslugudl 7

Conv_1 (3x3) kernel Conv_2 (3x3) kernel
Same padding + Same padding +
ReLU max-Pooling RelU
(2x2) max-Pooling

(2x2)

HIAWT QILIINNOD ATINS

Input (120x120)

(120x120x16) (60x60x16) (60x60x32)  (30x30x32)

U 6. CNN filddeyatinduuy Grayscale wie MHI (M3viaaesdl 1-2)
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Conv_1 (3x3) kernel Conv_2 (3x3) kernel
Same padding + Same padding +
RelU max-Paoling RelU
(2:2) max-Poaling
| (2x2)

‘ \

Ciee

(120x120x18) (BOx60x16) (60x60x32)  (30x30x32)

concatenated

grayscale

HIAV GILIINNOI ATINS

Input (120x120)

motion history
image

31] 7 7.CNN wisusuamammt,mu MHI + Grayscale (Msnnaasil 3)

TunsTenuluna mﬂgﬂﬁ 6 3In13M%UA Input shape = (120, 120, 1) LLazmﬂgﬂﬁ 7 8015
AnuA Input shape = (120, 120, 2) %ﬂﬁgﬁgﬂﬁ 6 LLazgﬂﬁ 7 larwun Output layer 10u 2 Tviun
(fall waz no fall) A1uAAY Dropout LYINAU 0.3 way 0.4 14 Activation function ReLu Lag
Output layer 14 Activation Function SoftMax 1% Optimizer Ao Adam wag Learning rate 11y
0.0001 #991n911388 ves Adrian Nunez- Marcos fifnw1i304 Vision-based fall detection with
CNN %ud1 @1 Learning rate ﬁLummmﬁm%’u%’amqﬁgmﬁagiwdw 0.001 £14 0.00001 (Warunsiri

& Toontharm, 2017) slaui3dedaienlyen Leaming rate i1y 0.0001 dwsun1snaaedly
NTel

2.2.8 N19912NLLUUNITNAADY
ﬂ’]iﬁi’NIMLﬂaLWB’«NLL‘Llﬂﬂ‘Ll‘Vlﬂall m%lmaamwmﬂu 3 ﬂ'ﬁwmaawaﬂwwﬁauasﬂmw

VAR
a

ddiiuandneiu Tnsudagnismaaed 2 lunadesiifimnaiwesiatuginsd 2 lnei

Tunadl 1 uae 2 Grayscale image Lﬂugﬂmwmimmnmimaum (Crop) @w1gyumna
LLasm?ﬁJm”mgﬁmwﬁ RGB 1¥ugUnm Grayscale mﬂgﬂﬁ 3(n)

Tuwnadl 3 uaz 4 MHIugUnmdiledainnnsyih Motion History Image Fetunouit 3.2.2
mﬂgﬂ‘ﬁ' 3(1)

Iumaﬁ 5 wag 6 MHI 911U Grayscale image Lﬁuﬂﬁﬁ’lgﬂmwfl’jﬂaauwu fio Grayscale

image SIfif 120x120x1 uag MHI Image T5if 120x120x1 1nsudrdeiu Tnenndisiuudiaed
1AINAY 120x120x2

M15:97 2. NseenuuUMIMAaBalumaduunaundulusunmifindn vazuansieiy

ASNAaDIN Input image Model Dropout Epoch Learning rate

1 0.3

1 Grayscale
2 0.4

1000 0.0001

3 0.3

2 MHI
4 0.4
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A13199 2. (s10) N1seRNUUUNINARRsE Il wunAunaslugUnwndnadnwuzLan ey

nsnAaasi Input image Model Dropout Epoch Learning rate
5 0.3
3 MHI + Grayscale
6 0.4

2.2.9 myiauszansanveslueg

nsinuszdndnnvesluiaa (Promrit & Waijanya, 2021) %mewaaaﬂuﬂugwﬁw
Confusion Matrix #s#ia15a41@n True Positive (TP), True Negative (TN), False Positive (FP) e
False Negative (FN) wanaissn31el 3

715199 3. Confusion Matrix

Actually
Positive Negative
Positive TP FN
Predicted
Negative FP TN

v
o w o A

A5IaUsEANS NIl USEnaunieandNnn nal

o

a °

[ [ ¥ 1 Y
Accuracy Wumsinanugndesvesluna lagiinsansiunnaaia Auinenlalagldd
aunnsi (1)
TP+TN

Accuracy = ——————— (1)
TP+TN+FP+FN

AALLLUET (Precision) WunisTaanuuiugdivesieya lnefiarsuueniiasaaid
Awinalagldaunisn (2)

. TP
Precision = ——— 2
TP+FP

Aanuszdn (Recall) unsinanugnsesweadung lnefiansanueniiazaata Auiaen
Ingldaunisn (3)

Recall %o Sensitivity = (3)

TP+FN

AMNUTIE (Specificity) LU InA1d@ndIun1smTIaNURaaU JendAiaudinig
wnmnets linadinuansnsalunisasianuvisedumgnndusnnumuluime dualalagly
aun1sh (4)
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Tnei
TP
TN
FP
FN

TN

Specificity = TNTEP

vneds Suusadnsilunarihugieidsigndes
vaneds Suunadnsilunariuneiliaidldgnses
vaneds Suunadwsilunasineineidiignsies
vaneds Suunadnsilunasiuneiilsiaidligndes

3. NAN15IBUAZDAUTIINA
3.1 MmagaulsEAnsaImn1sIuungUnWAIUNaY
ﬂﬁmaawixﬁw%mwiumﬁﬁLLuﬂﬁJm‘wﬂ’]imﬂa”mﬁaﬁsﬁamaﬁwﬁuﬂu 1) MHI 2)
Grayscale image wag 3) mmmaﬂwmv Grayscale image wag MHI L“f]um‘iwmaam‘w amm’m
LLiJHEJ’]‘Ua\‘ﬁ"’UULiJE]L‘1/|EJ‘Uﬁ°UﬂT]§,JLU‘LJ%QM%@NL‘UEJ’J‘U’]QJ Immmmﬂmmwmmum Feaun1sd (2) A
AINUSEAN FeaunnsT (3) wavArnus e eEunisi (4) wanadunisns Confusion Matrix &9
A13197 3 lunmnaaeunsinUsEansmnuasIins1einaANgnaAee vadlinani1sTungUnm
msnndudlefidoyaguamindrifgadnvasuandisiu serinszuuiuanudueis Ineldey
Fogalunsilnaeu (Training data set) AogUnmitiin1sdy (fall) wazgunnitlaifiniséu (no fall
waznaaeuNTIaUsEavEA W lEHadenI 9T 4 uazasad 5

M13799 4. Confusion Matrix N33 uungUnmvedliaalasseUssamiienuuunauligdu e Dropout Wiy

0.3 919 3 A15NAABY

Actually
Model Predicted

fall no fall

fall 967 299

Grayscale

no fall 93 2,335

fall 1,244 22

MHI

no fall 273 2,118

fall 1,145 65

MHI + Grayscale

no fall 72 1,944

91NA15197 4 @nsndnseinisdiuunguain Wedeyaundnduzunimiuy Grayscale
ansaviwgldnssiuanuduadesmnisdu 3,302 gUuam degaundnduguainuuy MHI
annsavhweldnsaiuanuiluadenundu 3,362 gUnm wasilietayaudi ugunimuuy

MHI 591U Grayscale @nansavhunglansatuanuduaiesiunisdu 3,089 sUnm

188



NsaFIeenansaansyts T 34 atudl 1 ieusnsiay - Tguneu 2568
Journal of Science Ladkrabang Vol. 34 No. 1 January - June 2025

A13799 5. Confusion Matrix n1s3uungunnvadunalassieyszamiisauuaeuligu e Dropout Wity

0.4 919 3 N5NAABY

Actually
Model Predicted

fall no fall

fall 1,048 218

Grayscale

no fall 76 2,352

fall 829 437

MHI

no fall 57 2,334

fall 1,197 30

Grayscale + MHI

no fall 107 1,892

91519 5 anansadinsieinssuungunidedeyatididusunmuuy Grayscale
anunsaviuelansstuauduasasaustadu 3,400 sUn Fayatndnduzunimuuu MHI
anunsavhungldnseiuaruduasssaiedu 3,163 UM LLﬁ%Lﬁ@%@yjﬁﬁ’lL%ﬁ Jugunmuuuy
MHI 323U Grayscale anunsavhungldnsstuanuduasasiuaay 3,089 sUn 1w lnwildiegng

AMALLAAIUERN LaRagUT 8

Predicted value

fall

Real Value

nofall

fall

€an

U7 8. fegne3

nofall

fall
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21N3UN 8 frvgen1sTkunAlinaviugianuI1 Amilueaviuneie 1Wesngunm
zildnuaswmdeunisiadly nieduvinuasly wagsuamilunaiuieiainlidy 34
duneiudn suiiyanaviniiniatulas lumaszvineinianisunay

a o a a o | I~ o o
A13199 6. ﬂﬁi’é(ﬂﬂiz?ﬁﬂﬁ.ﬂWWﬂﬂi"ﬂ"lLLUﬂEUﬂWW’U’eNIQJLﬂaiﬂiﬂﬂ?i]ﬂi%ﬁﬂ/lm&mLLUUF‘WBUI?Q‘UUVN 3 AINNRDY

n13 Input
e Image Model Dropout Recall Precision Fl-score | Accuracy

1 Grayscale 1 0.3 0.8627 0.8994 0.8770 0.8939

2 0.4 0.9238 0.8982 0.9091 0.9204

2 MHI 3 0.3 0.9342 0.9049 0.9145 0.9193

4 0.4 0.8155 0.8890 0.8373 0.8649

3 MHI + 5 0.3 0.9197 0.9756 0.9459 0.9575
Grayscale 6 0.4 0.9463 0.9408 0.9436 0.9575

91nAN51971 6 MITRUsEANEAmMMsIuungUamYeslnalassneUsT A B UADY
Tagdumuin Tunanissuungunmiuy Grayscale vnldia Dropout Wiy 0.3 wafilsl fie Toin
Anugndas 0.8939 uraizil Dropout Winfu 0.4 wade lriAALgNFDs 0.9204 TaAansLN
sUAMUUY MHI vnldien Dropout Wiy 0.3 TiAAmgnses 0.9193 &4 Dropout Wity 0.4
IimaNugnaes 0.8649 wagluinan133uuNgUAINKUU MHI 33U Grayscale Timaugnaas
0.9575 ¥islu Dropout Wi 0.3 uaz 0.4 dae 6 Tuwnalddn Learning rate wifu 0.0001 910
nsnanowidelsdndenlinmaiifidnnugniesniiganusuuuudeyasunimindn famn 3
Tuaa fail Dropout iy 0.4 Tulaaan1s9uwunsUAIMLUY Grayscale haglulnanisdiuwun
JUAMMLUY MHI 59uAU Grayscale lagUseidunaainan Accuracy, Precision, Recall iag F1-
Score SafuMsUszliuUsEAvE AT mnsSous fezuanduddudaly

3.2 namsusziliuyseansnulunaannnsin

iiousziiulsransnmveslunavasfindu dslideyayailniu (Train set) uazyadoya
dufunaaeunazyuluiaaniunansvadeu (Validation set) 19 3 Mvnaes Ais1uausou
Y8an158n A9 1,000 UL 1nnTIMTaUsEANS A mvedlumanudn Tunad 1 Jayaiii
3UAMMULUY Grayscale Wudn 498991958196 U Training accuracy way Validation accuracy
wamafanndt 9(n) uandliifiuindyadoyatinduealsifiomelumsiinduluna iilideyayidi
\unmiuy Grayscale Tuiaail 2 Foyatidiguammuuy MHI 91U doainaseninaduy
Training accuracy wae Validation accuracy fitfeeunn wanadaninii 9(@) Jeuansliiiuitlumai
2 fnsiFoudiin Welddeyaiudndusunmuuy MH waslunadl 3 deyaidrguamuuy MHI
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520U Grayscale WU H999319581I19LdU Training accuracy way Validation accuracy wagidu
Validation loss fiauunislugieiu fsgui 9(n)

) Training and validation accuracy ) Training and validation loss
0.8 1 ; 0.8
0.6 o
T
< oz 0.4
02 0.2
° o 200 a00 500 200 1000 ® o 200 a00 600 800 1000
Epoch Epoch
D o v .
(M) YoyaunUIFUNINUUY Grayscale image
., Training and validation accuracy ) Training and validation loss
0.8 0.8
0.6 [}
[
< o 0.4
L
02 0.2 -
L 200 200 500 s00 1000 ° 200 a00 500 800 1000
Epoch Epoch
o o w
(@) FeyauIFUNMUUYU MHI Image
B Training and validation accuracy . Training and validation loss
fr ol
0.8 0.8
0.6 o
oy
g
< 0 0.4
02 0.2
° e 200 400 500 800 1000 ° o 200 400 500 800 1000
Epach Epoch

() FUoyardnguniniuy Grayscale image 531U MHI Image

a

3UM 9. 1USeulisuns il Accuracy Uag Loss Y@smaiitndeyaiuusiig o

N3UT 9 widaunsiin 1,000 seu aglvien Accuracy fiffianfinu renvanunsariinily
Winlasniiteliiuns1Ndaunniy 31nA1seaesis 3 lamanuin ns1MLansAl Training loss
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wag Validation loss fiAnanasetwioilosauiganilaazafl Jauansliiuinlunana 3 dn1s
Seuiii aunsahlvinnedeyayalwilieduuiud
LummmwmﬁmﬂwmauawLﬂumauamm Feudefenisedu q andeyaturisuuu

&
[

ﬂ’liﬁﬂfﬂﬂmaﬂwmuﬂﬁ’]dﬂu Iﬂ‘c’JNﬁﬂ'ﬁ’J‘\]ﬂ‘U@N?UT\]B@U LlJﬁEJ'UL‘V]EJUﬂUQ’lu’Jf\]EJuLLﬁGNﬂWHTNVI 7

A1519% 7. MsulSsuiisunavasinazuddefly Fall Detection Datasets

Recall Specificity | Accuracy

Model The Extracted Features
(%) (%) (%)

3D CNN
(Nunez-Marcos et al., 2017)

Movement Tube 100.00 97.04 97.23

3D Features
CNN (Zou et al,, 2017) 99.00 97.00 97.00
Extractor CNN

Centroid of a Person in The )
Texture Segmentation,

Frame . . 91.17 96.00 90.53
Ground Point Estimates
(Subramanyan et al., 2020)

Our Model1
i Grayscale 92.38 96.87 92.04
(2D Convolution: Grayscale)
Our Model 2
MHI 93.42 88.58 91.93
(2D Convolution: MHI)
Our Model 3 (2D Convolution:
MHI + Grayscale 94.63 94.08 95.75

MHI + Grayscale)

9101579 7 1uin msadanudnuar UMY Grayscale nsafnAuAnvaE UM
LU MHI uazAadnuassUnImuuy MHI 13ty Grayscale lddnwilunuidonded uananlien
anugndesiiiisuidsslaiunuidedu q ud msafnaudnvazdnandaduisnsiamise
dilaldieuazanunsailvldaulddie mnlusuanldfinsialudiuves Fine-tunning iy
Tuaa NN enavilslnnaiiuszavsnmanniy

4. #5UNAN133Y

unauidiauenisnsadunimnduaislusiaislagiidonauiain Universite de
Franche-Comte Uszananagunimlagld CNN Tngeenuuy 3 mavieaesndniisiluinages $1umu
6 luiaa ntudadonlueadidaUszansnmanniianainudaznisnaaes laen1snnaod 1
FIUUNFUNINUUY Grayscale ToyaynlnaoudIuiu 19,105 3UAIN uazdayayanaasy
$1uau 3,694 URIN MIvIRABsil 2 SuunguamuUL MHI deyaysiinasusiuau 19,207 sUnm
wazdoyaganaaousIIL 3,657 SUNW wazNsMARRsT 3 SuungUamIUY MHI SufuFUAImN
WU Grayscale Teyatpiinaeudiuiu 16,839 sUnw uazdoyagavaaaudiuiu 3,226 3UA1m M
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i’mﬂwﬁw%mwmaﬂumaﬁﬁﬁqmlumimamﬁ 1 wa@n3A1 Recall tv1AU 0.9238 A1 Precision
iU 0.8982 A1 Fl-score AU 0.9091 uaze1 Accuracy Wiy 0.9204 Tuipafidfigelunis
NAaesfl 2 uaneAn Recall Winfy 0.9342 A1 Precision WU 0.9049 A1 Fl-score Wiy 0.9145
WazAI Accuracy iU 0.9193 LLaduLmaﬁﬁﬁqmslumimamﬁ' 3 WaMaA1 Recall AU 0.9463
A1 Precision Ny 0.9408 A1 Fl-score WAy 0.9436 wazlitAn Accuracy 111U 0.9575 WUl
Iumawmwamaam 3 mwmaaamlmﬂanmuu’mmmmnnmmmﬂummlmﬂumwmmaﬂwmv
WUURNS 9 §am15197 7 warannnisinusedvsnmdildannnsneaemuin lieaainnsnaaesd
3 Taanugndeailovaaeuiuteyayamageusnniian Liesannsuisunmiuy MHI saudy
UMY Grayscate Lﬂuaﬁmmﬂmamﬂmu 2 Ussianvesgunmansiuiy mﬂﬁiumalmama
dmsunsviuneanndy mawLﬂ‘ummmwﬂﬁ’luLmaumsuawamwmmam
MATENIATIITUMIMNaUNETueIATAIIEN TS BUIITIEN mmqﬂszaﬁﬁaﬁmuﬂms
ynduanlndifledidnsdrassmsnndunieluenis Tnsiaueisnmsatanudnvaursuaimuuy
Grayscale MsannAMaNvMUAMLUY MHI LagAuanwMgFUAMLUY MHI 591U Grayscale
nlidAaledifinnsshassnsmndunieluenans Tagld ONN Tunisii Regularization feweailea
Dropout Tun1svinlaaanudn F8n1sanafadnuaesunmwuy MHI 59U Grayscale lviR1A71
gn#ias 95.75 Gunniignlunsadnaudnuarsunmuuudy Sslumamsduunnisundueiatily
Wannsesenluszuunsasunsunduldluewian wavnudselusunanetafinisiiudane3viuly
A3ATaTunsnndulRaanunatnnatenIndu Wy RCNN waz Faster soudsenadinisiiy
Sanesiulunnasdunalifiauvainanenniu
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