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Jujube Classification from Images Using Deep Learning Technique
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mmanelaglisaneiiu Inception V3 yndeyaildlunisise wiseendudngu (ab,c uaz d) ngu
ag 300 5U Yeyailinaaey nquas 50 U wazdoyayaiildlunisnsrnaeunmninlung nauay
40 3U \eRinGeuiuasnagouuuuiiaedluing nanmsviaassuandliifiuindanedfiu Inception V3
fieinmnugniesgefian 97% wWisuiisuiviuudiasalasaiieyszamuuuasuligiu
(Convolutional Neural Network: CNN) $#1A113n# 89 89% Uag MobileNet V2 da1A113
gnéfea 86% annsnhlulilunmsfnusnwndaduuselomisoinuasns mnwanisidedmiuns
FanTouteyanisdavuannyidgaunmiuandeiudaiou aunsauiuugesaugnieses
wuusaedluinansdauenynsundauld
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Abstract

This research presents the extraction of jujubes from photographs using a deep
learning technique identify jujubes from photographs using the Inception V3 algorithm. Data
sets used in this research are separated into four groups: a,b,c, and d, each group contains
300 images. Test data contains 50 images and data sets used to validate model contains 40
images for training and test models. The experimental results show that Inception V3 has
the highest accuracy of 97%, compared to the accuracy of the CNN model of 89% and

MobileNet V2 of 86%. It can be used for jujube classification, which is beneficial to farmers.

*ﬁagamﬁia E-mail address: thummarat.bo@ksu.ac.th
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The research findings for the classification data with different quality. The accuracy of the

jujube classification model can be further improved.

Keywords: Image processing, Deep Learning, Jujube classification
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Addnesiminniwdug Fanguinumsnsldsmiuimunaetusidu ‘el walifandaon
asfviiduieludowossani onsevesos uazwalvy derduveshnildsuenuionvos
tinvioufieiinneuiminniwdug PreliAnnsduaduuasaiuayununsns fuseneuns 49
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n15UsENIaNaNIN (Image processing) AeinAlAN1SIToUILT9aN (Deep leaming) gn
Ynldlunudauenain nsidniwluni wazniledelse Wudiu lasuarufisnegiaun uay
wuiiitnideuszgndldnsSeusifeinunldusslovituegaunsmaeidlusagsinssinandae
uitymnsduunamdsiigairuiiansnsoadindnuagisuuaznisduungy (mage classification)
#lutuneuiBaenndoatuamide [2144)

MEANaT 19U e duIAnluNM TN sAaLenn TN N esemaTan1siTeus
\Bedniledanennyna fonsfiansand uazvuinvemma Weazmndenisdausnwmsiliesng
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1.1. MIUsznlaNanIw

nsUszananan mdunsruiunsUssatanatoyasnnisindeyaiioglugunimun
Usgmnanalinmiiaudad unisvinliamuae n1sdanisdygiusuniu n1sudenguan
AdNuaIzIaININ M3damnTng uaznsaisUsgloviilusudu 4 [3]
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1.2. nMs3wungunw

\Hunguveanietneildsuusaunalanndinmitoonuuuaiitedsunuuideviatves
uywd wnuudaneenduiuiidn q dviudeutuwesudrdetudelmdladomlngs
nszuaunsitlfuyvdannnszyaadnumzeng 4 meluiuiidesma diduiduuazvoud
dielfannsafenudemvesnnld lassevszamuvuasulpiuldsanesfiufioFoudi
Audnwazn LAz davIIemyTeya msUszanananmlulasseyszamuuuneuligiu Budy
shemsimuainsemierinesiuadeazhslunmsinudnuusifntesdmiunsiuying lne
Unfudaiinseaisivsianudnuasianzuazfeddiinsemaeiuiledunmandnuassis 9
melunm anuannsfiasesssuunsueaiiuvesuysdlumsiinsgidoyanmiidudeul sy
wssumalannlessneussamuuuneuligiu Tnensuiweuaniswesiussniduiuiidn «
uywdannsnautiuluiiuifadlald Tnsussamdufamariuandiiduinisusnandnuued
F N YIAUITOLNLELANAN YT VBIAALUAND LYUVDURAZANLLANAIUDIE N1TYTNINTG
ﬂﬁagammﬁuﬁéaaﬁl,l,ﬂuwﬂmdwf‘jﬂdaaiﬁwwémmm%’uilﬁamimamLLazisqi’mqmué’nwmzéw
Auls waziduesevnedsramiiisuiiaiaussiuaalanisdinmdadeunuuanuaiusaves
szuunsuesiuvewyudlunsiuiuarduuningmudnuarvesing laswneussamuuuneu
Tigfuamnsaduam warliaseideyanmldosaiivssninimlasnisuenamoonduiiuiios
fdnniuazsiugadnuaziiada Mnsesiaesiuanansiivislilassneyszamuuuneulagiy
auInsTUNarTmANd YNG9 Wofiumuaisolumssuiieg detulaseeUssam
wuueeuligtu ldnmsadnaudnuasifioussinananmuasisteyaiifirnuvane wiodeUszam
diengadnareidumealuladiidfydmivnuansinnuassanddiiuisdneawlunisueaiu
shemsufumeinmsienmmansumduasnsUssgndldonunmusiduindeusdaenuies (3]
1.3. M338uigeEn

nmaFeudiddndunssuiumsyszinananseonimesiililassineUssamision (Neural
Network: NN) fifiaudnufl 5 susuagyuienadns nszvaunisiisududaenisiinousy
wuudaeslumalaslifinisieuianyateya Insfiuuudiasslumaszusulgadatediiiang
wiuglumsvinuenadnsiny (3]

Tasadguszamuuuneuligiu iumedanisunsBeuiigdnilflasiaiisveslaseie
Usyamifion Tnefinsldvanstul Fonirdusou (Hidden layers) ilofumandnvasuayns
Uszananategranniielildauuiuglunsusnuesaadnume Tasfinsanananuduius
seisnudnvzuasIadns T waonadesfusnilgn Ysznaulufemavineu 3 daw dail (5]

1) Input Ao Jeyafisudngiuneuis

2) Hidden layer fio dhuvesnsuszananawiloutvaussuyud vnihilunsGouinisda
wanUITLAY
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3) Output Ao d@runanINadnsn1sAnLend wlunaunannsiddudeusiurunanodu
wnszsiuladmounansnana (Class) voeing uanadsgud 1

Fully-connected Layers

Input Layer

Output Layer

Convolution Layer
Pooling Layer \
@ » »

Hidden Layers

Image Input

UM 1. Iassreuszannuuuaauligiu dauuasain (6]

n1sgusungunnlagldivaianeuligduduisnisuenaudnyazveagunin (Feature
extraction) uagdayanisdavaaany (Classification) ludane3fiufeadu iaueadusnlag Yann
LeCun [5] t@1838n15 Backpropagation @1sun1sidnateiiatuyataya MNIST wazlasuainy
aulaniinideandsilagiu Sanedfiy ONN vhaulagldnsusuiminidleanilssdudofanarn
HIUNSIHELNSTaRANAALUUEBUNAY

algaf sredunyl wagBaned doudn [2] iauawedamanstaaeunmnminildnTsFousias
Snifleduunamuamilnesnluiivuwoundinsuleunsessd nasuiun1siuanmafiunun
sUnWEILIU 480 nndsgnuisoanidudszduesguniwiife A B, C wag D amwgniald
dmsunstineusiluaaiililunssuunamuaimi uasshnswieudsusanesiuaud 1dun
MobileNet 0.5, MobileNet 0.75 uag MobileNet 1.0 nMsUsziiiulanaalignaniunisiagldmny
ANABY AMULIUET LazaUTEAN Mndutlusaluimunduweundiedy funeugariennaey
UszAvBamueundiady nanismaaeunudn (1) MobileNet 1.0 iulsnnadimnzausnndign 3
ATANFBY AL uazANLsEENTaVIATI 100.00% Waw (2) NaMIVIAABULEUNALATULARS
Tituifisasdamanudiialunisduuney 82.50% uarfiussannmanuusiud1ia ns
Usziiuneundiedulaeidenvg dauads 4.33 sglussfuammzauun nansvadeuLans
Iﬁlﬁu'ﬁﬁ%mﬂmw@ﬂwéLﬂﬁﬁuﬁmmﬁaﬁﬂﬂ%tﬂuLf-ﬁlaqﬁaa‘fm%’ummaau@mmwﬁwmﬂgﬂmw
ppeafiusgansanuaziesonislday

UNTA WAUAT Uazalgydl A33Yad [3] 1auen1susealanad s un1sIUUNAMAI NI
WuglynatudlagdinisiseuiidednuiussgndldiunisAnnenauninveszaiie lngdnaeanis
vpfiuvewywd iiunmuzsildnuanuadu 4 s2du fio 1nsa A, B, C uag D (1) Usng
71 nsUszanarannlagldlaseieyssamuuuneuligdu Ianuusdugigaanis 99.79% sdeunla
fimsimunuuiassdussuuiunuunmsdwunaun MLz 8051AE 5D 100%
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uaz MobileNet 11vihnsnaasaSeuiiisunisduunnm Ssinaouliannsoduwunnind oy 4
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InceptionV3 femnugniesiiviriuluinaaindaneivia MobileNet Aasgndaasintu 97.20%
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wmalulad Support Vector Machine (SYM) n15l#1a3 aataninesaduayuunugiusad i ofe
AuANTRTlARWLEN HSV histogram vesanseiueds muideduiliduansofivess 3 Ussin Ao
ansolluesignieuas wavgniintios ngldfegwanseiivesiataiudnszsivmiu 80 $1u3u 80
freg Juilldansetiuesd 150 fedrslunisiineusuifielildainudaussduresaruanlng
nswUasAn HSV histogram uagluSeuliiguiuided anseliueisanienaedilnudluyi 0-20 uay
340-359 anseiuesianaglutng 0-75 uazanselvesianseudntosaglutag 25-100 wuudaes
fignesnuuuanifieduunansofivesianldetnedivszavtaminemsfnuaniAlansuain Hov
Histogram Tagldimalulad SVM ilelvingudegnsanseiiuaiian

Okafor uazane [8] AnwIduifeanisiusuiiiouisnsilddmivisdaiuiouiie
semindiBn1siFoudiBelin CNN wags Back of Word (BOW) mavaaeusnts BOW duldmaaeu
Vﬁgﬂﬁyuaadgmmuﬁa?%‘ BOW way Histograms of Oriented Gradients BOW (HOG-BOW) § ¢/
naaeusnmAnaznwdimuarl$isnng L2-svM lunisdavananyvesguamdnt dmiunis
NPdBUA2833 CNN u Temagauiulaseadnauuy AlexNet uaz GoosleNet lngansuiuyes
fins0 (Neurons) luusastuvadlassasrsas Ingldnnaauiudoyayn Wild-Anim sfid1uau 5
nau LL@%ﬁEUﬂ’]Wﬁgdayu 5,000 gUn1n sﬁagﬂmwnﬂgmf]umwﬁuw RGB wazUsulvidvuin
250x250 finiwa dmunsmaaeu Tiudsdeyasenitu 5 4 se3Bn1sues Cross- Validation ile
nageUmNNgNFestaraudoNULNInTgIL nnuddenandiiuinis ONN Taeldlaseaing
93 GoogleNet TiszAvsnmitafianlneiinnugnes 99.93% weifisufuds Bow fisasiay
gndeail 84% uAdlevhnisanduiuvesiiiseaasusingindnsnsisndne GoogleNet nduanaq
\u 99.38%
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nstenmwniiugulan lnefendewineileuast TuseugsenintaInmanmnsiugulan 20 fs 30
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1,200 70 wazyatayanaaeuy (Test) 91uau 200 A wazyadeyansIvaey (Validation) 9113
160 7w wAnafagUl 3-6
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NsasUUUIIaesWITENIARLENIMSIINAMEBMeATaNSISsusdEnTdlaseng
NN Tagldintsn Python FenldlausT3 Tensorflow 2.x waw Keras f3duldmuiuns 2 funou
fio dunoumaiioud oaiuuusiasuwastunouIMIMAABULUUTADS N15A3LUUTTADY
Budunounisaiumaioud Taglddeyaguamymaiususanildfangussdunin A insa B
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224 x 224 Winiwa Inguifedldnsmmuanisingeuliuuuiiasinisifeus 91w 50 sou
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sewEwmEEw

FEFERERENW

A TEmEmEw mew B N Class A

rrzEEEEEw . 8
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UM 7. Mmehauredasaiuuuiasinsifeuivesnuidy

2.3 MmsiaUszansam

ns¥ausgansamuuuTaesnsdnLenrmaInameefematianssuiiganien
Armnugniosvedluaa tnldaramnuusiugniuidinsosasrestoyafinuudassiiungld
gﬂéfaqﬁu’wm Feaunsd (1)

Accuracy = (TP +TN) (1)
y= (TP+TN+FP+FN)

Tngil TP (True Positive) Ae Aiinennsaign uazegluamafignios
TN (True Negative) fio Afineinsalgn waveglunanadilsignifes
FP (False Positive) fis Arfiwennsaiiiomann uazeglunaaignsios
FN (False Negative) s Aningnnsaliianann wazveglunanadilignies

3. NAN1SNAABILALIN5al
3.1 AgUnan1sa3auuuTIaeg

nsafsuuuiaedinaiieduunaunminsaymsiuusan lumsaauuudiasdiina
dieldlunszuunsuszanananmlngldlausis Keras way Tensorflow Tuiaa InceptionV3 1du
TumansiFeudidsaniildsunisiinsuaismiidslddmsvnudavnavysunm IWamdunmaune
224 x 224 WoLssa LLazﬁﬁmﬁﬂﬁ‘E’Jﬂiﬁdfmﬂwmﬂﬁﬂﬁaz@ Imagenet Auualy include top 1Ju
A1 False iflelalssiawainisdamnaduaarievednea
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inception layers L‘td]uéﬁLLUiﬁLLamﬁﬂLaLa@%ﬁujwmsuaﬂuma InceptionV3

layer trainable Wuniwesditmunidhinveaawesazldsunssdnnszminamsiin
vi3elal inwedviavmunvadlanag Inceptionv gnisanidu False

GlobalAveragePooling2D 1uaigasiildiendnnvesiaisesieuntin uazAuinaade
dmfuusazandnuny 1ntuarldionfnevedduing InceptionV uazduinALadsdmiuusas
@mé’ﬂwmwmﬁ&%nﬁuﬁ

Dense iualweifiiouresgwanysalfsiuiednnvenaieineumiuagldnmsuands
Wudualwes ldednnvaaalues GlobalAveragePooling2D wagldnisuuasduduiunioeg
1e 256 Miewagldanuilaidu relu

Dropout duiaA 20% vesmiaeidu 0 n&¥Intu Dense nszurunmstafurenalbes
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nssuundualgesiodinnaniinedeagld Output vesalsed Dropout anavineuagldnig
wasdaduiifiondng 4 winowagldnuiladidu Softmax iitedseenanuiiagiureanisviiung
voausazudanylu 4 aana Psudo Code wansfaguil 8 uazlassaieaandnonssuves
InceptionV3 LLamﬁJgUﬁ 9

inception_model = Tuina InceptionV3 e include_top = False
for layer in inception_model.layers:

layer.trainable = False
global_pooling_layer = laLees GlobalAveragePooling2D(inception_model.output)
dense layer 1 = 1a1605 Dense(units=256,
activation="relu')(global_pooling_layer.output)
dropout_layer 1 = a3 Dropout(rate=0.2)(dense_layer 1.output)
dense_layer 2 = lalge3 Dense(units=128, activation="relu’)(dropout_layer 1)
dropout_layer 2 = 1% Dropout(rate=0.2)(dense_layer 2)
dense_layer 3 = lawa3 Dense(units=64, activation="relu’)(dropout_layer 2)
dropout_layer 3 = waw@$ Dropout(rate=0.2)(dense_layer 3)

output_layer = 181893 Dense(units=4, activation='softmax')(dropout_layer 3)

model = luna (inputs=inception_model.input, outputs=output_layer)

;;‘1]17; 8. Psudo Code @n1Unanssuvad InceptionV3
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° activation 85 (Activation) (None, 5, 5, 320} 0 [ 'batch _normalization 85[0][0]"]

mixed9 1 (Concatenate) (None, 5, 5, 768) 0 [ 'activation BT7[O0][O0]",
"activation B88[0][0]"]

concatenate 1 (Concatenate) (None, 5, 5, 768) 0 [ 'activation 91[0][0]",
"activation 92[0][0]"]

activation 93 (Activation) (None, 5, 5, 192) 0 [ 'batch_normalization 93[0][0]"]

mixedl0 (Concatenate) (None, 5, 5, 2048) 0 [ 'activation B5[0][0]",
'mixed9 _1[0][0]",
'concatenate 1[0][0]',
'activation 93[0][0]"]

global_ average pooling2d (Glob (None, 2048) 0 [ 'mixedl0[0][0]"]

alAveragePooling2D)

dense (Dense) (None, 256) 524544 [ 'global average pooling2d[0][0]"
1

dropout (Dropout) (None, 256) 0 [ 'dense[0][0]"]

dense 1 (Dense) (None, 128) 32896 [ 'dropout[0][0]"]

dropout_1 (Dropout) (None, 128) 0 [ 'dense 1[0][0]"]

dense_ 2 (Dense) (None, 64) 8256 [ 'dropout 1[0][0]"]

dropout_2 (Dropout) (None, 64) 0 [ 'dense 2[0][0]"]

dense_3 (Dense) (None, 4) 260 [ 'dropout_2[0][0]"]

Total params: 22,368,740
Trainable params: 565,956
Non-trainable params: 21,802,784

UM 9. lassaisan1Unenssuved InceptionV3

nTLanINaAIiANaIn (Loss) Ninanlassassan1daenssuvsd InceptionV3 A5a379
wuUaedliaafgnATLIMAINLARE TBUNSISBUIVRLLAR InceptionV3 kaRdfaguR 10

Model loss

—— Train loss

0.9 —— Validation loss

0.8

0.7 1

0.6 1

Loss

0.5

0.4 4

0.3 1

0.2 1

0.1

T T T T T
0.0 2.5 5.0 7.5 10.0 12.5 15.0 17.5
Epoch

3UN 10. #an133nA7 Loss vesuuutaedlaina InceptionV3
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5U# 10 wanensmlariana1nannnisiseuianyateya (Train loss) Wisuiiguiuns
WAAINAARANAIAINNSISEU3NYATRLA (Validation loss) Huuildudlalunauuudnaesiil
nseuitanansadiliaanuuitaedluinenieduuniuyadeyalval o laa

3.2 msuuuudaesiuldau

IINNTATHUUTIABINITAAKENNNTININAMNEBMIBmMATANISS UG BEN §ITalii
wuusaedlumaiiadislngldniw Python Benldlausidan Tensorflow uay Keras 91ntiuldth
Tunauuudrasslunaaeuiuyadeyanaaou fidelshammmsniudunanluyemaseudidangy
ANIMNTALS 4 Nau naRag 50 U UsENausig AMATNmMIINGA A 119U 50 3U ANATWINS
\N3A B 311U 50 U AMAIMNNNTHNTA C 793U 50 JU LagAMAIMNNTNNTA D 311U 50 5U
SANATIUAY 200 AW

3.3 AMENUANINILAINYDINNT

wnsiandavn fe wisusuan Tneudadu 4 insadsil

1) NNSUNTAEN VUIA 2.90 — 3.49 LURALIAT

2) WTUNTANANE AUIA 3.50 — 4.49 LHURLIAT

3) WNSUNIAWE YUIA 4.50 - 6.50 LURUNAT

4) yslasfmnaaninga Wumsiinasuaidn vuanans wazwnalng dnvaznaiiy
JUT AeanenseilsesguruiaduriqudnatsvesnnsiugunanuUsiulaensaiuaung uay
whviin Sadulumumsduunaunmsemrsusassualaefidomgfidudivesaums

3.4 nswlSsuliiguuszansnmuuuinaaslung

HIdulanaasadIsuiisudssaninmuuudiaedina 31w 3 luea Avualiiseus
91U 50 59U HANSIUTBULTIBUNUTT InceptionV3 HANUULIUET 97% WazAIHANAIAIINATT
Foudanyateya 0.08 Feiluszansamianituvudiaedlueady 9 CNN wag MobileNetv2 3l
ANULLUET 89% UAY 86% AUEIAUKALARANAINIINNTSISIUTIINYATRYA AD 0.23 Uay 0.24
Ay Fansaedl 1

= = = a a o
A15199 1. Wisuiisulseansnmvesuuudiassuing

wadais Epoch Validation loss Accuracy
CNN 50 0.23 89
MobileNetV2 50 0.24 86
InceptionV3 50 0.08 97
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3.5 Han159IausEansnnwwuudnaadluna

o
o

uiideldaiauuieedunadmsvAnuenimannainagsigmalinnsiieusiBeindu
annsavszinanalunsisnudnuaziduresn i aiiussansaw esandaneiiu
Inceptionv3 figaidulunsfsdnysidurosnmnmald fanwd nsumweuntw Addnvae
uanAaAuldR InceptionV3 azmanudiiusvesingldnusasturonawe il duadnsiia

Mgl fanns199 2

M19°99 2. KAMTIAUTEAVENINANLYNABIYDINITLENNNT

. NANITILUNANADS ANUANADY

AUATN IUIUNN “ g
! (A1) (508a2)
Lnsm A 50 46 92
LNSA B 50 49 98
Lnsn C 50 50 100
LN D 50 50 100
T3 200 195 97

NANT97 2 wandbiiiuisnnugnaeseanisiuunmsilagldinafinnsiieusan wanis
nnaeuansiiLImNINsAveImMIIdaLLIuEas Tunsa C waz D fA1Anugnaesgs lnae
v ° &, v Y& a a vt o
AHYNABIYRINTTIUNTY 100% Augndadlaesiu 97% wansliiuiunaliansiieusany
Tlunsfnudfivseaniamlun1sduunumnsnanain uazuansmananyinuggnaeIwazaaIadn
MUIRAFIEA1519 Confusion Matrix waRdRaguyn 11

50
40

- 30

True label

- 20

Predicted label

UM 11. wansvineluidagaaianie Confusion Matrix
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NN 2 WazgUR 11 Hansviiunevesaana 1nsA C uazinga D 91nA1597 2 uag
vanelay 2 uay 3 luguit 11 fanwgndeseanisiunesosay 100 tiosainaiwynindl
AudNwALvLAEN Nans Iw:g'LLagﬁmW%ﬁiasqwuﬁuﬁmmﬁmLﬁ]u UAYAATE LNIA A 90
31971 2 wazmanetan 0 Tusuil 11 namsiunedanugndesiesiign fovas 92 ilosarnaw
wndaudnvugiidvnnuazdvianmilfineandieduaaraaininga B vivlsiviuneianain
$1uau 4 o FsdumneIeuninnsividaadnvagvessunuaraiuandstuagyinlinng
ﬁi’WLLuﬂmmeﬂﬁadqﬁuw

4. @3UNAaNIINAAaDY

Adpilldinneieudeyaidsuiuasyadeyanaaeuiinzaulunisdawennnsian
MwangmemAtiansseuiTeEn mﬂmami‘vmaaﬂumu%’aﬂ%ﬂﬁ;ﬁé’]’ﬂlﬂ%ﬁ’am%ﬁu Inception
V3 dwmiuihuussananmdmivainuuiiassumaiiiodausnuassuunmmsiusuan
namae nglddidunsiiusiunudeyanmaienmsandivesarunmsiuguuaauaziy
sunuteyadeyasunmmmamiuduanilédnnguszduinge A 1nsa B 1n3a C uazinn D nax
az 300 3U 53w 1,200 5U dwsuldlunsiteus wazdwsulinaaeu Tnmmmsinsa A nsa B
\n3a C uazinsn D nguaz 50 3U 531 200 3U tnaudaznmazgnanvuinidu 224 x 224 finiea
Mntuldvinisieudisuussansnmuuusiaediea 1uau 3 Tuea 1dun lnssieussam
wuuAsUlIgdu MobileNetV2 uag InceptionV3 inualilsouiinuin 50 souU nan1sSeuliiey
WU InceptionV3 AL UL 97% warArdanainannisiFeusainyadeya 0.08 7l
Ussavsnmdinniuuusiaedumady o tned lassingyszamuuunauligdu uaz MobileNetv2
fAuUaiugT 89% uar 86% MUEIAU ANHANAINIINATTEUFIINYATRYA Ao 0.23 Uag 0.24
AmEIRU famsedt 2 wanslifiuiaszansnmvssuudiasslinadiuunnmwnsiugusan
PNAmEgLarnuitnsdunadanisseusildednmesaneiniy Inceptionv3 uuszendldlunis
9oty dusraviamlunisduunynaainamdis awnsadauenauninvemnsliass
namsiTouandiifiuiiBnsiiauefinnuuiugh 97% FatuussavsnmveanaiansiSeuside
aniililunisszymnaranamedng uaﬂmnumﬂwmmmmmamamanmsammaﬂwmvm
TR AT RTNITE AP RPN T WWINNNTTEUSIA
Snimund ufidnenmilandulsslevineinsninsuazgUsznounts nsideinelviin
AnumMImthresmalulagidviadniumsldnumenisinuns

dmsutoiausuus mswioudeyaSeuililnudnvasiuansiudaounasvainaneas
ylsinnssuuniinuudugundedu wagn1smnasInIsuuy 10 fold validation iAo
iinnsBousiialiiunsainaluea uazuuudiassuna awnsadluuszgndsauiunsiaun
Juweundinduuuaunsalnuld
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