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Abstract

This research aims to develop a semantic-based image retrieval model applying the

Contrastive Language-Image Pre-training (CLIP) model. Evaluation of image retrieval
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performance with precision, recall and f-measure, it was found that image search results
with the query by global labels condition and the query by high level concepts of the
images condition had a very good level of precision, the model can efficiently retrieve
images from the content. However, image retrieval results with the query by qualitative
semantic concepts of the image condition, despite having a good level of precision. But the
results are far from the user's expectations because the semantic of image is interpreted
by experience on human perception principles. In addition, also, the semantic of image is
difficult to evaluate whether they are correct or not. The output from this research can
resolve the semantic gap problem and support users by query within a natural language
that attaches to the semantic of the image rather than the grammar of the language.

This impact of results in a guideline for semantic information retrieval in the future.

Keywords: Image retrieval, Semantic feature, Pre-training neural network
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sUnmseten1m (Text Based Image Retrieval: TBIR) [3] Afaduisnsidenldeyluiaqiu
u nsfuugunmruAeuduiinadnsanmatufuoadugunmiiddonnudumduiloy
Tunm wieoradugunmaslufumadfiadeniodeminsasudonnudumdang
aunnAnnslddonnuiiegseu o suamluniseduisanumnevesguamuninausuigly
nouazimuLunsduAugunmiBaidem (Content Based Image Retrieval: CBIR) [3] 9nif
ldnadnuazseiuivesguamm (Low-level features) [4] Fafudeyailsifeumneluiiies
waglidefanunngle ¢ maaiusﬂm‘w LLUQLUUﬂmaﬂ‘Hm“’LLUUIﬂaUaa (Global features)
WU & (Color) 3UN54 (Sharp) MR (Texture) Taudwiumisvasitud (Spatial) LazAudNwMY
wuulanea (Local features) Fsazidunndnuazianzvesusazdrluzunwlulddudulngnss
wuulsifnsuvadieglusuuuuvesdeyaiuywdanunsadnlald Taglddennudumidlulussuy
wazvinsrumamlugutoyaiifiaudnuusanuadeedsiuteanudumanniigaanuanaiy
wadws vhliszuuilldnndnuazssdusuiodufugunmdy Sussdvsamligurindiaag osn
Jaymdesinennumung (Semantic gap) [5] ﬁ@mﬁﬂwmsigﬁvﬁwméﬂﬁlaiamﬁaﬁaﬂmwma
foglusunmldogagniies sudutesiaddyresnsufusunmdaien

pgalsinu “A picture is worth a thousand words” LLamﬁﬂLﬁlﬁlmgﬂmwﬁmmumw
vannmanannindeny uazwgAnssunsiuAugunweeliflnemnazdufugunmlngld
mmﬁuﬁ’uﬁ"ﬁ“mwaﬂmé’ﬂwmvivﬁuﬁw WaTWLIAATEAUES (High-level concept) LW WINETTH
(Abstract) 0§ (Object) mammmim (Event) Lsmmamﬂ,uaﬂ’umauamﬂmummmmimm
finindunnAnsgdugs esndanududou uardenuduuusssudaniedos fadu
N1SMUAAINMINETUANAA LAY TEAUNTIVT RANUANVDUAATUARS AIHALARATNGN
nsAuRusuamisdaindnannanuaanimedly esmnaudnvar Budevifissegiaien
fuldannsndedsmumnefiuitiwesguamldesauysal JuAnduuunAnmsdufuglam
1F9AUMIE (Semantic Based Image Retrieval: SBIR) [6] 3] 918 ouloan nud nwniz seeiusn
uazunAnsziugeessunnlioglugluuuiinyudannsadilald Jagtufinsiiausuundn
RenfumsAuAugunmdnnamnemnine Tnedszgndnaemansunysannssmiy teudly
Jymveainaanumane TnenildudsildSunmnuieuegrunntude LLmﬁmmiL?auiﬁuaﬁm%q
(Machine learning) ﬁﬁ’&ummﬂumiﬁauiﬁﬁﬂ (Deep leaming) [7] Fuiqaianlun1siinsgs
wazduunAuanvurgunnldegrmainvany uarliusedviainnisiunenaladniinisious
voanssuvuinduegann (8]

nsUsmiauATeRysruAuguamdeanumngluiiagtu lag Caicedo wazans [9]
L'hLauai‘ﬁﬂﬁﬁuﬁ'ugﬂmwL%mfamcs’hamsLLaﬂﬂmamﬁaszﬁuqamﬂmﬁmi’wﬁmwmmwaq
sUn ALY (Image query) wui1 msAuAusBRuAN YL sERUATiBseg1afen TAnAuusiug
geanwintu 0.67 Wenadndanmsduduiliiies 1 sUnw widleldsmfundnuasiBsanumng
(Semantic features) AnAusiuguAisidy 0.80 agelsfif ArAuuLugIzanaaTos 9 wusiu
pudunadwsannsAuAuiinantu lurasf Khodaskar waw Ladhake [10] 1iauons
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Ainssdidemgunmdumainnisunuadnuagidonifaninumineg (Semantic content
representation) luguanus Tiudunsisteyanaznisinindidmiunisauausuain wuii
AIAILLINE1DE5ENIN 0.79 9 0.89 iU Thanh wagame (1] WNAUDTLUUAUAUFUNIIG
ANUMINEAETUAIMAUNT WU NS TdmaTiaediu (K-mean) Lilgaag 195838l AR UEN
WiNAv 0.65 LLm'LﬁamauNmumﬂﬁmﬁauﬁwﬂﬂﬁﬁqm (K-nearest neighbor) L[99 2811 A1AN
wsiugadu 0.70 Tuwaedl Nhi uazaae [12] “Lj’]LﬁUEJGT’JLLUUﬂ’]iﬁuﬁug‘UﬂﬂWL%QL%EJWH]']ﬂmi
AaszsigUnmAumisaens Cree uazmaidaeutulndiign nuin Aranuwsiugruug
Yoa COREL Wiy 0.89 ilefiansanlusisaziden wui1 swidvdwingsjdlisunmdumlunis
AudugUnmBinamne esnssuuasiieseiqudnuarsunmiledufuzuamaun i
willowrTordeadsiuguninAum Jeaunsoandymvesinanunineldegisdnau wiluaiy
HuatmaAnssuglilaeunazdufugunmlagldmmuduiusssninnudnuasseium waumany
LLmﬁmzé’uqaﬁLﬂugUﬁﬁu (Concrete concept) LLazLLU’JﬁﬂiWTUQQﬁILﬂuu%JﬁﬁN (Abstract
concept) i’J@JL%’ﬁ’J‘&Jﬁ’uLﬂwﬁammﬁummmswmwaﬁa&ﬂué’wmmmﬁmsﬁ’vqa [13] uel
Tunendusunadnuasiignuensnluiflagldreufinnesinidunudnvuzseduiuviniy g
Taovhlulsifinsidenlesssminnmudnuasssfuiuazuuiansedugs dmalrinadnsannisruiu
fuszavsnmliigausiniians Snvsnisdufulagldgunmdumsslaiazan wasdunimdnasy
Ifuglalunismsunmauatdudneme

uATedd fenUssasdiil owmuiuuuiassnisdudugunmadstaidsnnumaie
IngUszendldsiauuy Contrastive Language Image Pre-training (CLIP) [14] ﬁgﬂﬂﬂwua'awﬂw
TumsFeuinudnuuzvesgunm eadsivisesiunsdufusunmdsnnumng wagdseidiy
UseAnSanmsAupuguninuuyadeya Flickr30k Uag Unsplash iiguiiguivyadayasunn

N va o

H39892U993L09 (Custom dataset) tiodosiutigyni Overfitting NWUUINABIAINITOTIHUN

U
1%

Joyaldegralivszdnsamiugadeyanageu wivsydnsnmazanasdeviauiudeyailiineny
WnNeu wazYrgatuayul 197 luausanuamMnannIe ANz ed M un1TAUNY
winzauld semslidernudumnglasiiuuvesnusssuningalesiuanungvesgunn

ununazdamunaniennsalvesniw EQ]JUT\]SLﬂULLu’WlNﬂ'ﬁﬁuauaﬂiﬁuLV]FTL‘?N@T]@JW&J”IEJIH@N'WW]

2. B/MINAans

mu'ﬁ%’aﬁﬂizqﬂﬁ%’uu’;ﬁmmei’ﬂaaamﬁﬂ’wmLLaﬂWELﬂﬁﬁuLLUULéﬁm (Rapid Application
Development: RAD) [15] wndunsevlunisandunudionisiauidwuuldiduneunis
Ffusuiinuinnniunnnisifedestiowasmadeing q deuasimundussuuitaysaidely
UT¥NaUAI8NITINUNUAIIUADINIT (Requirement planning) N1588nLUY (Design) N15a3514

=1

(Construction) kaENIINAADULAZATIVEOULN (Testing and turnover) fis1vazldunniil
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2.1 NIINUKNUAUADINTT

NTLUIUNITAUANTUAINT UMY [6] AB N1SISBUIAMANYAEYaIgUAIN (Visual
image extraction) tlaidouledlUdinndnuazidsmumnefieglusunimienisuUanumaneg
JUNMSEUE (High level interpretation) neuazasiuludviinudnvazaesgunmlunisAufu
sUnMBInumIng FagUd 1 degrsdornudumiienailiiAsdymidesitsnnumng
191 “move forward” WelUSeuifieulaslisnusefudussensnin videiSeuifisuiuaadnvus
Fademvesgunmitaunuds oraldnunadnsiifsadostudonnudunias uside vin
Wisuiflsuiugadnuazdiniaming sgnuininadnsdiou 3 sunm Iiun sunwaiviidgs
Adluihanth sunminaRiimdsonihluuusemeniius videgunwinldniimaadusjmiinlds
gamaiiva 3 sUnmldusingd1in “move forward” meluzunmuiedussersnmag uie
fienuvinoudsin “move forward” Audadnjsludrenh suduandnuusiiRsadesiudonu
AUMAINKLY

img_name description

The white and brown dog is running over the surface of the snow.
Dataset
A white and brown dog is running through a snow covered filed
A dog is running through snow.
A dog is running in the snow.

Abrown and white dog is running through th snow. Result

Man on skis looking at sky in the snow.
A skier in the snow next to trees.
A person wearing skies in the snow.

Search Query

A skier in the snow.

A blue hat skier with a red backpack.

Move forward ‘

»

Several climbers in a row are climbing the rock.
Seven climbers are ascending a rock.
A group of people climbing a rock.

A group of poeple are rock climbing on a rock climbing wall.

A collage of one person climbing a cliff.

Large brown dog playing with the sprinkler in the grass.
A dog is playing with a hose.
A brown dog running on a lawn near a garden hose.

A brown dog plays with the hose.

A brown dog chases the water from a sprinkler on a lawn.

JUN 1. N3EUIUNMIAUAUTUATMLTIAIUMLNY

nsideiiuszgndldiauuy CLP AgnRlndudammii (14] lunisFouinudnuassunin
iioudarfunnumnesunimseiugsiie nsiFsusiuuaseiuda (Contrastive leaming) [16]
MngUAmuazAUsIIIEAm et niludidhsaguam (Image encoder) wagdadhsatoniy
(Text encoder) AIENITNEIBIUVTULINLABTAILNU (Vector representation) F¥NINFUNNLAE
ANUTTLAMALREITU (Positive point) g lnariu uazvdudunuresguninuaztoniy
Uiimamw@ﬁmﬂ@mﬁu (Negative point) Iﬁaaﬂmaﬁumn%uﬁw@hm’lmé’ﬂmﬁﬂL%aagmiﬂisaﬂ
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(Cosine similarity) fafuguamuasdenuussenameiignieasiicnauediondadilndiy 1
unPu asstutwiuearuadisaiwesdilligniesaranandos q auddudlnditu 0 fouas
aeuenUszianyadeyainndeanudieiiiu (Create dataset classifier from label text) lng
He Seuandmanaasludoninuussersguniw (Object classes into captions) faguil 2 Seutand
amafiladuderuusseiszuain fie “a photo of a dog” tethluldlunsAufugunmseld

1) msindufiuuudrmiuuunseiutu 2) msafreiuenUsznnyatayavindaanutheniiiv
Text
i encoder photo of a Text

- {object} encoder
W 1| 1T

Image 1T, [ 12°T2| 15T 1*T,

encoder 1Ty | 12| 1T 1:*T,
W 0T e, \,
photo of
a dog.

3) mawgnsaldeyauuubifidaetng

JUN 2. nszuaumshnuvesdiauuy CLIP ignilnaluaiai [14]

Jaguiivarsauideithdauuy CLP figal ndudremiuduluinagiu (Baseline
model) TunsiFeusseninegunnuazdeninu lauwn Lu wagamy [17] diauadiuuu Vision and
Language BERT (VILBERT) d1wunisieuiainguninuasdoanunwisssuuasiuiu 9115
an1lmenssu BERT unusulsadudiwuuasmiamaisguiuy (Multimodal two stream model)
JsvananarisgUninuazdennaluaniuuendusinuawed Transformer wwieafy Li wazans
[18] Yuausfuuy Unicoder-Vi Safiudairstaiiiefousnumunesuninuas nwisssud
TnerauwAnnTnafiinaduamedun1w 1wy Extensible Markup Language (XML) uaz
Unicoder a1nn1sldgunimuazdennuludunsdigluma Transformer wuunaneiaieasdmsu
MSENRUAMLUUAMEN USEnaumen1sasauuudnassn wunan (Masked Language Modeling:
MLM) m3dnuuninganan (Masked Object Classification: MOC) Lﬁaﬁ‘aui’mwwmagﬂmw IGE
N133UAsENINTUNINLaEA1wIANans (Visual Linguistic Matching: VLM) drsuaianiseling
giJm‘wLLazsﬁammfuaémammwma%aﬁ’mmzﬁuﬁdﬂ mﬂﬁ?u%ih&Jiaummilﬂé’amﬁuﬁu
JUNMMINTEAINUTIEIEFUAN (Caption-based image-text retrieval) wagn15llnaHAN N
(Visual commonsense reasoning) hay Chen wagAniz [19] ULauasluy Universal Image
Text Representation (UNITER) ﬁgﬂﬂﬂcJua'NMfI’]quq61Sﬁa;ﬂagﬂmwmmm‘tmﬁﬁmiﬁqmL‘fiEN
Mane3URUUTIAY Usgnaumgn1sainauudiaessniwiunan wagnisdwuninguaniunisiseus
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sUnmMKardenl N133UAsUNMLEETEAIY (Image Text Matching: ITM) kagn133aguluy
UaAal (Word Region Alignment: WRA) Litoatiuanunisinsuniawuuazidensenineleniny
WAZYBULUAFUANTENINNSRAKUAILUY

2.2 N1599NUUY

AT fenUssasdifl owauiuuuiassnsdudugunmAstaidanunune
Taguszgndlduuy CLIP fignilndusaihlunisSeudaudnuusismiumneannasduiug
seriegunmiudennuussenegunmilegludnuarderua ssssund wuieFeusngld
panafiinuRueswaavieusn AudlosuuuldsunmstinduisUsslon azdamaliiuu
annsafeuddsing 4 Wuntu uaramsadumsuuuuanuduiusuisegieseninagunmiy
Fomnusiensiieuimenues neuasnanuduaudnvazgunminldadulugamesuiagunim
MniuiwdandunnmedifiofsufisuauadisadesenitaneesgadnuusUunm
funmesAuanvuztoAUAUNINElTAIEN1TInAIANLARIEATIINNBS NBUILITEIA1Y
muAuAeITes uagthiauegunmanuanadunadnsundld msoonuuuisimauinsinsies
wazeankUUTEUUEYIng lnglduudnaes Unified Modeling Language (UML) [20] dulszian
vadlnozunsulassadnaunfiniieduielassaiiavesszuulasuaninaiaresssuu Audnvue
nsAuuns uazmNENUSsEInSoudng dagud 3

Image Dataset

Build the Image Description Set Query Processing

Most Similarity
Image Result

Vector Matching
T —
i ; Download the CLIP
Learn to Build Semantic Image Feature owntoa © Vector Matching
the Image Description Set Extraction Text Embedder
Download the Compute Semantic Text and
-1 Vector Similarity
Precomputed Data Image Feature Tokenization
Multi-model Merge Image o i
P Word Embedding Similarity Sorting
Trainning Attribute

A\

Contrastive Learning

~

U 3. N1593U11AT9ET 1R UUTIARINISAUAUTUNMARTIaLB ALY
Ingldlassreuszanniieungnilndudimilaglduuudiass UML
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2.3 N33
wuuaeensAuAuUNnAIATRvIne i Audienisideulusunsuniwlnsey

d

(Python) uu Google Colaboratory 13anldsauuu CLIP igninduarminseuiuuunsaiudim

v

vuyateyazunIn Flickr30k Lagyadeyazunin Unsplash titeuseiiiuusz@nsaimnisaAuau

Y Y
Ya o 3

sUunmSsuifisuivgadeyagunniididesiusanearimundu 4 Taww liun 1) nmyeaa 2)
Amdndides 3) nmdsves uag 4) mwdslgnasiauaziioviel degun 4

o AnyAAa mMwdadides ANEY Mwaslgnaing

yatoya uaziiavie

Unsplash Dataset

Custom Dataset

IYJQ}

ash uazyAdayazun niEIdesIuTIes

Uil 4. shedregunmlugadeya Flickr30k, Unspl

2.4 NMINAROUUAZNINAUINATIVABUL

nsiaUszansaimnisAuAusUunmAdtauvulinsuiuiunadnsiigndes (Order-
unaware metrics) [21] @agnldFaUszAnsnmnisfuuarsaumavuivled donsussiiu
AAILLN UET k SUsU (precision @ k) AIA1UATUSUT Kk SUFY (recall@k) wagan
Usgansnmlnesiud k Susu (f — measure @ k) Fedunisi (1) - (3)

true positive @ k
precision @k = (1)
(true positive @ k) + ( false positive @ k)

true positive @ k
recall@k = 2)
(true positive @ k) + ( false negative @ k)

2 * (precision@k) * (recall @ k)
f—measure@k = (3)
(precision@k) + (recall @ k)
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AvuadeauAumly 3 Jeuly [22] laud 1) TemnuAummiedesuninuasniinny
lusnweaugtheiiu Wi the dog, the cat %38 the animal Wusu 2) TomnuAumau 9 ey
WUIARTEAUEY 18U the dog running on a grass Wudu uay 3) TeanuAumiesutsAIumNe
L%‘nﬂmmw 191 the dog feeling lonely Wudu Weulvay 100 579715 S9uTedU 300 518A15
° & o ¥ W 4‘ o ' v ¢
MUUANITLAAINALTN 3 JUAIN 5 3UAW Lag 10 JUAIN AINaIaU AIgUT 5 A8 1NNaaNTAN
FoAUAUM “the dog running on a grass” MUUATIWIUFUNINTLAAINGRD 5 FUAIN UnusieY
k ANUNSUSEIUNA N DY YINUT 1

mmgﬂﬁ 5 ﬁmumﬂxLLuuLﬁawaé’wégﬂé’aqmm%’ammﬁumwhr”fu 1 AZUUU ASIAUTUAY
enadnsligniesvdeliasudiumutemudumiindy 0 azuuy fogrmansussiduiuy
laiwmmi’ﬂmuwaé’wéﬁgﬂﬁm Lﬁaﬁgﬂmwﬁgﬂﬁaﬁwmu 4 sUnmann 5 sUam Imgﬂmwﬁ' 1,2,
3 uay 5 gnred LLangm‘wﬁ 4 liignéies Fapnseit 1

M15797 1. fregmansusliudsgdnsamnisauaugunnddviauuulinsuinnunadndngndes

10U ANAAULLIUEN AAUATURIY Auszansnnlngsau
L 2% (/1) * (1/4)
sUn MY 1 gnaes 1/1=1.00 1/4 = 0.25 WD+ e =040
) 2*(2/2) * (2/4)
JUn i 2 gneiea 2/2 = 1.00 2/4 = 0.50 Tt a =067
) 2% (3/3) * (3/4)
JUn A 3 gndies 3/3 = 1.00 3/4 = 0.75 TG/t G =086
, 2 *(3/4) * (3/4)
sUn i 4 laigndis 3/4=0.75 3/4=0.75 (3/4) + (3/0) =0.75
L 2% (4/5) * (4/4)
sUnY 5 gnaes 4/5 = 0.80 4/4 = 1.00 —(4/5) @) =0.89
Aady 0.91 0.65 0.71

NA1597 1 wansussiiudsgansnmmsauaugUunmadanuulins v uusad sy
QNABIIINTBAIUAUNT “the dog running on a grass” AMUUANITUAAINAAD 5 FUAIM WU
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HA1ANULLIUET AIANATUNIU LazAUSEANSNNLAETIN WA 0.91, 0.65 Wag 0.71 ANa1AU
MnsuduiunImedeuauATUI 300 emsneuazawadulszdninmnisfufiuguninves
Fauuu Usznausiemanuudugnade smauasudiueds wazauszansnmlnesiumas
ATeiaud R aunainedou (Erron) fie nasinssyninedni aldfuanfiufade
'mﬂmﬁi’mlé‘lﬂ&ﬁmﬁ’uﬁw%‘nmﬂLLam’iwmﬁmfuﬁmmgﬂéfaaqq [23] Imamﬁmnm%ﬁﬁﬂﬁ
ArAuAaIALAd ouinT waNe ulseendu 3 Uszian dud 1) mﬁmamm?{auﬁﬁmmﬂﬁm
(Human error) swina1nanuUszamaudslun1sin 2) anunainnaeudessuy (Systematic
error) fnAnaninsosiietaldlaussansain uaz 3) AmunaiaAdeudeadn (Statistical error)
Fernuaatnadeulssanil 1 uar 2 aansadanislameanusounsy sednse T wazn1swmu
i3eaileTaliiusEansan winunaamaeuUssand 3 tulsidnasdalivualuld Wesain
oguanviiensmuny ainldnistasmats 1 afuieliarunainadeuantosas dadude
AsUSEVaYNsUsTdiuBnadiauasy 3 soudlsdenuAuninuuuNas s dudasdaiu wd
Pmamsusadiuunmeanadaiisinnunainedovantesasuislusssuiivensuls

3. NANSNAABILAZATA]

MsRALILUUTIARINMIAUANTUNIRITAER g ngldlassedseamifieudedn
Hudrand wlawanisnaassuazinsaloanidu 2 diu ldud 1) matauwwuudiasnis
AUAUUNNATTABIANUMINY Wag 2) NsUsEluUsEAvBN NN SAUAUIUAMATYER

e =D
e
)
>°b
)

3.1 NANSHAILILUUTNIRRINTAUAUFUN AT TALTIAUVUNE

AIMTIUNTEUIUNTINUVBIUUUTIABINITAUAUTUAMAT A LT IR Laeld
Tassineuszamiionfignilnsuaaeviin fsguil 6 Uszneudie 3 uega ldun weganisaiis
Ynf1eBUIB3UN I NegamsUsznanader iU uasueganisiugnmes fneasBundsd

1) waganisairaynreduggun1n (Build the image description set module) 31nn151Y
fauuu CLIP fignflnstudiavianiFeudaudnuasidinrmmnevesgunminenssuaunsibous
AILAULBIMVUATITUTIY TENINgUANLEETRANUTIENEFUNMNAINAIANAS e AT LAl vy
yateya Flickr30k, Unsplash wazyadeyaiifidosiusimesnousznauiunadnvuslvives
sUnmudiaiiuliigasesuissunmitearadunnnedaudnuursunw

2) wanan1susziIanateanluAum (Search query processing module) angldluguuuy
Aw553uA TneiFenld CLIPTokenizer dmiuithsadoninu ieaiadunnnosnudnumuy
#9A213 way CLIPTextModel duuflstoaruuudl uiin1sdanats3 uuy (Mult-modal
embedding space) tieaadunninefnudnvuzdonudum

3) 1agANIIUALINMES (Vector matching module) seninaninesAnanuUNLAL
nnimeinadnuurdennuium WothuTouifisuaianuadieadsvoniniaes nouay
Besdriunuarnieates uazuanadunadwsnsdufusunmisluuumoatemuasuium
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Weanuvaneungid AMvuadiuiunadnsnisauaugunmimiigidesiudeanununiuiazass
Wiy 3 JUAN 5 U was 10 UMW AnuEaU
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1235, am, _='
Clip Tokenizer Clip TextModel p= 83 E‘ D

1 cem, g
g ams  ooms oo a i
“the dogrunning on 2 g@ss”  Encode the search guery The reprasentation vector £ £
g 8
Search Query E> Text Encoder Query Features W E
o

[]
e .—‘V’-

Most similarity images

in Similarity Descending Cosine Simnilarity Query Features @
‘.}ﬁ Image Features
Image Search <] Similarity <] Vector <] Vector

Vector Matching
Module

Result Sorting Similarity Matching
Encode the image feature Image Description Set I |
Image Encoder fazture | Index object Eﬁ Imacge Features kT
W
Mew o 1 . ] c
vy = representation vector o
Text Encoder Image Featurey j =
= e §
Encode the caption feature meoeen BT T U
s o a =
[ a
L] L& o
. T =
£
u
CLIP £
Contrastive Learning o
1} Flickr30k Dataset (Contrastive Language-Image Pre-Training) —5'
o
2) Unsplash Dataset m
) Unsplash Datase Semantic Feature Extraction
3) Custom Dataset

FUN 6. MNTIUNTFUIUNMTINNUTRILUUTIARINTAUAUTUN AT

3.2 wan13uszliusEansnmnsAuAugUNWAdA

nuiTeisndulsE s nmnsAuAugunmuuulinsusuusedwsTigniosemi
wsiug1? k Susfu AranuaTUiud k Sudu wazAUszAvsnmlaesind k Susdu Taegidurmun
Fornudumamdangulugiuuuniwsssumdnnmsgudusseeguanly 3 [euly [22)
¥ 1) fomudumiedesunmuasmnany Tudnuasthemiu 2) ferrudumdu ¢ ieaty
LuIARTERUGs WAy 3) FemnudumileuiemnurelEiannIm 9819aY 100 919013 TIVEY
300 318119 ﬁ’mumgﬂm‘wﬁLLamwaIuLwiazsqwﬁayjaLflu 3 3Unw 5 sUnmuay 10 U wsie 1
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ToANUAUMIHIU Google Colaboratory Aem131471 2 AIpgamadnsann1sAuAugunnluusas
Reulviriunisusziliuanugniedaeglie vy

= v e v a0 a v v o
A9 2. Naa‘Wﬁmﬂmiﬂuﬂugﬂmwwmumiﬂsmummgﬂmaﬂma;ﬂmmmzy

CeLLAN woulud 1 woulvil 2 Kol 3
Janudum “the dog” “the dog running on a grass”| “the dog feeling lonely”
S S S < x c
o =) S
yadoya Q 8 £ @ E £ 3 E £
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- ) (@] L =) O [ 5 3
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c
=
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k @10

1A 2 audnvandnnumnetiusniitsussdiunaigniemielignieaviitu
\eaanaudnvuzidsnnumnevesgUninazegludnvazuiusssy Sadufiunvesnisli
Aidenmnny S1uau 3 vivy [24] Whansaududunisdunsussiiunannuvanevesusagguanls
donandesiundnAsuiiamesivial (Computer vision) Useynsiuuifinainesyy Asazein [24]
uivunauant A s g ndufduanisfneadunisdaiuwagduAuarsauna
(Information storage and retrieval) weauiigatos naonsuiiuszaunsainisiudugunm
ogetion 10 DHuld mnduligidemgudasriulssdiuanugndesiias suamuuududase
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sefuiioanmnuaanadeulegluszduiiveniuld ngunmlednanisuszifiuangideney
W 3 viwul,f]ugﬂéfmﬁwm %ﬁa’i’lgUﬂﬁwfugﬂéfmmwﬁam’mﬁumwhﬁ’u 1 Agluu Tung
nduftu mnsunmlagniidermaussiiuinlignieaudifiesiuien axfiodrgunimihiligndes
WU 0 AzuuY fouszAwandumanuwiugeded k Suiu Arnuasuduaded k Susu
warAUszavEnminesnaded k Suiu fwnseil 3

= a a a v ' o o eal v
N1979N 3. N’s‘lﬂ?i"di%LNUU?%ﬁWGﬂWWﬂWiﬂUﬂ‘UEUﬂWWLL'U“U\LlI'VIiTUQTU'Juw'ﬁa‘WﬁV\Qﬂﬁaﬂ

Soulw 1) faAudumf18da [2) Tanrudunidy q |3) Yernuduniiesuie
N13AUMN sunnuazvaaay Tu NEMUUULIAATEAUGY | AUINELTIAMAN
dnwauzthennu
w1 ) ] (] (0]
wamjﬂfutuu < § < § s ?,
Usganann @ = © @ = © @ = ©
P O 8 o (@] 8 ) (] 8 [J]
N15AUAUIUNN g 7} = o @ = o @ =
v a o [V a o [V a o L
Flickr30k &
0.950 0.560 0.705 0.903 0.521 0.661 0.760 0.420 0.541
Unsplash
k @3
Custom 0.929 0.506 0.655 0.900 0.505 0.647 0.749 0.415 0.534
Flickr30k &
0.941 0.609 0.739 0.885 0.572 0.695 0.734 0.475 0.577
Unsplash
k @5
Custom 0.901 0.569 0.698 0.882 0.569 0.692 0.722 0.466 0.566
Flickr30k &
0.927 0.668 0.776 0.862 0.635 0.731 0.695 0.534 0.604
Unsplash
k @10
Custom 0.854 0.639 0.731 0.837 0.632 0.720 0.689 0.525 0.596

LY

1NA15199 3 HansUTEiuUsEANE MM sAuALUA AL UUlINT U uRaaNS

£ =

fignifes fneasBendsi

1) HansUspifiuUsEansmnsdudusunmadvasndennudumiedoguninuay
snemyfludnunrihefu wasdonnudumdy ¢ AufuwnAnssdugeiudsanuuiusiogly
seAugann TaglangnadnsnsfuAudiuiy 3 daduusn Alades 0.950 way 0.903 AEIRY
duefunansfuiu 5 Sufuiidauads 0.941 uay 0.885 mudiiy Fernaruudusituanas
Fow 9 LLUiﬁummﬁﬂmumaé’ws‘maﬁuﬁugﬂmwﬁLﬁammﬁu

2) nansUseifiulsEansamnisAuAusUnmATvafeterudumfiosuiseamane

WeRan N IagadnsNITALALTINIL 3 drduusniuiia1nuutiugiies 0.760 uwiiazeglusesy
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A L.wiNaﬁwéﬁ?ué’qﬁwlﬂamﬂmmmW’E’wmiﬂ.ﬁff SuaziiuldannAauusiusifianasegradiule
Fadaisoudisututomudunludeuled 1 uay 2 Anduanasiosas 25 waz 19 audsu
Lﬁ‘lEN‘\]’lﬂﬂ’.}’]ll‘wll'l8%8&3Uﬂﬁwﬁ6§1ué’ﬂwm3“LJ’llJﬁiiiJ‘lj;u‘\]zQJﬂLLﬂaﬂ’J’]MMM’]EJﬁ]’]MWﬁﬂﬂWﬁ}Ui
VBB é’nﬁ?uﬂixaumsa}uaqLwiazmﬂa?ideiamaﬁiaﬂﬁﬂisLﬁummaﬂﬁaqﬁum@mﬁu

3) Nan1sUsLiiuUse ammwmiﬂuﬂuiﬂmwmwa“uuszmsuaua Flickr30k thag Unsplash
Lﬂismmsmﬂwmauamm%i’mi’mLaquu WU ArAukiugvesienudunieulud 1
umLaaEJmwmmumﬂuaqwaawammumgﬂmwmmu 3 3Uam 5 Unmuag 10 U windu
0.929, 0.901 uaw 0.854 gy agluseaufan Wudenfudeulad 2 A nadsnnuwiud
wialu 0.900, 0.882 war 0.837 MNA1AU agluseAufuIn uae Foulad 3 fAnadsanuusiugn
Wi 0.749, 0.722 waz 0.689 mwanu agluszaud nadnsanadululuiamadesiuny
anududeuvestenudum uaglitialgymilduuuazdszansnmanaadeviauiuteya
filaiemusnmiou (Poor real-world performance)

4. a3unan1Innay

mMswaLUUSassMsfuALsUnMATIaGsa e Tngldlassineuszamifioniign
Annudrmtilszneudig 3 wega Ll 1) uegansaiisyaiesuiegunm lneussgnaldiuuy
CLIP fignilndudramthlunsBeuinadnuuidemnumnevessunmuassauiugudnuo vl
voegunm neuszulanlunnmesnadnumrsunin 2) ueganisussiianadeninudum dmsy
WhsaternuAumangld newrsulanlunnmesaudnuusdaniuAum way 3) ueganis
JugunneaiuanvursuNMMLAzAMEN YUz TeAAUIMENMIUTEUTIBUAIA AR IEARI YRS
nnwes AeuaziFusdfuniuaaieIdes uaztanmamsAuAugUAmUnglY

n1sUseLiiulse ammwmiﬂuﬂuwmwmmamwmummwaiﬂmwuammwﬂu
Snwauglhofifuressunin uazdonrudumdy ¢ ieriuunAnssdugemeaninduiidia
Lmumaqluﬁwuqqmn meaamqu;uwﬂiuamquﬂumimwmmqmaiugﬂmw
(Recognizing common objects) 8g1415Af AruwUsiuvesgunmieaiduguassadrdysenis
Fauungunin [25] 1ud 1) uuusiunigluaaa (intra-class variation) il imguaneusziavii
gninegluaaraiieniu Fsdndudeanmnuunnaiinieglurata vasieriufvgiaainuuansi
5¥1319Pa"a (Inter-class variation) IeiNUTEANTAINNTTLUN 2) ANUUUSHLUYBNATIAI
(Scale variation) Lﬁ'mmﬂ%}qLﬁaaﬁufuﬁwawamuwm Fefuanuazideavesnin YUIAYBIING
WAZAUIANIN FaiNARDAINYNABIVBIHARNT 3) ANULUTHUTDIUNDY (View-point variation)
Tagiingiiertuuianunsnnsuuivevyulsvaisdd ¢) Snquisdrugnuats (Occlusion) 3o
dousgndsingdu q dwaliuszansamnisdiuunanas puvAvesiufiiuatisiag 5) A
a1 (Iumination) Tngdnglugamiifeuastos vietnglufifaiulssansnmnssuunagsii
ndnglunasainaund uag 6) ﬁuwﬁﬂﬁjﬂmgﬂ (Background clutter) 31nn158 30 IumuIN Y
A vihlderndenisduuning esnddssuntuniniAuly egralsid Samudodiialy
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aounisalfifinsdudiwuinglunin naenaunisswunseazidenidedn (Fine-grained
classification) 1y aneusgtiy anetusaenls! viedviosasud 1Wusy

nansfuAugun e umnelunuidediannuuiudugedoya Flickr3ok uax
Unsplash 141U 0.760, 0.734 waz 0.695 f19112u3UAMYNAY 3 3Un1m 5 3Unm waz 10
sUn Ay agluszdud uazduszduiivonsuld ilesmnaramnevessunmitegludnuas
“LJ’]@JS‘ii@J‘IfU‘EJ’]ﬂﬁﬁ]%ﬂiSLﬁuwa’jﬁQﬂﬁaﬂﬂgﬂiﬂQﬂéfﬁNL‘Vh“qu Fafunsutanumneniundnnis
FUveeuyEd (Human perception) [26] AgUseaunsainganuLANIINNITToUITVRIUsRL
yanadaunnsnefu ldanaadnsnisdufuandennudumlusuuuuvesnwisssunaisale
fumumnevessUnmunuiazBanundnlionsalvesnwdimanuusiudiliunnsainnisly
sUnmAumanniin og1elsAd Jymdosinarumunevessunmdusiniiazshlsivunly sl
Fissandositaumnessvivaeufiunes §l4 uazgunimasieimedauazisnnaring q i
271 siddeluadaelusmslianuddgfunisantesivarmnevestamudumaingld
muglufumsiinsgimmumngvessuam WoiudssAnsnmlunsduiu sendnanmuiseil
Ieihauednmilsuuamsnisiufuasaumadsnumnesiollusuian
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