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AMMN19RAaNY15INY191WIU 10,000 AN Fansunsluiules www.kagsle.com andurien
AnseiniunszuIunsuInsIuMIimiliesdeya lagldinaianisdwundseinndeyanin
U 4 wieda laun wadadwnasanmosuuwdu (Support Vector Machine: SVM) tadia
Lﬁ'auﬂlﬁﬂﬂé’ﬁQW (k-Nearest Neighbors: k-NN) tnatialasaieuszaiviiion (Neural Network:
NN) wazinafinduliidndula (Decision Tree: DT) nan1533emudn wada k-NN lir1auusiug
(Accuracy) geian fidvindu 91.86% saufalwAiaiula (Sensitivity) uagataImTIwIY
(Specificity) g47ian &0 92.24% uay 91.48% Aud1dy Feusddadnaninvesmada k-NN 13
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Abstract

Colon cancer remains a major global health concern. Early detection is critical for
improving treatment outcomes. Although conventional diagnostic methods are generally
reliable, they can be time-consuming and heavily dependent on the expertise of medical
professionals. This study aims to evaluate the effectiveness of machine learning models in
classifying colon cancer using 10,000 histopathological images obtained from
www.kaggle.com. The data were analyzed following standard data mining procedures using
four image classification techniques: Support Vector Machine (SVYM), k-Nearest Neighbors (k-
NN), Neural Network (NN), and Decision Tree (DT). The results showed that the k-NN
technique achieved the highest accuracy at 91.86%, along with the highest sensitivity and
specificity values at 92.24% and 91.48%, respectively. These findings indicate that the k-NN
technique is highly suitable for developing classification models for colon cancer,
contributing to the creation of essential tools for early detection and supporting more

effective treatment planning.

Keywords: Image classification, Colon cancer classification, Machine Learning, Support Vector Machine, k-

Nearest Neighbors

1. unin

Tsnuzifadn &g duanmansdedindudiuiiaesnnadinadeTinainlsaugideialan
Tnedoyalu w.a. 2563 ffdeTinanmadulsauzisldlnguinndt 930,000 518 Aadusosas
9.4 vasiFeTindelsnunSotilan TsausnisinddadunSadefinutosdususuasduvds
wandususvanulugne gofinisaivedseundldldiRuTuosntoidos lnonugihounSeild
Tugsrelminnnnan 1.9 awse wazAnduusesuu 10 % man@'ﬂ’wkﬂmﬁqﬁ"’wm (Heisser et
al., 2023; World Health Organization, 2023) 83/ n159u1delan (World Health Organization:
WHO) Ifnsunsdeyaiierfulsauzissdldlvg i1 sinldsunsidedelsaluszozqnaty 3
FagtalunnssnwninninszeziSudu (Pumnama et al, 2023) MsnTiafansewayidadelsa
msL%qé’ﬂéﬂ,mgashaﬁumaﬁﬁmmeﬁﬁzysiams%’ﬂmLLazLﬁmé“mwmiiam%maaﬁﬂw

Joyaanesdinisewdelan (WHO) w.a 2563 UsemelnediUislsauziiesalvl 190,363
AUl N3N uLINN1 500 AuseTY waznu\dedinainlsauzise 124,866 aused wie
111N71 300 AUADTU (International Agency for Research on Cancer, n.d.) uana1nn15Ldetin
ué FeilAiAagadomansughonasifinaszrususzuuasisagulneduyanigs Taslul
W.A. 2562 WU YAAINTFEYLAENILATYEAIU TN 184,600 d1uunsiel (Thitima, 2023)
uenanil Uszinalnenulsauzednldngdususuanlumane sesanlsauzdeuiarusss
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Uan waznuaniududvasslumeandgisosanlsauzisadnuu nenugieselniduname
10,660 s1860T Andu 11.4% waziwAnds 10,443 s1860U Andu 10.7% laglneddnsinig
\FeTAndaelsauzssdnldusunnsgiueny (Age-Standardized Mortality Rate: ASMR) ol 8.4
(International Agency for Research on Cancer, n.d.) L“LJ%EJ‘ULﬁﬂuﬁuﬁmﬁiuﬁ'ﬂaﬂﬁﬁmmgﬁ 9.0
(World Cancer Research Fund International, n.d.)

Tspuzis s ldlugiinannisiasayivinvessaddldlnyidnunfaunateduuzise
wasusSavaiarulsiuazunsnsyagludidiusng 4 vessameld nsasradansedsausise
e usidfnlunsansnsnisdedinanisei Fan1snsednnsesiiuiivensuananse
ld 438 lud 1) n1sasaavdonui evarsusinisid ulsauziseanldIng (Fecal
Immunochemical Test: FIT) 2) AMsnsiatenatsdasuiameasanldlg (Computed tomography
colonography: CT colonography) 3) n1sdesnaasanldlug (Colonoscopy) ag 4) N15M529R28
ANNNI9aNe3INen (Histopathologic screening) lagludlaguu N139599ARNTBIAIBAINNIYA
w5 nduiBnsnnadansesiiianuutudgaiigauddeddfideamgluniseiunin lngendy
mwzhEJGUENLffaL?Jaﬁél’maaﬂmmﬂé’ﬂﬁlmgLﬁamwmwaémﬁa WdarasIamanuaE v
wadduuzids Wy maasydulnveradildidusedeu m'ﬁ@igﬁﬂiﬂiﬁﬁ%ﬂﬂﬂasumL’ﬁ@@@ uay
nawAsuuasestu edslsfiony Bnsiifesedvinusuasysvaunisaivesumedideamalu
mMseuam Faerathluganuamandeutareuuususlunmsideds 9innsAnwves Smits
et al. (2022) Anw1AURUTUTINVBIEFLNANTAlTEnIdnne S InewsasAu LagAneneId
Inelumsuszifiunsganedineweaiesenludldlvgdugdlunimsadansesundediléves
¥1nd wui fidsmgliiumnuuendesadeenilinenislu 44 nsdlan 83 ndl Ay
53.0% Feo1adsnaiensidennsinw iiaduyulumsasadansesgaiuanusniy uananil
nMsmsafansoneumdidngeiaiamnuain iesindediinvesiiuugidevasie
Sruaugaefifuulindngstu deu lutlagtumaluladtyyWseivg (Artifical Intelligence:
A) Taglamzimadanisieuiueanies (Machine Leamning: ML) leignianszgndldiunisdn
nseslsAmnmmeEuNIvAts MIFeuiveelssamnsadsuidnuuzianzyedlsaanninmis
nsunnduazansaldlunisuenuszlsaeenainiulaegisfiss@ndamn

AeThuAinslfinadanisSeuiveurdodunisdansedlsaanain liud muide
Y94 Gupta et al. (2019) iﬁﬁ%auammﬁﬂmiﬁaui’“ﬂaaLﬂ%aLﬁ'avi"mmiwwamfaﬂaﬂiu
TspuziSanldvgiuazn1ssondinlaeusiAannlsa (Disease-Free Survival: DFS) 1uiian 5 U
WpzidayandUisunseldlngdrau 4,021 98 wuin wediasulivadu (Random Forest)
fusransamaeaalunsiuneiassszveaiotenuazmssendinlaeUsainisaldosauiug
fla 849% s2ufsu3dves Habib & Rahman (2021) Idtinausmadiamsisouiueeios lilensia
Anngaslsa COVID-19 Aae 2 n3zUIUNIT Lon 1) N13AnNsasdumenalin eXtreme Gradient
Boosting, Naive Bayes, Regularized Random Forest, Random Forest Rule-Based Model,
Random Ferns, C5.0 ag Multi-Layer Perceptron #U71 A1 UEINTT 93% WAy 2) N5
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FIUNAINONTLIENTIBNAIBALA Deep Convolutional Neural Networks Wuin &Aa1uuiuen
11NN 99%
fad AdeliiTngusrasdiiednwinisasisiinuulasiussuliisuuseansnmue s

N

wuunsisBuivenaIesdmsun sTwunyseinanlsaug s ldnglagldnmmnsgane1dine
nsfnwdazliyadeyanimmagane inewonsaduzedildnyuassadunisuau 10,000
A i eauAuUUMsiSeuveaai es lngldinadanissuundszianteyanin 3winnis
Wisudleuioun ¢ wada i 1) medadnmesannimesuuedu (Support Vector Machine:
svM) 2) iadiarfioutulndiiqn (k-Nearest Neighbors: k-NN) 3) inafialasagieuszamiiio
(Neural Network: NN) e 4) inadiadulsifindula (Decision Tree: DT) Fswansdnwiilazaeli
niuUszavsnmuesiuuunsSeudveasdedumsduunuszianlsanziedildlngannninmg
qane 3ne FeennhlugnmsuszndlimaiansiFoudveuaiadumsuiuugsssaniamues
nsnsadansesielsauzidsildvgfiannsatisunmdlunsidadelsaugifedldl g ldoena
windmazsands uaztelifleliiumsfnnimneauuagiurig

2. 3auiiun1siY

msasesiuuukaziUisuiisulseaniamuesiauuudmiunsduunUssanlsaueis
ald Wneldinatianisduunuseiandeyanin §33elaaidunsidenunssuiunmnsgiuves
m’aﬁnmﬁaﬁay‘a (Cross-Industry Standard Process for Data Mining: CRISP-DM) (Wirth & Hipp,
2000) FaUsznoudie 6 tunou il

21 n’usﬁ’mmﬂt%’ﬂﬁnﬁﬂ'aﬁ'ﬁﬂiyﬁ'l (Business understanding)
fideldfnundeyaiieniunsiinlseuziSadld wuilymiiiniussaioatulsaunidednld
Fainlinsudadoidsswesnainlsauzdedld uasUssrvudnaunndiamadhiunsmsa
danses viliinnulethethgssozaaing Sausiazynnaiinginssumsli®inuanaiu anada
anganuinsidsdinanlsensSsdlddaiuualvufivgedwion 1 edredaiies Tudlagii
wealuladniesnisunnduazanudsvguesmmdtunansadnulsauag i ldvgjuagnnis
wiln finsiaurluegnann Seilinissnwdussavsamanngsdu Taensasamamen3ine
dleUsznaumanaununsing deu §idedsdmlaimaiiamehmiiosteyaunlddmiuns
asudnuukazlssuiisulssansamuesdanuy dusunisiuunussianlsausiiealdlagly
AMIgaNeSINeT WenausunsinvLazanUTInuilelsauSednldluounan

2.2 nﬁﬁﬂﬂmmﬂﬂﬁnﬁ'mﬁuﬁayja (Data understanding)
fideldmunutoyafinfeufielidmiunmsaisnuuutassiouifisussansawues

Fuvudmumssuunussinlsaunisild sremadansvinmilosdoya nm Fedeyaildidy

FoyaasefilsiAusiurndeyannyadeyanimnisqanediner Fadunimeieain Pixabay gn
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Sufinl3lul aa. 2019 yadeyailastelng Borkowski et al. (2019) FslFimsunsognaamelu
ulas www.kaggle.com waganansaithialdegadame Joyateya “colon image sets” lng
wiadu 2 Wawmes liun Wawes colon_aca dwmsunisdaiudeyaninniaganedineives
AUaelsauzSeanld 97uau 5,000 A wazlwawas colon n dwmsunisdmiudayaninmiega
NTEIMEWEIAUUNG $1uU 5,000 AW FIWTIMIATILAL 10,000 N0 FUATWAVIIASILIA 768
x 768 finiwa uazogluguuuulnd jpeg foganmmegane Fingiithanldlunsiiasevissy

'
=]

N1

' e : i
- % 7 5‘;5“53‘ .,‘f*’\" ; i
p.oayde COUSR TN | D
coloncal colonca2 colonn
n) MUN1RaNeSIngvesEUIsNziSedld ) AINNNANYI1TINGIVDIAUUNR

U 1. shedrammmagane Fineniiianldlunsiesg
910 Lung and Colon Cancer Histopathological Image Dataset (LC25000) (Borkowski et al., 2019)

2.3 msm’%em%’l'aga (Data preparation)
AIdelanifuniswisudeyanoun1sinses Wieliinanuideiiowaz tayadanmnn
Weanefiazihuldlunsimszt FddumAdeilduiniswisudeyasendu 2 Tuneu il

o

1) msunddeyanimuniaszvinielusunsy RapidMiner Studio version 10 Tagf3dele
v‘hmil,l,mLﬂumwummﬂqmiﬁuLLmau‘EWamai 2 Waweseay laud Inames colon_aca dwsu
nsdaivdeyaninnisgane1dinervesdUislsauzseald $auau 5,000 1w waz colon_n
dmsunmsdafiuteyanimmisgane1dine1vesauund $1uau 5,000 AW

2) msuvasdeyalfedluzuuuudeyaiifilasains (Structured data) dmiuauiseieide
1eldnsusnaadnvaslagsssund dwiunsimiiessuamlusgduaina (Global level) ite
LoNANANTRAILUNA1IBENIINAMUATUIUBNTIANLUANA BN Faivngdmiunissiuun
UIZIANURIAIMLaENTINUAAMENURYDINIMIALTIN NTAIUIUAININ 9 INTUAINLUY
sgauiiln (Grayscale) %éﬂmm'i%’aﬁﬁwﬂml,aﬂ@mauﬁamaamwﬁy’wmimaisﬁmqmamﬁﬁﬁy’a 7 6
Ifun Alads (Mean) Assagu (Median) A% ust (Minimum) Aunsgiudmsuenu X
(Normalized X) A111asg1udimduuny Y (Normalized ) Ardaud saiuuannsgu (Standard
Deviation: SD) ANEN4as (Minimum gray value) wagA@in1gedn (Maximum gray value) lag
TUsunsu RapidMiner Studio ﬁmiamé’?ﬂdaummamiﬁﬂmﬁaqﬂm‘w (Image mining extension)
Wawmsumsuennadnuas segretoyaignudadviegluguuuudeyalaseains uansdsmsned 1
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= o oy aa P D 1 PP v
M99 1. fMegdayaninmsganesinerignudasiiiegluguuuuvesteyanilasaine

Global statistics
Row Label Minimum | Maximum | Normalized | Normalized
N Mean Median Gray Gray X Center of | Y Center of SD
Value Value Mass Mass

1 | colon aca | 216.0387 | 223 3 255 0.5001 0.4992 | 29.5406
2 | colon aca | 213.7845 | 219 24 255 0.5051 0.5006 | 31.2155
3 | colon aca | 218.7142 | 221 29 255 0.5007 04987 | 259928
4 | colon aca | 216.4806 | 224 38 255 0.5039 0.5081 | 31.1943
5 | colon aca | 204.9244 | 209 26 255 0.4924 0.4965 | 34.8963
6 | colon aca | 203.9964 | 206 30 255 0.4982 0.5067 | 34.0326
7 | colon aca | 206.1248 | 211 40 255 0.4984 04956 | 32.6657
8 | colon aca | 211.2105 | 215 a6 255 05017 05008 | 23.3663
9 | colon aca | 213.0633 | 219 35 255 0.4971 05011 | 263662
10 | colon aca | 214.0872 | 219 34 255 0.4930 04986 | 29.6324

2.4 msad1sdanuu (Modeling)

Tutunouiliideldindoyaiiiunssuiunaniosdeyauieseisemainmaiousves
1309 dmsunisassinuunssuunUsunnlsausednld sewmeianisuszananann (Image
processing) Tumsadsiuvuiesuunyssinneadusiedldlvg) §idulfdenein 4 By
flouuaziimsuszgndlfogaunsarslunuduunnmynanisumme 16un wada SYM mada k-
NN madla NN uaginada DT lngfinrsunanguandivesyadoyadidvuindoudiadnuas
Imm%’w&’fayjaﬁhi%’u%’aumm MADAIUANAINNTOVB LA aTIATAlUAISAAIUNAANS IAR LU
v3unn1eansunng Taeldlusunsy RapidMiner Studio version 10 @%5UNITEI19ALUUNNS
ﬁi’ﬂLLuﬂUssmm%a;ﬁamMuﬂ%ﬁ (Sukprasert, 2023)

SLumu”?ﬁeﬁlﬁﬁaﬂiﬁm%aﬂamﬂﬁiﬂﬁj(ﬁ www.kaggle. com Faduunasteyailldsuni
fouog19uNI na1EdInTUNITTIATIERAIMNNITLINNE wagn1591wunTsa 1l ssandaiy
Mmnwmmaa%’agaLLazmmwﬁ”aﬂ%muﬁL%Lmamﬁwmx (Almukhtar et al., 2024; Vommi &
Battula, 2023; Gnanaselvi & Kalavathy, 2021; Krishnan et al., 2022; Zerouaoui & Idri, 2021)
nsldyadeyanniivled www.kaggle.com Famnzauivinguszasdvesnisadiauaziieuiieu
Twaluedded
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1) malladwnasannmasuuydu (SYM) dneglunguueinisiseuiiuuiliasu (Supervised
learning) wazidudaneifiuiiuszansnmgdumsduunyssinnieya lnslowziuyadoyavun
Wnuaziinududeou el SVM Invsuna1vesngudeyainaluilisesaily (Feature space)
mﬂﬁ?ﬁamLﬁuﬁiﬂuﬂWiLLﬁaﬁﬁagaaammffu Mt aduuls (Hyperplane) Wudunsetuun
LazvduRssTuUseyaaesnguoonaNAuAifign figuil 2

X2 Positive Hyperplane
Maximized Margin
Maximum Margin ) - Ky L 4
Hyperplane ‘\‘\ N, ‘0 *o
\\ g ‘ ‘

Support Vector

Negative y/perplane

3UN 2. walladnmesanninosuusdu (SYM)

X1

v

a

a <) Yo a 1 o v 6
MAUA SVM LUumﬂUﬂVI‘lﬂiUﬂﬁqlluEJllE]EJ'NQQTLN']‘LH]']LLuﬂleaﬂJuaV]Nﬂ’]il,LWVlEJ Tnglanig

a v

Yoyaiifidnuauzidstounasiigndayadiuiutios Almukhtar et al. (2024) uansliifiuin svm
anunsadwunnin MR iteiladeidosonluavesldodrusiugifie 89% anmsldyatoyaves
Aulad www.kaggle.com Tngerdendnnisadradunustoya (Hyperplane) Aunzaufiaeluds
adinmans Tuilimadatunzdmiutoyaiiinanszaesiliuiuey wudiugndeyanm
qamesimeildlunuided

2) wadaiioutlndiign (kNN) UIBnssuunUszndeyaisvilsiléfuamnuden
og19n Gsanansnthluussgndldfuanuldvanvats Tnednwagnisvinusesmada k-NN iz
lLifinmsarslanalunisduundssindeyal i wildisnisindoyalm (Unseen data) 7
Fosnssuuniniisuiudeyaiiuiindrondety wazdiuunussinndeyalmilasendonisnsiaaey
/1 k wuuled (Cross validation) Tasduaailéianaunsd (1)

Dgyclidian (Xi, ¥i) = fZLl(xi-yl')Z )
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1089 Dgyctidian (X5, ¥i) AD S288ANTENINAI0E x; AURIOEN y;
k Ao AMANYAEIIMNATDIRIBEN () NilAszagvinatasiian k /)
WIDEILININTUIIAR DU

wiadla kNN Wumaiiafiirsuaziinnuaiuisalunisdiuundeyaninnian1sunndad
lassaiednaunaydayalidudounn Vommi & Battula (2023) lewmun Fuzzy k-NN tied1uun
Foya COVID-19 anyadayatiulys www.kaggle.com uaznuinfiussansningandn k-NN wuy

o
U a '

winegadted1Aty Anudnsaves kNN dTnfananuausalunmsswundeyaiifawinyn
ayaLdn (Small sample size) uazdoyaiifvouiunsuundniau (Clear decision boundary) lng

Y

laidpeinisasauuigiuaraniiniudeya (Non-parametric assumption) 840U nyEUes

Jayanmyang1dInerlunuidedndvunyateyalilvauin wasddnuaswungusening

Y 9

WwaduziSsiuwasUnfnaAsut e tnLay

9
¥

3) watalasstigUszamiisy (NN) LfJuiE%misuaaIﬂwzhefLaU'ﬁzamﬁiﬁméaﬂlﬁﬁauiﬁ]wﬂ
FOUNAULUY LLaz‘E’Jﬂiﬁiswlé’if{TﬂﬁﬂLLﬁﬂﬁgmﬁﬂ%q%ﬂﬁ TnglulassairwaaasovigloUszam
Usznaume nupdwiudeyaiin-teyasen (Input-Output data) uagnsusealananszatvegly
Tassadadudu 9 é’fﬂgﬂﬁ 3 wagldnsduaninaunisi (2)

Winij = WOjXOj +..+ Winij (2)

lnefl x; Ao Toyawiil i lUgalvuad j

'
o £ Y a v ¥ o

w; fis Uwindrsiduiusiudeyaring i ludsdwued j wasiidoyardrdmau i+ 1 lud

Tnun j
Hidden

Input
Output

3UN 3. wailalasengussamidies
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watlalassigUszamiiealagianiy Convolutional Neural Networks (CNN) la$unis
figavinlvussansnmgslumsduunnmmsnisunndifianududeunasddeyaduauuin
Gnanaselvi & Kalavathy (2021) 518914737 CNN @1un5ad1uunauidaund lunwasdssamle
oghausiuggs Insanusoidoudnndnunndedn (Deep features) Tndeyanmlnednluifi fodu
winuitetasiivuedoyalilngun wimsmaaedld NN dredalentalunsiinsizidnume
Badnveswaalunmla

1) wadieduliiiaduls (OT) Wusanestulunmsduunyssiandeyailiiuteyauuudeiies
warlaisioiiles Tngldvanmsiulilunsdumandnuusifigaainuuasans eaaduluunsn
(Root node) 141 Gain Ratio igefiandulnussinuazlnuadald Tassairamada DT uanafagy
fia @' Entropy Information Gain wa¥ Split Information (Xu et al, 2013) T8 Tun159161
Information Gain (1G) Tngfuaildainasnisi (3)

Decision Node
(Root Node)

\

Leaf Node Leaf Node

Leaf Node

UM 4. Tassahameilesuliidndula

Leaf Node

IG (parent, child) = entropy(parent) — [p(c;1) X entropy(c;)
+p(cy)entropy(cy) + -+ | (3)

Taed entropy(cl) = —p(cy) log2 p(cy) wae p(cy) fie Aanuasiduves ¢
watla DT idumadaifawamnsalunisianuluealdieuasmnsdmivnmsin e
Foyavunan Kishnan et al. (2022) uandliiuinnsld DT uaz Random Forest anunsaduun
Foyanranisunngldog1sdussdnsannluusund desnisarulus slalunisdaaig
(Interpretability) %uﬂuﬂsmﬁuﬁﬁzﬂumﬁmmsﬁ%’auﬂaL%méﬁmﬂiulﬁmﬁu‘Lumuﬁ%’aﬁ
msUssiiudsgdnBnmvosanuy Tunuddedldlinemmnasouanugniediuiuy 10
W1 (10-Fold cross-validation) muq’ﬁ’umsﬂizmama%ﬂ 30 50U Wl oiNANUEToTUATAn
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Svwavesnsdulunisutsteya Insuuimisidenndestudaiauauuzes Goriz et al. (2024)
uag Krstajic et al. (2014) 7158431n15%1 Cross-validation FraneaisanauuUsUTIY
(Variance) wazlinsuszidiunadnsaesfuuuiiundofiod iy uenani fwreanlonmanisia
Overfitting lapgnsditiodnAty (Shi & Adnan, 2014; Wilimitis & Walsh, 2023)

nsidensiuau 30 afa uuumsingauiunmsyssduduuuuugedeyaiifanume
nszgliaunmsuaziinsgulunsuisdeyavansseu ieanmnuidesuuvesanads (Bias) uay
WuAMuLtus1veensUsE LY (Raschka, 2018) wenannd Lﬁaﬂsmﬁuﬁ@m Overfitting wag
Underfitting 39l@vnn153tA518A1AMNLUSUTIUAIUNTNAGOUNISERR LUu Welch's Test uag
Levene's Test HinTI900UMANNLANAIIUDIUSEANB AMNIENI IR IRUULAayfflTad Ay
adfvsely wildleldifie3d9dun91fin Overfitting %3 Underfitting 1nanss (Raschka, 2018;
Markatou et al., 2005)

nanTTATziuandliiiiudnug Welch's Test uaz Levene's Test a¢l¥an p-value #1nin
0.01 (U p = 0.000) MNBAININ ALUARAEE s TEd R sERRsEwindlneae ualdlEue
Frdauuulafuuunieddam Overfitting agnstaiay n1sldinafia Repeated cross-validation
uazmsiSsuifisunadndanadevatsseu Jadutumsiifisamslunisnunuuazanauides
983M154fin Overfitting neluau3sed

lunsuszliulseansnmueuwsiazivata §33eldinsusuamnsiivesvesusiaslieg
Tmneaunesunisnageu Waeldld3s Grid search uazn1smeaesUssuifisuamisinesi
uAne1aif Litemn Configuration AlvUszAvEamATign seaziBeansuivAmninesuandy
A3 2

A15197 2. TvazBean1sUSuAIISI A esveIuRasmalia

wallA wisiinesinagey Aildlunisumaaas Aillfnafiign
SVM kernel, C, gamma kernel: linear, polynomial, RBF kernel = RBF
C:0.1,1,10 C=1
gamma: scale, auto gamma = scale
k-NN Sruuitoutiu (K), sreEn19 k:3,5,7,9, 11,13, 15 k=5
metric: Euclidean, Manhattan metric = Euclidean
NN hidden layers, nodes/\ayer, hidden layers: 1-3 2 layers
activation function nodes/layer: 8, 16, 32 16 nodes/layer
activation: ReLU, Tanh activation = ReLU
oT splitting criterion, max depth criterion: gini, entropy criterion = gini
max depth: 3, 5, 10, None max depth =5
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AmMsined RS wu 1) wada SYM ldnaaeu kernel nanauuy léur linear,
polynomial, k& RBF w§aun15Usua C waz samma 2) wiada k-NN ldnaaauaisiuiuiiou
Srusaus 3-15 3) waila NN ldUsusuutudeusarsaulnualusiasdu saude activation
function ax 4) malla DT lineassnsuusioyalnaldinas gini uag entropy Saufun1sivue
sefuATuEn (Max depth) fiuansnaiiu

2.5 nsUseiliuma (Evaluation)

Fidelsvinnsutsteyasenidu 2 du fie druilidmiunsainsiuuy (Training set) Lite
Fmi i dunisadeianuuTunsdansedlsauzisedld wazdwilddmiunisvmaaeu (Testing
Set) iitovhmsnaaouUszANEAmMuBITLUY ¢85 Cross validation Tnsutsdoyasenifiu 10
a7 9 A (10-Fold cross validation) wagyi1n1sMAaaUUsEaNTN1NYINISTIRUNUTELAN
Foyanw lngasradumindaiuduau (Confusion matrix) litenisifudeyaiiisadunis
wuendeyasssiudeyaiiinannsihunefessuunisuiaen (Classification system) fauand
Tupnsnadl 3 LLameizﬁm%mwmmmﬁi’muﬂﬂizLm%a;gamwﬁl%'muﬁaﬁ Taun ArAuLuen
(Accuracy) Araala (Sensitivity) A13twng (Specificity) tagAUszansninlaesiy (F-measure)
(Sukprasert, 2023)

A15197 3. Wn3ngAINEuaY (Confusion matrix)

Predicted Positive (Yes) Predicted Negative (No)
Actual Positive (Yes) True Positive (TP) False Negative (FN)
Actual Negative (No) False Positive (FP) True Negative (TN)

el True Positive (TP) Lmuﬁwuau%’aaﬂaﬁv‘huwmﬁu Tsn wazdsiiintu fe Wulsa
True Negative (TN) Lmuﬁwuau%’aaﬂaﬁv‘huwdw Lifulsn wavdeiinty fe lddulsa
False Positive (FP) Lmuﬁwuau%’aaﬂaﬁv‘huwdw Fulse uddeiiintu Ao lifulsa
False Negative (FN) Lmuﬁm’gu%’ayjaﬁv‘huwdw Tifulsn usdediindu Ao Wulse
Anuiiud fe ArfidanuuaansanginsaideyaduisiAnlsauaglifalsaldegig
gndesrodayariomn Aunnldnaunisd @)

TP+TN )

A - (
ceurasy = \TP+TN+FP+ FN

Al fie Adidnuvansanensalveyadtieiialsaliegugndesiadtieiiinlsn
334 Auaildnaunisi (5)
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TP

Sensitivity = m

AITIINE Ao AfidaLuUaIIsanensalveya e liiinlsaldegagndessieUleiily
Anlsnase Awinddainaunisi (6)

TN
Specificity = TN—+FP (6)

ANUsEANSAINIAESIN AR AITILARINASUSBULTIBUSEINe AN Precision kay A1 Recall
YasufazAana1vung AuInlaanNaun1sn (7)

(2 * Precision * Recall)

(Precision + Recall)

F-measure =

2.6 m3ilulgau (Deployment)

iovimsiiessideyaii emdnuuiifianumingandmiunissuundssiandoe
Tsauzidsdld duvuildausmhluimunidussuuansaumadmiunsdnnsesfiaelsnusids
aldienmmegane s waradvayunisdnduladmiuwmdlunmsitededansesiUaslsnuziss
114 Vilvinnsitadedauusiuguarsaniibelu uaninidsis unnduasiivan-3vdnlunis
fvmnlouiefumsnanunsing uasdandounssusifiemeroduugiefivnistu

3. HAN13IBUATBAUTINA
HaN1SIATIERdoyansiuSsuisulseniamvesiwuudmiunsdwundseian
Tsenzifadldhomaianisduunussinndeyanin §ideliinsmeasaileUssiiuuszansam
vosiauuy Tnefinnsanad indudssansam ldun Arauusiug Ardszansaimlagsan i
Al uagAd g SesuiunisUssnanadaiuudis i 30 sou Mniuideneimanads
(0 wazduLDaULIASEIY (SD) VaeAUsEAMBAMNsTMUAUSELAM TRy AN MYBILsAYSLUY
dmsumsdnansesgUaslsauzisadild nanisinsgsiuansdannsned 4 soung3deldviins
WisuiisuAiadsvesAimuuiugwewauuy ilenaaouauuAguimadanisuunUssam
FoyanmililunmAteifssaviamlunisiuunyssnndoyaunndisiunioll Inesmunssdy

o o a

WedAgMN9aaa9n 0.01 NaNITNARDUANNRFIULARIAINITIN 5
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A19199 4. AdeuardulsuULInTINeIUTE AT N ST LUNUTEIAVTRYaN YR 4 Inalla

Image Classification Techniques

Classification Support Vector k-Nearest
Performance Machine Neighbors Neural Network Decision Tree

X SD ) X SD X SD
Accuracy 79.63 0.0310 91.86 0.0000 83.99 0.0942 79.72 0.1773
Sensitivity 87.44 0.0132 92.24 0.0000 87.79 0.3103 96.36 0.3147
Specificity 71.83 0.0570 91.48 0.0000 80.02 0.4843 63.07 0.4108
F-measure 81.10 0.0263 91.89 0.0000 84.50 0.0490 82.62 0.1494

91NN 4 WU wamFleTgiAtaAsLardIuTsLuLINAIIILYeUsEANE AW
ai’%mnﬂwmwﬁagamwmmﬂgq 4 wadla wui1 wada k-NN e dsnuusiugigean wiiy
91.86% 5838317 leun wafla Neural Network fienuvindu 83.99% Tuvaefimadia Support
Vector Machine (SVM) Tianiadsanuusiugimiian winiu 79.63% lefinrsanaiaulnui
imaila Decision Tree lifd1aABgsan WAy 96.36% 583a3u1 Ae nadia k-NN daviniy
92.24% uazmadailriadenuilainfian fe SYM Feilrwiniu 87.44% dwiusanudunie
wu31 mada k-NN Tfetedegean witfu 91.48% se3asun Ae madla Neural Network A
Wiy 80.02% vy fiinadia Decision Tree Tiaadsnusinzsiniian iy 63.07% Tudu
yosrUszavEamlnesan wuin wiada k-NN lrirnedegsan Wiy 91.89% seaun fe wiada
Neural Network fiAuiniu 84.50% uazmafiafilidnaderussansnmlagsiusiiian o SVM
Fafiduvindu 81.10% muddy

A15199 5. NAN1SVARDUANNAFIUAIULUTUTIUAY Levene’s test wag Welch’s ANOVA

Levene Statistic

Sig.

Welch test

Sig.

163.741

0.000%

1624329.683

0.000%

CE- Y aa

*{dudrAgnsedafiszau 0.01

M19299 6. HAN1SUIBUMBUYEAVEAMNTTIUNU TN TRYaN MIUUTI8AMETT Dunnett T3

95% Confidence
Mean
(1) Classification (J) Classification Std. Interval
Differenc Sig.
Techniques Techniques () Error Lower Upper
e =
Bound Bound
k-Nearest Neighbors -12.22533 | 0.02623 0.000* -12.3098 | -12.1409
Support Vector
Neural Network -4.27067 | 0.02623 0.000% -4.3551 -4.1862
Machine
Decision Tree -0.08067 | 0.02623 0.016 7.8702 0.0038
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M13199 6. (s10) NansiUTeULgUUsEAVEN NI MUNUSEINTRYANNWUUTI8ERIETS Dunnett T3

95% Confidence

Mean

(1) Classification (J) Classification Std. Interval
. . Differenc Sig.
Techniques Techniques ) Error Lower Upper
e -

Bound Bound
k-Nearest Neural Network 7.95467 | 0.02623 | 0.000* | 120602 | 8.0391
Neighbors Decision Tree 12.14467 | 002623 | 0.000* | -8.8245 | 122291
Neural Network Decision Tree 4.19000 | 0.02623 | 0.000% 4.1056 4.2744

*fifuddynsadiafisediu 0.01

MNAITNA 5 LANINANIATIRdBUALNAFIUAMULUTUTINYBIA LA BRI A LI UE1 U84
Lﬂ/]ﬂﬁﬂmiﬁﬁLLuﬂﬂi%Lﬂ%%m‘J‘aﬂ’IWﬁ% 4 wmada fa8adi Levene’s test WUI1 AN Levene statistic
fieiniu 163.741 waziien Sig. Wiy 0.000 Fatesninseauileddyniadaiifvunlifi 0.01
WaneI1 AULUsUTINTRIRRAEAIALLuE ety waTadAuwanastuega it dy
ynaadn fadu H3seTadenldafin Welch’s ANOVA aumnzaufunsdifiauuigiunnuulsusiy
wiriuliluase denpaeuanuuandvasiiedssaruusiugiserianaianissuunussunm
Gﬁa;damwﬁga 4 WAl NaNIINAFDUNUIN A1 Welch test SIAYINAU 1,624,329.683 Wazile Sig.
Wi 0.000 Fafesninszdutddyn1eadad 0.01 uwandlidiuin dadeaiauwiugives
watlan1suwunUszinndeyaninidazimaiininnuunndsiusgaiiiudrdgmnieaia

MnwansadeUfana 1 FideTsiuiunsmaaoumnuianisesRadsLuUTIog (Post
hoc test) #2835 Dunnett T3 il aLUS s UL BUANLANA ST EVI 1 amATANISTIUUNYSELAY
Foyanmidusierg Fsuanmadnsfamsei 6

NI 6 wansanIIAge IS BUBUARAEveIR A ILILE R UnATiANI ST LuN
Uszinndayanmuuusneg §e38 Dunnett T3 wud1 wadadrulvgdiaedevesianuusiug
waneafueeefitedfynieadffisedu 0.01 agrslsiny Lﬁaﬁﬁﬂim’lLU%EJULﬁEJUiZWj’NWlﬂﬁﬂ
Support Vector Machine (SVM) taginaila Decision Tree W11 A1 Sig. :umwnﬂ‘u 0.016 &1
annnirsesutdeyiidmunlsa 0.01 uaedlidiui Anadevesrauusiuivesiidewnaia
Liunnsnsfuegnaiideddyneadiisysu 0.01

9t fAdulsheadsvesrauuiudivessazmaianssuunussiandeyaninn
aaduuugiiunis WewFeuifeudssavsamussinuunmssunussiandeyanmianandly
3UN 5
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Performance Comparison of Image Classification Models

94.00%
92.00%
90.00%
88.00%
86.00% ' 83.99%

84.00%

82.00% 79.66% | | 79.60%
80.00% | |

78.00% | | | |
76.00% | | ‘ |
74.00% | | ‘ |

72.00%

91.86%

Mean of accuracy

Support Vector  k-Nearest Neighbors ~ Neural network Decision Tree

Machines
Image Classification Technique

JUT 5. malSguiiisuAatsvesdinnuiiugvesiiuunsikunUssinndeyann

91N3UT 5 wanansidSeuiiisuaadsvesAiauuiug v s uUUNITIUNUTELAY
Foyanm wuin nada k-NN Iiaedsanuusiuggaiian vindu 91.86% sesasn Ao wade
Neural Network & afiAtad snuusiugivindy 83.99% vauzdinaia Decision Tree lrid1iade
iy whiian winfu 79.66%

nHanIsiUIBUWuAInad awnsaasuladn welle kNN fuszangainlunisdiuun
Usziandegyanmgsiigaiiefinisanaindanuuiug wazdanumnzaudigadmiuiiluiamn
Huiuuudmiunsanseainelsausiedldlunided

4. #5UNaN1538
msaseiuuukarnsUisuisulsgdnsnmeesdinuudmiunsAnnsesiiielsauzise
§ld shomedamslinszidoyanm Inglinmaremsgane Bineiitinsesinunszuaunis
wwsgrumahiviiosdeya Inglfinalianissuuntssandeyaninis 4 wada 1dun eda k-
NN wiafia DT adla NN uaginaiia SYM antfuriinisiieufieudssansnmeeanisdiuun
Ussiandeyanmsngannausiugl aszavsamlnesin Anuils wagArdunng ilednwina
niegivesUseansnmussiuuusasimaliadtdmuuulavangdmsunsihllddmsunns
Fuunuszanlsaugidednlduniian 1ngldlusunsu RapidMiner Studio Version 10 dw§uns
witudeya n1sadesiLULazmIVaaeUUsEAVSAasTILUY FaanisAnwnudl mada k-
NN TAreawiugigeiigaiiAnvindy 91.86% deasnadosiuanuideuss Xu et al. (2013) il
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AnwiRgiumsduunuszsiamdmivazifedldlagldnmmeganensine Tngltineda Svm 7
ANAINLLE WYY 70.8% uaze3Tores Verma et al. (2017) fild@nwvnAsafunisiasie
wazmsszyialulalagldinada k-NN uazinada SYM Fananisidowuin inada kNN Tia
wiuggaiign Ineawiniu 89% uazauideves Lungu et al (2016) fildAnwinsidadoniy
fulafingdluUona1nn1snTI9RIeAd UAUILLAIVAN FILUUNMSALIMAILAT LA NTIATIZ
wnufsnnssnavla Savadia DT memmumﬁamﬁﬁ%ﬁwﬁu 92% Wa41UIBYe9 Chinpanthana
(2022) lﬂﬂﬂmmmﬂ‘umufuumsLsausmmwaﬂuuwamﬂmimaaulm Tngldimatin NN wuuds
SrunmsuarkUUImgANLSSEEYaILUUEN Faanisise wudn wedla NN TAnuusiugeiians
ANV 81%

v
v AaY o W

aglsfinnn uAdeliideddnuiusznisiiaasfiansan laun gadeyaiilduiainunas

Weoruaziiuyadeyaiitunisdamiouliuds deealiiazsiounnunainvaisvestoyaly
anmuaIndeuimeaain uenani fuvudildldsumemeaeutudeyasieninaniuneua g
Tupuiduads enafimnuuususiuvesqannueinmuazusunnsidedsfunndeiusenly
Fatu nsfnviseseslusunermsfintsanldgadeyasnuaiounasiiinruvainvaisnntu
wazvimsUszdiuiuvuneldaninuindounisnddneis ieiunnuusiudiuazanutindede
lumsuszenaldanuasa

MMTAINRENNANTUNNITAMUEIAY 0E1IUNEMTUNITIMUNUTZLANUDILIARY 9 LazHa
mdinseivesnuidelannsailuinuresondumsaumanamsungld esandesding
Suundeyauariinnesinoufiesihdeyaddiiuwmg Woluvmaitadedely Snimniidaula
Tumsfnwiesennisfnnsesiiielsauifedld Tnsldyndeyaviomuusiuiunnsisiusenty
yiewadansiimilesteyaiiuonuionnawided nudamamnyatoyanmilmnzanlunig
Apszinadgm ‘Ludauﬁﬁﬂé’ﬁﬁ’]mnﬂ%‘wuﬂau%’agaﬁmﬁu q g1vzvhlviavAIuAAAGe

dinuvseanawmnuviinvestayala
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