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Abstract

This article presents the classification of transfer slip images and Optical Character
Recognition (OCR) use of automatic learning techniques that mimic the human neural
network. The approach utilizes a Convolutional Neural Network (CNN) algorithm specifically
designed for classifying transfer slip images, comprising three 2D convolutional layers
combined with Max Pooling to prevent overfitting during the classification process.
Subsequently, image segmentation is performed using YOLOV5 to identify the bank names,
followed by OCR using Tesseract OCR technology to read the information on the transfer
slips. The dataset was randomly split into a training set (80%) and test set (20%). Within
the training set, 20% of the data was used as a validation set. The model was trained using
a batch size of 32 and 50 epochs, achieving a classification accuracy of 99%. After
classification, the seemented images were used to identify the bank names, and once
identified, the images were subjected to OCR to extract the text. The results were

displayed in a human-readable format and exported in JSON format.

Keywords: Convolutional Neural Network (CNN), Optical Character Recognition (OCR), Image Processing,

Image Segmentation
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vanuanen ey sauiuldannuideiiiedestuniserusnuseiiewaamdontunane ¢
A% (Park et al,, 2020) wazAIuaINIsAlUNITBIUBNVTE A RAlUA W INBLaz WD INg Y
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Guldud §Adedadinnudenisiazseyiinvessunmsgloudeld@nuiiudnluEosnisuls
dnd1ureanIn (Image segmentation) (Rezkiani et al., 2022) GZJW”ILL‘Lm‘Ui”LﬂWUBQLﬂi’eNWLI’]EJUU
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UA 1 wananmsImnsiauesszuy dausuduainnsiunwangld udld CNN e
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nsvaaesilfiuteyanuuniogd Tnsldsudeyaninainuisy Brother and Brother
Company Limited eﬁqﬂszﬂauﬁaaﬁaga 2 dyufie a it ldldaduTewdu (Not transfer slip)
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Precision Recall F1-score wag Support N133uUnUseLny Fawandlun1sei 1 wagm1snad 2
@AM Precision Recall F1 Score Wag Support Uszansnmassluna

719197 1. A1 Precision, Recall, F1-score, Support NMS3LUNUIELAN

Class Precision Recall F1-score Support
0 (Notslip) 0.9803 1.000 0.9900 199
1 (Slip) 1.0000 0.9801 0.9899 201

719197 2. A1 Precision, Recall, F1-score, Support Uszansninluna

Precision Recall F1-score Support
Accuracy - - 0.9900 400
Macro avg 0.9901 0.9900 0.9900 400
Weighted avg 0.9902 0.9900 0.9900 400

3.3 uadnsn1masauUsEansnmuainsnantanueananaw
Tunisnaaesll I mikunssuunsUssIanauds dwitegeluguil 16 9ntutan
NAABUN1TADATBAN KAFNSTLATINN1TREATEANILANTLY 2 JUKUY Ao 1) JULUUTNYYE
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P

anusasuasianudilald AsgUN 17 uag 2) JUkuU JSON ausinegndluguil 18 dadesanis

U
v

iteyaluldnude wu msdaivdeys vien1studuseniuleu

U

@ louiiudse

(0N

dauouiiu 0.45

@SuRuasnainuAcSIARTIWe

nsovdouamu:=n1slouriu

JUN 16. freganmwaduleuiumhumageunisly OCR

SCB

fuil 20 n.p. 2565
a1 17:38
IUULU 9.45

Hlau
H3u

JUN 17. wadnsvesnsld OCR aendeyaluguivuiinyudaninsosuudidnlald

U 18. naadwsTuguuuy JSON
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4. a3Unan1innaes
Adeilunsvaunsyuusuaauloudumeamaluladnseudnusemsuas (OCR) lae
finguszasAnaniiednunnnaduloutueonainamuseandu o ludunaunsn szuvayld

q
1Y =

Fane37iu CNN $auifu Regularization faewaila Dropout Hias1wunamn ?jﬂﬁmmmgﬂﬁaﬂ
gagaviniy 99% ndsandu amadvazgmirluldlunisduunmdevessunisdaslueg
YOLOVS riouithgnszuiunmsuszananasenin SsUsznause msmaadaaasumu msudas
amlidunmsgdudinm wagnmsulasnmszdudimamdulun anduhamildludng
nszUILMIeuSNvIEMBLAY uazdseuteyaiiadalilrungliuazszuundatiudely
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