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Abstract

The objective of this research is to compare three bandwidth selection methods,
the least square cross-validation, maximum likelihood cross-validation and plug-in
methods, for kernel density estimation of weighted mean estimator and the sample mean
in case of data with outliers. The proportion of outliers in the study equal to 0.05, 0.10,
0.20, 0.30 and 0.40 and the mean square error is used on the basis of the performance
comparison. It is found from the research that plug-in method has the best performance
when proportion of outliers equal to 0.05 and 0.10 and least square cross-validation has

the best performance when proportion of outliers equal to 0.20, 0.30 and 0.40.
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1. Ui

Aade (Mean) fanuddglumsaidosnidudnaisosdoyaiifonld wazdudy
U5z S ELARTUUUYATDINITHINKIINATBTTEA LTU N15waNkasuudIne  (Poisson
distribution) A13WINUISUUUUNR (Normal  distribution) \usiu Aedeidusunuvesdoya
desnfinuaudAliiowdes  fmuasdunmiuszaruulsUsiiian widedsddediialu
nslévndoyaiidifiaund  (Outlien) denaliimriiduanldfianunainindouindu Tunis
UjtRnsiiuteyasinnuaiinund e1aneliAneundsmemmiaedsvesiedns (X) 1
Uszanammnsiwes feminduszinaiiildasfirnunindedoanas Sedinsudlamilnedae
AnuninieanimtnArfnunildiosniimdanadidu winisuidaymlnesaainunfieentd
suiduondlingan wnelunseddeyaiifiifiaunforssenlivsuasaumauissznis
Aeafutoys Fafufmamseaeunazdumannanisiidfndnivesdeyatunou mnnsiudy
mm@ﬁ'lﬁm?jyul,ﬁmmﬂmmﬁm‘wm@ﬂ,umﬁm‘vﬁamiﬂ’uﬁﬂmmmﬁmi@yjaﬁﬁjumﬁmﬂﬂaaaﬂiﬂ
winldannsamannauazeduneisuiiaUnivesteyaldasmisiunzaulunisussaae
dledeyairnfinund [1] ﬁQ’Lauaﬁaﬂizmmmﬁa%ﬁqmﬂLLmﬁﬂmiamfmﬁfﬂﬁhﬁ’qmmﬁﬁum
AnunfitiioandvinavesAmAnUnAliiiannumungay wu Huber [2] waz Hampel [3] léiauesy
UszaaiA Huber estimator Huber-type sk|pped mean Three-part redescending estimator
Dudu Seussnamaituunnnisandmindrdaunilidesniiddunadisy Taefvun
Herduilidumainiminadunalunisuszanaue down nunngy (4] Iauesuszan
Fndpahmind s UssaaIMLiLLUUADSuA (X)) Aaunis (1)

1o f(x) Al ANUTEUIUANUAUILUUBUUABS LA

nsUsEIaANULILLLLUULABSIUA  (Kemel density estimation) 1un1sussanm
Hardumnunuwiuiazdy f(X) meduweumsuein Tnemilvidulassadisdoyanis
adlnmansfiannsauiuasugunuulimnzaniudoya (5] aunsammussanannamuILl
wuuLAeTlualaRaUNg (2)

1< -X
—hZK % 2)
i=1

Toefi h e Awuidag (Bandwidth)
n fo Srurudeyariomun
X o shuusiildnsuen
X, fo fuUsdgul i;i=12,....n
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K(X) Ao Hendumasiua (Kernel function)

flerduaefiuaiivatszuuuuds Wolfgang [6] ”Lﬁagﬂﬁnﬁ%’uma%maﬁnﬁ Hsrdunosiua
wuudwidelinen  (Epanechnikov) flfdutpasiuauuumed  (Quartic) #Wsidumesiualasim
(Triweight) ladduipadiuanuunmddou (Gaussian) feituinesiuauuvamwdey (Triangular)
Handunesiuauuugiivlosu (Uniform) flaidupesiuawuunegneda (Cosinus) WAINNNSANE
493 Ahmad and Mugdadi [7] wuilunsaifshudsquifusuusduindudassuasiinisuanuas

[ o

e dandueasiuaniunnanaiulaledsidrdglunsussanamnuvuiniy f (x) LeEINd ARy

fio nsidenuunindfivaneay
MmiAeizalafnuiBnmsdenuuiiaddmiunsustinamuuusuunesiuares
Anadueanivnde 8nsdenuuuinduuy least square crossvalidation 33 maximum
likelihood cross- validation 433 plugin ilsidupediuanuunddeuiesnnilaidunesd
waituansraiulaledsiidflunsussanannuuiuiu f(x) (71

2. 3nsaiiueuivy
ASAMEUNITIFBTTUA UL
2.1 ﬁ’maﬂ‘*ﬁayjaﬁﬁmim}ﬂLLRN“Uﬂa N (p, 02)

2.1.1 Teyaund mvuamnsdiwes u=0, o=1

2.1.2 Teyarnund Mvupmsdiwesu=4,0=1

2.1.3 Mvuadndiutoyaiiauni (P) winfu 0, 0.05, 0.10, 0.20, 0.30 Uag 0.40
2.2 fvuavaiegiaaa (N) Wiy 25, 40 wag 100

2.3 YURBUNITINATUTEUIUANRALNIUINLN
2.3.1 MuuaNaNTUABSALUULNAWEY (Gaussian Kemel)  ¢9aunns (3)

1 1
K(u):Eexp —Euz (3)
e U =T

2.3.2 BNsEeNLULINY
1) 38 Least Square Cross-Validation (LSCV)
Rudemo [8] lsauensidonwuindeeds Lscv duduisdidenld sdewn
Bowman [9] lauUsusunuuds Lscv Tiegluglegnsdradisaunis (4)

LSCV(h):zfz(x)dx—ﬁznlzn:K(xi—Xj) @

i=1 =i
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Wadlentueesiuailuluunmdweuanuisadisuaunis (@) Tudasaunis ()

LSCV (h)= anhf ZZexp——(uJ

i=1l j=i

n(n- 1h@§§ep [X hx] (5)

ansadenuuwing g hlscv = argmin LS9—‘VL(h dle argmin LSCV (h)#e Araes
h i LSCV (h)# fipntiasiign

2) 35 Maximum likelihood Cross- Validation (MLCV)
Duin [10] lAt@uen1stdanuuidnameds MLCV Asauns (6)

MLCV (h Zlog{z K( D—Iog(( 1)h) (6)

J#1

miev = rgMaxMLCV (h) e argmax MLCV (h) e #in
999 h vl MLCV(h)ﬁmmwﬁlqm

@135 RNk UWINg tae  h

3) 75 Plug-in
Woodroofe [11] lalausnisidenuuuingnaeis plugin Wuasausn lneiaue
aun1sdvsuUsEIAL UL T nza (Optimal Bandwidth; hopt

) R(K) ;n-l
P (K)R()

do R(K)= [ K(x) dxus , (K)= | 2K (x)dx

—00

h

Toeft K(x) Ae fleidiunesiua
N As Auaniiayaiaun
" he eyiuisuiuseses f(X)

detanduaesivadusuuinmdweuaiunsadouaunis (7) Tud [12] saaunas (8)

4 \s
hOpt = G[gj (8)
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2.3.3 Ananisvinuateisadminmeeesiua (X, )

2.4 [W3guiflguitmsidenuuing

mMaSeufisuiinisdeniuidaddmunsussinaemuiiRLuLUUAe AT R LadY
shamin Tnefisnsananunainnaeurdenads (Mean Square Error : MSE ) AU28430
aun1s (9)

1,000 2
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MSE=-*=L )
1,000

Togdl 0 Aa ANUszaneInITRmes

0 Aa ANN1HIAES

o

Tuaudsedmumualy vgn 1,000 seuluwdazaniunisal owuuInsnauialananisied

HaviinsUsERNaARas LT mvndewAasiug 3§ MSE fan siiusednsamaige

3. NAaN1INNAY

nsiteedsiliingurasdileAnuiUisufeuiinsideniuninddmiunsussanae iy

LuuAeiuavesAaasdasn Tiun 35 LSOV MLCV waz Plug-in taglUTsuiiisusiauszuna

Aadsuuudsimiinfudiadesog Wedeyafidfiaund Tnefiansandn MSE dsnedl 1

wargUil 1 aansoagUldwsd

3.1 dadudeyafinunfiutuiinalviin MSE fuwltfintu dofinsaniBnisussuudiais
wui e p iy 0 d1 MSE wes X favdiifian nnuundaeene e pwinfu 0.05 uag
0.01 F1 MSE wosrnadsuuushaimingaeds Plugin fiAnendian nnvunafiedis sniu p
Wiy 0.05 Alvnadaegnawiidu 25 wazidle p A 0.20, 0.30, 0.40 A1 MSE wedr1Lade
wuughsimingaes Lscv fiAnendign ynvundiegns sniiu pwinfu 0.40 flvunadegne
wirfiu 25

32 BrsUssnamedsuuuishmingeiinsdenuuuiaddmiunisUssanua
wuuiApsiuate 338 e MSE IndiAesfu uasdidndindt X ynadl andiu p wiriu 0

33 waseshaiiutuiinalsien MSE funliuanas lunnisnisUszanaenads sniu X @ p

WinAu 0.05
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a ' Y ' a o Y ' PYN)
A19199 1. A1 MSE Ya9iuszanuaade lagdnnunaiuuuindiegiswas dndiu

YK

n p X LSCV Plug-in MLCV
25 0.00 0.0383* 0.0584 0.0523 0.0532
0.05 0.0639 0.0632 0.0544 0.0513*

0.10 0.2650 0.0717 0.0618* 0.0669

0.20 0.6877 0.1363* 0.1367 0.1411

0.30 1.6850 0.6440* 0.6853 0.6534

0.40 5.8313* 7.4611 7.7074 7.6317

a0 0.00 0.0236* | 0.0345 0.0324 0.0324
0.05 0.0689 0.0394 0.0351* 0.0355

0.10 0.1823 0.0448 0.0385* 0.0408

0.20 0.6607 0.1075* 0.1097 0.1090

0.30 1.4777 0.4683* 0.5044 0.4796

0.40 2.5940 1.6307* 1.6751 1.6349

100 0.00 0.0100* 0.0147 0.0138 0.0137
0.05 0.0484 0.0151 0.0137* 0.0139

0.10 0.1715 0.0188 0.0175* 0.0180

0.20 0.6526 0.0793* 0.0867 0.0819

030 1.4508 0.4182* 0.4567 0.4284

0.40 25703 1.5689* 1.6256 1.5828

* yaefia A1 MSE #inan
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U 1. amwiduiusserinsuundiognauas MSE ile P wiriu 0, 0.05, 010, 0.20, 0.30, 0.40

4. a3UNaNTIINARRILATTaLEUBLUY
NNnsAnIBNsEnuULAnddmuNsUsTINAIANITULLLU LIRS lUAYR ALY
dsdwiinuasAnadeiegns Tngldan MSE iWunaslunsiwieudiouussansam 387 MSE
fan aziissdvBnmidan wansidvagUldsed iedeyadidiiaund tne pwiriu 0 wiedoya
Lifidnfinund X fanaduisaiiuseansamifan doyasiafinuniludadiuiitesdie pviiiu
0.05, 0.10 AaABLUUT NG 35 plug-in LTWIBATUsEAVEAWATIn uardoyafidfinund

v
a

ludadrunuin@s p windu 0.20, 0.30, 0.40 ANLRABLUUENUIATNATS LSCV JUszaNSAINA

g feuiszinaawiowvuninhmindalumafenviidunmsuszanariaderesusesns
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wndeyanidiundnsieniafliaund wenandarunsaldinamiduqlunisiiansauSeuiieu
Usganmussanaaaasuuutiaimin wu MISE Arpanuwdsusiu (Wudu
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