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บทคดัยอ 
งานวิจัยนี้มีวัตถุประสงคเพือ่ศึกษาเปรียบเทียบประสิทธิภาพวิธีการเลือกแบนวิดจ 3 วิธี ไดแก วิธี 

least square cross-validation วิธี maximum likelihood cross-validation และวิธี plug-in     
สําหรับการประมาณความหนาแนนแบบเคอรเนลของคาเฉลี่ยถวงนํ้าหนักและคาเฉลี่ยของตัวอยาง  ในกรณี
ขอมูลมีคาผิดปกติ กําหนดสัดสวนขอมูลผิดปกติเทากับ 0.05, 0.10, 0.20, 0.30 และ 0.40 โดยใชคาความ
คลาดเคลื่อนกําลังสองเฉลี่ย (Mean Square Error) เปนเกณฑในการเปรยีบเทียบประสิทธิภาพ ผลการวิจัย
สรุปไดดังนี้ วิธี plug-in มีประสิทธิภาพดีทีสุ่ด เมื่อสัดสวนขอมูลผิดปกติเทากับ 0.05 และ 0.10 และวิธี 
least square cross-validation มีประสิทธิภาพดีทีสุ่ด เมือ่สัดสวนขอมูลผิดปกติเทากับ 0.20, 0.30 และ 
0.40        

 

คําสาํคัญ : การเลือกแบนวิดจ การประมาณความหนาแนนแบบเคอรเนล คาผิดปกติ  

 

Abstract 
The objective of this research is to compare three bandwidth selection methods, 

the least square cross-validation, maximum likelihood cross-validation and plug-in 
methods, for kernel density estimation of weighted mean estimator and the sample mean 
in case of data with outliers. The proportion of outliers in the study equal to 0.05, 0.10, 
0.20, 0.30 and 0.40 and the mean square error is used on the basis of the performance 
comparison. It is found from the research that plug-in method has the best performance 
when proportion of outliers equal to 0.05 and 0.10 and least square cross-validation has 
the best performance when proportion of outliers equal to 0.20, 0.30 and 0.40. 
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1. บทนาํ 
คาเฉลีย่ (Mean) มีความสําคัญในทางสถิติเนื่องจากเปนคากลางของขอมูลทีนิ่ยมใช  และเปนตัว

ประมาณคาพารามิเตอรแบบจุดของการแจกแจงหลายชนิด เชน การแจกแจงแบบปวซง (Poisson 
distribution) การแจกแจงแบบปกติ (Normal distribution) เปนตน คาเฉลี่ยเปนตัวแทนของขอมูล
เน่ืองจากมีคุณสมบัติไมเอนเอียง    มีความคงเสนคงวาและความแปรปรวนต่ําท่ีสุด  แตคาเฉลี่ยมีขอจํากัดใน
การใชหากขอมูลมีคาผิดปกติ (Outlier) สงผลใหคาที่คํานวณไดมีความคลาดเคลื ่อนเกิดขึ้น ในทาง
ปฏิบัติการเก็บขอมูลมักพบคาผิดปกติ อาจกอใหเกิดความเสียหายหากนําคาเฉลีย่ของตัวอยาง (x) ไป

ประมาณคาพารามิเตอร  เน่ืองจากคาประมาณท่ีไดจะมีความนาเช่ือถือลดลง  จึงมีการแกปญหาโดยตัดคา
ผิดปกติหรือลดน้ําหนักคาผิดปกติใหนอยกวาคาสังเกตตัวอื่น  แตการแกปญหาโดยตัดคาผิดปกติออกไป
ทันทีน้ันอาจไมเหมาะสม  เพราะในบางครั้งขอมูลท่ีมีคาผิดปกติอาจบงบอกใหทราบสารสนเทศบางประการ
เกีย่วกับขอมูล  ดังนั้นจึงควรตรวจสอบและคนหาสาเหตุการมีคาผิดปกติของขอมูลนั้นกอน หากทราบวา
สาเหตุทีเ่กิดขึน้เนือ่งจากความผิดพลาดในการวัดหรือการบันทึกสามารถตัดขอมูลทีเ่ปนคาผิดปกติออกไป  
หากไมสามารถหาสาเหตุและอธิบายถึงความผิดปกติของขอมูลไดควรหาวิธีที่เหมาะสมในการประมาณคา
เมื่อขอมูลมีคาผิดปกติ [1]  มีผูเสนอตัวประมาณคาที่สรางจากแนวคิดการลดน้ําหนักคาสังเกตที่เปนคา
ผิดปกติเพื่อลดอิทธิพลของคาผิดปกติใหมีความเหมาะสม เชน Huber [2] และ Hampel [3] ไดเสนอตัว
ประมาณคา  Huber estimator  Huber-type skipped mean Three-part redescending estimator 
เปนตน ซึ่งตัวประมาณเหลานีม้ีแนวคิดการลดน้ําหนักคาผิดปกติใหนอยกวาคาสังเกตตัวอื่น  โดยกําหนด
ฟงกชันที่ใชเปนตัวถวงน้าํหนักคาสังเกตในการประมาณคา ตอมา กนกกาญ [4] ไดเสนอตัวประมาณ
คาเฉลี่ยถวงนํ้าหนักดวยคาประมาณความหนาแนนแบบเคอรเนล K(x )  ดังสมการ (1) 
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เมื่อ ( )f̂ x  คือ คาประมาณความหนาแนนแบบเคอรเนล    

การประมาณความหนาแนนแบบเคอรเนล (Kernel density estimation) เปนการประมาณ
ฟงกชันความหนาแนนนาจะเปน ( )f x  ทางดานนอนพาราเมตริก โดยหาฟงกชันโครงสรางขอมูลทาง

คณิตศาสตรท่ีสามารถปรับเปลี่ยนรูปแบบใหเหมาะสมกับขอมูล [5]  สามารถหาตัวประมาณความหนาแนน
แบบเคอรเนลไดดังสมการ (2) 
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              โดยท่ี  h  คือ คาแบนวิดจ (Bandwidth) 
                             n  คือ จํานวนขอมูลท้ังหมด 
                        x  คอื ตัวแปรท่ีไมทราบคา 
                      iX  คือ ตัวแปรสุมท่ี i; i 1, 2, , n= 
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                 ( )K x  คือ ฟงกชันเคอรเนล (Kernel function) 

ฟงกชันเคอรเนลมีหลายรูปแบบซึง่ Wolfgang [6] ไดสรุปฟงกชันเคอรเนลดังน้ี ฟงกชันเคอรเนล 
แบบอีพานีชนิคอฟ (Epanechnikov) ฟงกชันเคอรเนลแบบควอติ (Quartic) ฟงกชันเคอรเนลไตรเวท 
(Triweight) ฟงกชันเคอรเนลแบบเกาสเซียน (Gaussian) ฟงกชันเคอรเนลแบบสามเหลี่ยม (Triangular) 
ฟงกชันเคอรเนลแบบยนูฟิอรม (Uniform) ฟงกชันเคอรเนลแบบคอซายอัส (Cosinus) แตจากการศกึษา
ของ Ahmad and Mugdadi [7]  พบวาในกรณท่ีีตวัแปรสุมเปนตวัแปรสุมท่ีเปนอิสระและมกีารแจกแจง
เดียวกัน ฟงกชันเคอรเนลท่ีแตกตางกันไมใชสิ่งท่ีสําคัญในการประมาณความหนาแนน ( )f̂ x แตสิ่งท่ีสําคญั 

คือ การเลือกแบนวิดจท่ีเหมาะสม  
งานวิจัยน้ีจึงสนใจศึกษาวิธีการเลอืกแบนวิดจสําหรับการประมาณความหนาแนนแบบเคอรเนลของ

คาเฉลี่ยถวงนํ้าหนักคือ วิธีการเลอืกแบนวิดจแบบ least square cross-validation วิธี maximum 
likelihood cross- validation และวิธ ี plug-in ใชฟงกชันเคอรเนลแบบเกาสเซยีนเน่ืองจากฟงกชันเคอร
เนลท่ีแตกตางกันไมใชสิ่งท่ีสําคญัในการประมาณความหนาแนน ( )f̂ x [7] 

 

2. วิธีการดําเนินงานวิจัย  
การดําเนินการวิจัยมีข้ันตอนดังน้ี 

2.1 จําลองขอมูลท่ีมีการแจกแจงปกติ ( )2N ,µ σ  

       2.1.1 ขอมูลปกติ กําหนดพารามิเตอร 0,µ = 1σ =   

       2.1.2 ขอมลูผิดปกติ กําหนดพารามเิตอร 4µ = , 1σ =   

       2.1.3 กําหนดสัดสวนขอมลูผดิปกติ (p) เทากับ 0, 0.05, 0.10, 0.20, 0.30 และ 0.40  

2.2 กําหนดขนาดตัวอยางท้ังหมด (n) เทากับ 25, 40 และ 100  

2.3 ข้ันตอนการหาคาประมาณคาเฉลี่ยถวงนํ้าหนัก 
 2.3.1 กําหนดฟงกชันเคอรเนลแบบเกาสเซียน (Gaussian Kernel)   ดังสมการ (3)        

                              ( ) 21 1K u exp u
22

 = − π  
                             (3) 

    

                                    เมื่อ ix Xu
h
−

=  

 2.3.2 วิธีการเลอืกแบนวิดจ     
  1) วิธ ีLeast Square Cross-Validation (LSCV) 
 Rudemo [8] ไดเสนอการเลือกแบนวิดจดวยวิธี LSCV  ซึ่งเปนวิธีท่ีนิยมใช  ตอมา 
Bowman [9] ไดปรบัรปูแบบวิธี LSCV ใหอยูในรูปอยางงายดังสมการ (4) 

         ( )LSCV h = ( ) ( ) ( )
n n

2
i j

i 1 j i

2f̂ x dx K X X
n n 1 h

∞

= ≠−∞

− −
− ∑∑∫           (4) 



วารสารวิทยาศาสตรลาดกระบัง  ปที ่ 24  ฉบับที ่ 1  เดือนมกราคม-มิถุนายน 2558 

 

65 
 

เมื่อฟงกชันเคอรเนลเปนแบบเกาสเซียนสามารถเขียนสมการ (4) ใหมดังสมการ (5) 

                  ( )LSCV h =
2n n

i j
2

i 1 j i

X X1 1exp
2 h2n h = =

− 
−  

π  
∑∑   

                                       
( )

2n n
i j

i 1 j i

X X1 1exp
2 hn n 1 h 2 = ≠

− 
− −  

− π  
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สามารถเลอืกแบนวิดจ โดย   ( )lscvh arg min LSCV h=  เมื่อ ( )arg min LSCV h คอื คา่ของ 

h ท่ีทําให้ ( )LSCV h มีคา่น้อยท่ีสดุ   
   

 2) วิธี Maximum likelihood Cross- Validation (MLCV) 
 Duin [10] ไดเสนอการเลอืกแบนวิดจดวยวิธ ีMLCV ดังสมการ (6) 

             ( )MLCV h = ( )( )
n n

i j

i 1 j i

X X1 log K log n 1 h
n h= ≠

 − 
− −     

∑ ∑             (6) 

 

สามารถเลอืกแบนวิดจ โดย   ( )mlcvh arg max MLCV h=  เมื่อ ( )arg max MLCV h คอื คา่

ของ h ท่ีทําให้ ( )MLCV h มีคา่มากท่ีสดุ    
 

 3)  วิธี Plug-in 
 Woodroofe [11] ไดเสนอการเลอืกแบนวิดจดวยวิธ ีplug-in  เปนครัง้แรก โดยเสนอ
สมการสําหรับประมาณคาแบนวิดจท่ีเหมาะสม (Optimal Bandwidth; opth )  

   opth =
( )

( ) ( )

1
15
5

2
2

R K
n

K R f
− 

  ′′µ 
          (7)   

เมือ่  ( ) ( )2R K K x dx
∞

−∞

= ∫ และ ( ) ( )2
2 K x K x dx

∞

−∞

µ = ∫  

                      โดยท่ี  ( )K x  คอื ฟงกชันเคอรเนล 

                                     n   คอื จํานวนข้อมลูทัง้หมด 

                                            f ′′  คอื อนพุนัธ์อนัดบัสองของ ( )f x  

เมื่อฟงกชันเคอรเนลเปนแบบเกาสเซียนสามารถเขียนสมการ (7) ใหม [12] ดังสมการ (8) 

opth =

1
54

3n
 σ 
 

     (8) 

                                     โดยท่ี σ คือ คาเบ่ียงเบนมาตรฐาน 
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2.3.3 คํานวณหาตัวประมาณคาเฉลี่ยถวงนํ้าหนักดวยเคอรเนล K(x )  

 
2.4 เปรียบเทียบวิธีการเลือกแบนวิดจ 

การเปรยีบเทียบวิธีการเลือกแบนวิดจสําหรับการประมาณความหนาแนนแบบเคอรเนลของคาเฉลีย่
ถวงนํ้าหนัก โดยพิจารณาคาความคลาดเคลื่อนกําลังสองเฉลีย่ (Mean Square Error : MSE ) คํานวณจาก
สมการ (9)          
  

                                MSE =
( )

1,000 2

i 1

ˆ

1,000
=

θ − θ∑
                                         (9)                      

โดยท่ี  θ̂  คอื คา่ประมาณของพารามเิตอร์ 

         θ  คอื คา่พารามเิตอร์ 

 
ในงานวิจัยน้ีกําหนดให ทําซ้ํา 1,000 รอบในแตละสถานการณ  ถาแบนวิดจท่ีคํานวณไดจากวิธีใดมี

ผลทําใหการประมาณคาเฉลี่ยแบบถวงนํ้าหนักดวยเคอรเนล มี MSE ต่ําสุด จะมีประสิทธิภาพดีท่ีสดุ   
 

3. ผลการทดลอง  
การวิจัยครั้งน้ีมีวัตถุประสงคเพ่ือศกึษาเปรยีบเทียบวิธีการเลือกแบนวิดจสําหรับการประมาณความหนาแนน
แบบเคอรเนลของคาเฉลีย่ถวงนํ้าหนัก ไดแก วิธี LSCV  MLCV และ Plug-in และเปรียบเทียบตัวประมาณ
คาเฉลี่ยแบบถวงนํ้าหนักกับคาเฉลีย่ตัวอยาง  เมื่อขอมูลมีคาผดิปกติ  โดยพิจารณาคา MSE  ดังตารางท่ี 1
และรูปท่ี 1 สามารถสรุปไดดังน้ี 
3.1 สัดสวนขอมูลผิดปกติเพ่ิมข้ึนมีผลใหคา MSE มีแนวโนมเพิม่ขึ้น เมื่อพิจารณาวิธีการประมาณคาเฉลี่ย

พบวา  เมื่อ p เทากับ 0 คา MSE ของ x  มีคาต่าํทีสุ่ด  ทุกขนาดตัวอยาง เมื่อ p เทากับ 0.05 และ 

0.01 คา MSE ของคาเฉลี่ยแบบถวงนํ้าหนักดวยวิธี Plug-in  มีคาต่ําท่ีสุด ทุกขนาดตวัอยาง ยกเวน p
เทากับ 0.05 ท่ีขนาดตัวอยางเทากับ 25  และเมื่อ p เทากับ 0.20, 0.30, 0.40  คา MSE ของคาเฉลีย่

แบบถวงนํ้าหนักดวยวิธี LSCV มีคาต่ําท่ีสุด  ทุกขนาดตัวอยาง ยกเวน p เทากับ 0.40 ท่ีขนาดตัวอยาง

เทากับ 25   
3.2 วิธีการประมาณคาเฉลี่ยแบบถวงนํ้าหนักดวยวิธีการเลือกแบนวิดจสําหรับการประมาณความหนาแนน

แบบเคอรเนลท้ัง 3 วิธี  มีคา MSE ใกลเคียงกัน  และมีคาต่ํากวา x  ทกุกรณี ยกเว้น p เทากับ 0 

3.3 ขนาดตัวอยางเพ่ิมข้ึนมีผลใหคา MSE มีแนวโนมลดลง ในทุกวิธีการประมาณคาฉลี่ย  ยกเวน x  ท่ี p

เทากับ 0.05 
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                       ตารางที่ 1.  คา MSE ของตัวประมาณคาเฉล่ีย โดยจาํแนกตามขนาดตัวอยางและสัดสวน 

 

   Kx  

n  p  x  LSCV Plug-in  MLCV 
25 0.00 0.0383* 0.0584 0.0523 0.0532 

 
0.05 0.0639 0.0632 0.0544 0.0513* 

 
0.10 0.2650 0.0717 0.0618* 0.0669 

 
0.20 0.6877 0.1363* 0.1367 0.1411 

 
0.30 1.6850 0.6440* 0.6853 0.6534 

 0.40 5.8313* 7.4611 7.7074 7.6317 
40 0.00   0.0236* 0.0345 0.0324 0.0324 
 0.05 0.0689 0.0394 0.0351* 0.0355 
 0.10 0.1823 0.0448 0.0385* 0.0408 
 0.20 0.6607 0.1075* 0.1097 0.1090 
 0.30 1.4777 0.4683* 0.5044 0.4796 
 0.40 2.5940 1.6307* 1.6751 1.6349 

100 0.00 0.0100* 0.0147 0.0138 0.0137 
 0.05 0.0484 0.0151 0.0137* 0.0139 
 0.10 0.1715 0.0188 0.0175* 0.0180 
 0.20 0.6526 0.0793* 0.0867 0.0819 
 0.30 1.4508 0.4182* 0.4567 0.4284 
 0.40 2.5703 1.5689* 1.6256 1.5828 

                        
                       * หมายถึง คา MSE ตํ่าสุด 
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รูปที่ 1. ความสัมพันธระหวางขนาดตัวอยางและ MSE เมื่อ p  เทากับ 0, 0.05, 0.10, 0.20, 0.30, 0.40 

 

4. สรุปผลการทดลองและขอเสนอแนะ  
จากการศึกษาวิธีการเลือกแบนวิดจสําหรับการประมาณความหนาแนนแบบเคอรเนลของคาเฉลี่ย

ถวงน้ําหนักและคาเฉลีย่ตัวอยาง โดยใชคา MSE เปนเกณฑในการเปรียบเทียบประสิทธิภาพ  วิธีท่ีมี MSE 
ต่ําสุด จะมีประสิทธิภาพดีท่ีสุด  ผลการวิจัยสรุปไดดังน้ี เมื่อขอมูลมีคาผิดปกติ โดย p เทากับ 0 หรือขอมูล

ไมมีคาผิดปกติ x ยังคงเปนวิธีที่มีประสิทธิภาพดีที่สุด  ขอมูลมีคาผิดปกติในสัดสวนที่นอยคือ p เทากับ 

0.05, 0.10 คาเฉลี่ยแบบถวงนํ้าหนักดวย วิธี plug-in เปนวิธีท่ีมีประสิทธิภาพดีท่ีสุด และขอมูลมีคาผิดปกติ
ในสัดสวนทีม่ากคือ p เทากับ 0.20, 0.30, 0.40  คาเฉลีย่แบบถวงน้าํหนักดวยวิธี LSCV มีประสิทธิภาพดี

ท่ีสุด  ดังน้ันตัวประมาณคาเฉลี่ยแบบถวงนํ้าหนักจึงเปนทางเลือกหน่ึงในการประมาณคาเฉลี่ยของประชากร
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หากขอมูลที่นํามาวิเคราะหมีคาผิดปกติ  นอกจากนีส้ามารถใชเกณฑอื่นๆในการพิจารณาเปรียบเทียบ   
ประสิทธิตัวประมาณคาเฉลี่ยแบบถวงนํ้าหนัก เชน MISE คาความแปรปรวน เปนตน 

 

เอกสารอางอิง (References)  
[1] ภทรวรรณ แสงนวกิจ, 2553. การประมาณคาเฉลี่ยดวยตัวประมาณแบบอัตราสวน เมื่อขอมลูมีคา

ผดิปกต.ิ วิทยานิพนธปริญญามหาบัณฑติ, สาขาสถิติประยุกตและเทคโนโลยีสารสนเทศ สถาบัน
บัณฑิตพัฒนบริหารศาสตร. [Patarawan Sangnawakij, 2010. Ratio Estimators of the 
Population Mean for Data with Outliers. M.S. Thesis, Applied Statistics and 
Information Technology, National Institute of Development Administration. (in Thai)] 

[2]  Huber, P.J., 1964. Robust estimation of a location parameter, Annals of Mathematical 
Statistics, 35, 73-101. 

[3] Hampel, F.R., 1968. Contribution to the theory of robust estimation. Ph.D. thesis, 

University of California. 

[4] กนกกาญจน รตันไพบูลย, 2546. ประสิทธิภาพของตัวประมาณคาเฉลี่ยจากการถวงนํ้าหนัก ดวย

คาประมาณความหนาแนนแบบเคอรเนล. วิทยานิพนธปริญญามหาบัณฑติ, สาขาสถิติประยุกต,

มหาวิทยาลยัศิลปากร. [Kanokkarn Rattanaphiboon, 2003. The Efficiency of the Mean 

Estimator Using Weight Based on Kernel Density Estimate. M.S. Thesis, Applied 

Statistics, Silpakorn University. (in Thai)] 

[5] ปยะฉัตร ลีลาศิลปะศาสน, 2550. การเลือกแบนวิดจสําหรับการประมาณความหนาแนนแบบเคอร
เนล ของฟงกชันตัวแปรสุม. วิทยานิพนธปริญญามหาบัณฑิต, สาขาสถิติประยุกต, สถาบันเทคโนโลยี
พระจอมเกลาพระนครเหนือ. [Piyachat Leelasilapasart, 2006. Bandwidth Selection for 
Kernel Density Estimation for Function of Random Variable. M.S. Thesis, Applied 
Statistics, King Mongkut’s Institute of Technology North Bangkok. (in Thai)] 

[6] Wolfgang, H., 1990. Smoothing Techniques with Implementation in S. New York : 
Spinger-Verleg. 

[7] Ahmad, I.A. and Mugdadi, A.R., 2004. A bandwidth selection for kernel density 
estimation of functions of random variables. Computational Statistics & Data 
Analysis, 47, 49 – 62. 

[8] Rudemo, M., 1982. Empirical choice of histograms and kernel density estimators. 

Scandinavian Journal of Statistics, 9, 65-78. 

[9] Bowman, A.W., 1984. An alternative method of cross-validation for smoothing of 
density estimates. Biometrika, 71, 353-360. 

[10]  Duin, R.P.W., 1976. On the choice of smoothing parameters of Parzen estimators of 
probability density functions. IEEE Transactions on Computers, C-25, 1175–1179. 



วารสารวิทยาศาสตรลาดกระบัง  ปที ่ 24  ฉบับที ่ 1  เดือนมกราคม-มิถุนายน 2558 

 

70 
 

[11]  Woodroofe, M., 1970. On choosing a delta sequence. The Annals of Mathematical 
Statistics, 41, 1665–1671. 

[12]  Silverman, B.W., 1998. Density Estimation for Statistics and Data Analysis. London: 
Chapman & Hall/CRC. 

 
 
 
 
 

http://en.wikipedia.org/wiki/Bernard_Silverman�

