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บทคัดยอ  
 

การวิจัยครั้งนี้มีวัตถุประสงคเพื่อเปรียบเทียบวิธีการแกไขปญหาอัตตสหสัมพันธอันดับ
หนึ่งของความคลาดเคลื่อนในสมการถดถอยเชิงเสนอยางงายโดยใช  3 วิธี ไดแก วิธีที่ 1 Cochrane – 
Orcutt  วิธีที่ 2 Prais – Winsten และ วิธีที่ 3  Hildreth – Lu  และตรวจสอบความเหมาะสมของการ
พยากรณที่ไดจากแตละวิธี โดยกําหนดขนาดตัวอยางเปน 10, 30 และ100  และระดับสัมประสิทธิ์
อัตตสหสัมพันธเปน 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 และ 1.0 ขอมูลที่ใชในการศึกษานี้เปน
ขอมูลที่ไดจากการจําลองแบบดวยเทคนิคมอนติคารโล รวม 30 กรณี แตละกรณีทําการจําลองซ้ํา 
2,000 ครั้ง โดยใชสถิติทดสอบเดอรบิน - วัตสันในการตรวจสอบวาความคลาดเคลื่อนมีอัตต
สหสัมพันธหรือไม โดยเกณฑที่ใชในการเปรียบเทียบความสามารถในการแกปญหา คือ วิธีที่มี
จํานวนชุดขอมูลที่ยอมรับสมมติฐานหลัก H0: ρ = 0 (คาความคลาดเคลื่อนไมมีความสัมพันธกัน) 
มากที่สุดจะเปนวิธีที่แกปญหาอัตตสหสัมพันธของความคลาดเคลื่อนที่ดีที่สุด สวนเกณฑที่ใชในการ
เปรียบเทียบความเหมาะสมในการพยากรณ คือ การพิจารณาคาเฉลี่ยกําลังสองของความคลาดเคลื่อน 
วิธีใดที่ใหคาเฉลี่ยกําลังสองของความคลาดเคลื่อนโดยเฉลี่ยต่ําที่สุด จะเปนวิธีที่เหมาะสมที่สุดในการ
พยากรณ 

ผลการวิจัยพบวา  
 1. เมื่อขนาดตัวอยางมีขนาดเทากับ 10 ความสามารถในการแกปญหาอัตตสหสัมพันธของ
วิธี Cochrane – Orcutt ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 
0.7, 0.9 และ 1.0 สามารถแกปญหาไดมากกวารอยละ 68.65 และวิธี Hildreth – Lu ดีที่สุดที่ระดับ
สัมประสิทธิ์สหสัมพันธเทากับ 0.8 สามารถแกปญหาไดมากกวารอยละ 69.65 

2. เมื่อขนาดตัวอยางมีขนาดเทากับ 30 ความสามารถในการแกปญหาอัตตสหสัมพันธของ
วิธี Cochrane – Orcutt ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 0.2 ถึง 1.0 สามารถ
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แกปญหาไดมากกวารอยละ 88.00 และ วิธี Prais – Winsten ดีที่สุดที่ระดับสัมประสิทธิ์อัตต
สหสัมพันธเทากับ 0.1 สามารถแกปญหาไดมากกวารอยละ 99.6 

3. เมื่อขนาดตัวอยางมีขนาดเทากับ 100 ความสามารถในการแกปญหาอัตตสหสัมพันธของวิธี 
Cochrane – Orcutt ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 0.8 และ 
1.0 สามารถแกปญหาไดมากกวารอยละ 90.05 และ วิธี Prais – Winsten ดีที่สุดที่ระดับสัมประสิทธิ์อัตต
สหสัมพันธเทากับ 0.1, 0.2, 0.3, 0.6, 0.9 และ 1.0 สามารถแกปญหาไดมากกวารอยละ 90.05 

4. วิธี Cochrane – Orcutt เปนวิธีที่เหมาะสมที่สุดในการพยากรณ เมื่อขนาดตัวอยาง 10 ที่
ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.2, 0.3 และ 0.8  สวนวิธี Prais – Winsten เปนวิธีที่เหมาะสม
ที่สุดในการพยากรณเมื่อขนาดตัวอยาง 10 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.5, 0.7 และ 0.9   
เมื่อขนาดตัวอยาง 30 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.1 ถึง 0.4 และวิธี Hildreth – Lu เปนวิธีที่
เหมาะสมที่สุดในการพยากรณ  เมื่อขนาดตัวอยาง 10 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.1, 0.4, 
0.6 และ 1.0  เมื่อขนาดตัวอยาง 30 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.5 ถึง 1.0 และเมื่อขนาด
ตัวอยาง 100 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.1 ถึง 1.0 
คําสําคัญ       วิธี Cochrane – Orcutt        วิธี Prais – Winsten         วิธี Hildreth – Lu    
                    อัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่หนึ่ง  
 

Abstract 
 

The purpose of this study is to compare the remedial methods of first-order 
autoregressive error in simple linear regression by three methods : 1. Cochrane – Orcutt, 2. Prais – 
Winsten , 3. Hildreth – Lu .  By using three different sample sizes of 10, 30 and 100 and in 10 
levels of autocorrelation : 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1.0. The data of this study are 
generated through the Monte Carlo simulation technique in 30 different cases. Each case repeats 
2,000 times. The Durbin - Watson statistic is employed for detecting autocorrelation. The method 
which gives highest  percentage  of  data sets  that show  nonsignificant result of  testing  H0: ρ = 0  
is considered to be the best  method  for  solving  autocorrelation. While the minimum average 
MSE is used as a criterion for choosing the method that gives best forecast.  

The results of  this research are as followed: 
1. For n = 10; the best method for solving  autocorrelation problem is Cochrane – Orcutt  

method, when ρ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.9 ,and 1.0, which can solve more than 68.65% 
and Hildreth – Lu   method , when ρ =  0.8, which can solve more than 69.65%     
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2. For n = 30; the best method for solving  autocorrelation problem is Cochrane – Orcutt  
method ,when ρ = 0.2 to 1.0, which can solve more than 88.00% and  Prais – Winsten  method  
,when ρ =  0.1, which can solve more than 99.6%     

3. For n = 100;  the best method for solving  autocorrelation problem is Cochrane – Orcutt  
method ,when ρ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 0.8 and 1.0, which can solve more than 90.05%  and  
Prais – Winsten  method, when ρ = 0.1, 0.2, 0.3, 0.6, 0.9 and 1.0, which can solve more than 90.05%     

4. Cochrane – Orcutt  method gives the best forecast for n=10, when ρ = 0.2, 0.3 and 0.8. 
Prais – Winsten method  gives  the best forecast  for n = 10, when ρ = 0.5, 0.7, 0.9,and  for  n=30 , 
when ρ = 0.1 to 0.4. Hildreth – Lu  gives  the best  forecast  for n = 10, when ρ = 0.1, 0.4, 0.6, 
1.0,and  for n = 30, when ρ = 0.5 to 1.0,and  for  n=100 , when ρ = 0.1 to 1.0. 
Keywords     Cochrane – Orcutt  method       Prais – Winsten method      Hildreth – Lu method   
                   First-order autoregressive error (AR1) 
 

1.  บทนํา 
ในปจจุบันการพยากรณมีบทบาทสําคัญอยางมากตอหนวยงานราชการหรือองคกรเอกชน

ขอมูลทางเศรษฐศาสตรมักจะเก็บรวบรวมตามลําดับเวลา หรือเรียกวา ขอมูลอนุกรมเวลา (Time 
Series Data) ลักษณะของขอมูลมักจะเกิดปญหาเกี่ยวกับคาความคลาดเคลื่อนมีความสัมพันธกัน[7] 
การศึกษาขอมูลอนุกรมเวลามีหลายวัตถุประสงคดวยกันแตที่นิยม คือนํามาใชในการวิเคราะหเพื่อ
การประมาณคาหรือการพยากรณ   

ในการวิจัยนี้สนใจศึกษาการถดถอยเชิงเสนอยางงาย ซึ่งมีรูปแบบดังนี้ คือ        
                tY  tt10 εXββ ++=      , t = 1, 2, …, n 
โดยที่  tY  คือ คาของตัวแปรตาม Y  ณ เวลาที่ t  

tX  คือ คาตัวแปรอิสระ X  ณ เวลาที่ t   

0β   และ 1β  คือ คาสัมประสิทธิ์การถดถอย 
   tε   คือเปนตัวแปรสุมแทนความคลาดเคลื่อน(Error Term) ของคาสังเกต ณ เวลาที่ t  

โดยการประมาณคาพารามิเตอรผูวิจัยนิยมใชวิธีกําลังสองนอยที่สุด(Ordinary Least 
Squares: OLS) ซึ่งเปนวิธีที่ทําใหไดตัวประมาณที่มีคุณสมบัติเปนตัวประมาณที่ไมเอนเอียงเชิงเสนที่
ดีที่สุด (Best Linear Unbiased Estimator: BLUE) ตามทฤษฎีเกาส – มารคอฟ (Gauss – Markov 
Theorem) ทั้งนี้มีขอสมมติเบื้องตนของความคลาดเคลื่อน ( tε )[8] ดังนี้ 

1. มีคาคาดหวัง (Expected Value) เปน 0 หรือ 0)( tε =Ε   

2. ความแปรปรวนของความคลาดเคลื่อนมีคาคงที่ 
22

ε σσ
t
=  
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3. iε  และ jε  ไมมีอัตตสหสัมพันธกัน (เปนอิสระกัน) หรือความแปรปรวนรวมเปน 0 

หรือ i jCov( , ) 0ε ε =  สําหรับ  ji ≠  

ในทางปฏิบัติปญหาที่พบมาก โดยเฉพาะเมื่อตัวแปรเปนอนุกรมเวลาพบวา ขอสมมติขอที่ 
3 ไมเปนจริง นั่นคือ ความคลาดเคลื่อนมีอัตตสหสัมพันธกัน การเกิดอัตตสหสัมพันธของความ
คลาดเคลื่อนมักจะเกิดกับกรณีที่คาของตัวแปรตามและตัวแปรอิสระมีการเก็บขอมูลตามลําดับเวลา 
ขอมูลสวนใหญที่นํามาวิเคราะหมักจะเปนขอมูลทางเศรษฐศาสตรและธุรกิจ และลักษณะอัตต
สหสัมพันธของความคลาดเคลื่อนที่พบโดยทั่วไปจะเปนอัตตสหสัมพันธของความคลาดเคลื่อน
อันดับที่หนึ่ง (First Order Autoregressive Model: AR (1)) ซึ่งจะเกิดขึ้นกับขอมูลรายป เชน GNP 
ดัชนีราคา (Price Index) การผลิต (Production) การจางงาน (Employment) และการวางงาน 
(Unemployment) เปนตน  

การเกิดปญหาอัตตสหสัมพันธของความคลาดเคลื่อน จะทําใหตัวประมาณของพารามิเตอร 

iβ  ไมเปนตัวประมาณที่ไมเอนเอียงเชิงเสนที่ดีที่สุด เนื่องจากไมเปนไปตามขอสมมติเบื้องตนทําให
คาความแปรปรวนของตัวประมาณไมต่ําที่สุด และผลการอนุมานเกิดความผิดพลาดรายแรง มีผลให
การประมาณหรือการพยากรณจากสมการถดถอยไมมีประสิทธิภาพและขาดความแมนยํา  

การแกไขปญหาอัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่หนึ่ง AR(1) มี 3 วิธี  คือ (1) 
เพิ่มตัวแปรอิสระที่มีความสําคัญตอตัวแปรตามเขาในสมการถดถอย (2) วิธีการแปลงขอมูล และ (3) 
วิธีการประมาณคา [4]  ซึ่งงานวิจัยนี้จะใชวิธีการแปลงขอมูลในการแกไขปญหา 

ในป พ.ศ. 2544 โชติรส เทียนถาวร [1] ไดทําการเปรียบเทียบประสิทธิภาพของการ
ประมาณพารามิเตอรของตัวแบบการถดถอยที่มีอัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่หนึ่ง 
(AR(1)) โดยใชการแปลงขอมูล   3 วิธี คือ วิธี Cochrane-Orcutt  วิธี Durbin และวิธี Prais – Winsten 
พบวา วิธี Prais – Winsten ใหประสิทธิภาพสูงสุด กรณีที่มีขนาดตัวอยาง 20 และ 50 เมื่อ 0.2ρ ≥  

ในป พ.ศ. 2547 อรจิรา คําหงสสา [5] ไดทําการเปรียบเทียบวิธีการแกปญหาอัตต
สหสัมพันธของความคลาดเคลื่อนที่มีสาเหตุมาจากธรรมชาติของขอมูล ในการวิเคราะหถดถอยเชิง
เสนอยางงาย จากขอมูลอนุกรมเวลาทางเศรษฐกิจที่สําคัญๆ โดยการแปลงขอมูล 3 วิธี คือ วิธี 
Generalized differencing  วิธี Durbin’s Two-step และวิธี Cochrane-Orcutt iteration พบวา วิธี 
Cochrane-Orcutt iteration เปนวิธีที่เหมาะสมในแกปญหาอัตตสหสัมพันธ กรณีที่มีขนาดตัวอยาง 10 
และ 50 เมื่อ 0.5 0.99ρ = −  ขนาดตัวอยาง 30 เมื่อ 0.1 0.49ρ = − แตวิธี Durbin’s Two-step 
เปนวิธีที่แกปญหาที่ใหคาพยากรณดีกวา วิธี Cochrane-Orcutt iteration เมื่ออัตตสหสัมพันธอยูใน
ระดับต่ําและกลาง 

ในป พ.ศ. 2548 ปยดา พฤกสวัสดิ์นนท [3] ไดทําการเปรียบเทียบวิธีการประมาณ
คาพารามิเตอร ในสมการถดถอยเชิงเสนพหุคูณ ที่มีอัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่1, 
2 และ 3  โดยใชวิธีการประมาณคา 4 วิธี คือ วิธีกําลังสองนอยที่สุด  วิธี Cochrane-Orcutt  วิธี 
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Hildreth – Lu และวิธีผลตางอันดับที่หนึ่ง พบวา เมื่อเกิดความคลาดเคลื่อนอันดับที่ 1 ทุกขนาด
ตัวอยาง  เมื่อ 7.01.0 −=ρ  วิธี Hildreth – Lu จะใหคา MSE ตํ่าที่สุด เมื่อเกิดความคลาดเคลื่อน
อันดับที่ 2 ตัวอยางขนาดเล็ก วิธี Hildreth – Lu จะใหคา MSE ตํ่าที่สุดทุกคาอัตตสหสัมพันธ  เมื่อเกิด
ความคลาดเคลื่อนอันดับที่ 3 ตัวอยางขนาดเล็ก วิธี Hildreth – Lu จะใหคา MSE ตํ่าที่สุด ทุกคาอัตต
สหสัมพันธ  ตัวอยางขนาดใหญ  วิธี Cochrane-Orcutt จะใหคา MSE ตํ่าที่สุด ทุกคาอัตตสหสัมพันธ   

จากงานวิจัยที่ไดกลาวมาขางตนผูวิจัยจึงสนใจศึกษาวิธีการแกไขปญหาอัตตสหสัมพันธ
ของความคลาดเคลื่อนอันดับที่หนึ่ง (AR (1)) ในสมการถดถอยเชิงเสนอยางงายดวยวิธีการแปลง
ขอมูล 3 วิธี คือ วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu งานวิจัยนี้ผูวิจัยจะ
ศึกษาเพื่อหาวิธีการแกปญหาอัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่หนึ่งที่ดีที่สุดและวิธีการ
แกปญหาที่ใหคาพยากรณที่ดีที่สุด   

 

2.วิธีการวิจัย 
2.1 ขอบเขตของการศึกษา 

2.1.1 ตัวแบบการถดถอยที่ใชในการศึกษาเปนตัวแบบการถดถอยเชิงเสนอยางงาย  
2.1.2 กําหนดใหคาความคลาดเคลื่อนมีอัตตสหสัมพันธกัน โดยมีรูปแบบความสัมพันธเปน

อัตตสหสัมพันธอันดับที่หนึ่ง (AR(1)) 
2.1.3 กําหนดใหตัวแปรอิสระ X และคาความคลาดเคลื่อน tv  มีการแจกแจงแบบปกติ โดย

มีคาเฉลี่ยเทากับศูนย และความแปรปรวนเทากับหนึ่ง  
2.1.4 เนื่องจาก  Tse [10] ไดทําการทดลอง ณ คาตาง ๆ ของ 0β  และ 1β  พบวา ไมวา 0β  และ 

1β  จะเปนคาใดก็ตาม ไดผลสรุปไมแตกตางกัน ดังนั้นจึงกําหนดคาใหกับ 0β 0= และ 1β 1=  เพื่อ
ความสะดวกในการวิเคราะห  

2.1.5 งานวิจัยนี้จะศึกษาเฉพาะปญหาอัตตสหสัมพันธของความคลาดเคลื่อนทางบวก 
เนื่องจากจะมีผลใหการอนุมานเกิดความผิดพลาดรายแรงกวาอัตตสหสัมพันธทางลบ โดยจําลอง
ขอมูลใหคาความคลาดเคลื่อนมีอัตตสหสัมพันธกันในรูปแบบ AR(1) ซึ่งมีระดับสัมประสิทธิ์อัตต
สหสัมพันธ (ρ) 10 ระดับ (ρ = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 และ 1.0) และขนาดตัวอยาง 3 
ขนาด (n = 10, 30 และ 100)  สถานการณที่นํามาศึกษาจึงมีทั้งสิ้น 30 สถานการณ  

โดยกําหนดให  n = 10    ตัวอยางขนาดเล็ก 
n = 30    ตัวอยางขนาดกลาง 
n = 100  ตัวอยางขนาดใหญ 

2.1.6 โดยใชการแปลงขอมูล 3 วิธี คือ วิธี Cochrane – Orcutt วิธี Prais – Winsten และ         
วิธี Hildreth – Lu  

2.1.7 ในแตละสถานการณทําการจําลองซํ้า 2,000 ครั้ง  
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2.2. ขั้นตอนการวิจัย  
ขั้นตอนการดําเนินการวิจัยแบงเปน 5 ขั้นตอนหลักคือ 
2.2.1. สรางขอมูลที่มีอัตตสหสัมพันธของความคลาดเคลื่อนในระดับตาง ๆ โดยใชโปรแกรม 

MATLAB ตามขั้นตอนดังนี้  
2.2.1.1 สรางความคลาดเคลื่อน ( tε ) ที่มีอัตตสหสัมพันธอันดับที่หนึ่ง (AR(1)) โดย 

ความสัมพันธ       
           tε  = 1tρε − + tv   
โดยที่  ρ  คือ  สัมประสิทธิ์อัตตสหสัมพันธ  
          (ρ  =  0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 และ 1.0 ) 

           tv  คือ คาความคลาดเคลื่อนที่ไมมีอัตตสหสัมพันธกัน tv ∼ N(0,1) 
             t    = 1, …,  n 
             n   = 10, 30, 100                       

  2.2.1.2 สรางขอมูล (Xt ,Yt) ใหมีความสัมพันธเชิงเสนตรง (เนื่องจาก 0β 0=  
และ 1β 1= ) จึงไดรูปแบบเปน ttt εXY +=  
  2.2.1.3 นําขอมูลที่สรางไปทดสอบดวยสถิติทดสอบเดอรบิน – วัตสัน [2] 

                        
∑

∑

=

=
−−

= n

1t

2
t

n

2t

2
1tt

e

)e(e
d  

โดยที่ te  คือ เศษตกคาง (residual) ที่ t หรือ tt ŶY −   , n1,2,...,t =  
                         n    คือ จํานวนคาสังเกต 

เกณฑการตัดสินใจเพื่อสรุปผลการทดสอบ โดยนําคา d ไปเทียบกับคา dL ,α  และ dU ,α  ดังนี้ 
- ถาคา d < dL ,α  แสดงวามีอัตตสหสัมพันธทางบวก เกิดขึ้นในความคลาดเคลื่อน 
- ถาคา d > dU ,α  แสดงวาไมมีอัตตสหสัมพันธกันเกิดขึ้นในความคลาดเคลื่อน 
- ถาคา dL ,α < d < dU ,α  ไมสามารถสรุปได  เมื่อ dL,α และ dU,α เปนคาวิกฤตที่ได 

จากการเปดตารางคาสถิติเดอรบินและวัตสัน ที่ระดับนัยสําคัญ α  
- ถาทดสอบแลวพบวาไมมีอัตตสหสัมพันธของความคลาดเคลื่อน ก็กลับไปทํา 

ขั้นตอนที่  2.2.1.1 และ  2.2.1.2 ใหม  และ ถาทดสอบแลวพบวามีอัตตสหสัมพันธของความ
คลาดเคลื่อน ไปทําขั้นตอนที่ 2.2.2 ตอไป 
 2.2.2 นําขอมูลที่สรางขึ้นมาแกปญหาอัตตสหสัมพันธของความคลาดเคลื่อนดวยวิธีการ
แกปญหา 3 วิธี ไดแก 

2.2.2.1 วิธี Cochrane – Orcutt [6] มีขั้นตอนดังนี้  
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2.2.2.1.1 ทําการประมาณคา ρ̂  ดวยวิธีกําลังสองนอยที่สุด จาก 
n

t 1 t
t 2

n
2
t 1

t 2

e e
ˆ

e
ρ

−
=

−
=

=
∑

∑
 

                         2.2.2.1.2 ทําการแปลงขอมูลใหมเปน  

1ttt YˆYY −−=′ ρ  
    1ttt XˆXX −−=′ ρ  

2.2.2.1.3 สรางสมการถดถอยโดยวิธีกําลังสองนอยที่สุด จากขอมูลของ

ตัวแปรที่แปลงแลว ไดสมการ t10t XbbŶ ′′+′=′  
 2.2.2.1.4 คํานวณคาเศษตกคางจากสมการถดถอยที่สรางขึ้นจากขอมูล 

ที่แปลงแลว โดย  ŶY e ttt ′−= และนํามาทําการตรวจสอบคาความคลาดเคลื่อนวา มีอัตต

สหสัมพันธหรือไม โดยใชสถิติทดสอบเดอรบิน–วัตสันและทําการแปลงสมการ t10t XbbŶ ′′+′=′   

กลับไปเปนสมการ t10t XbbŶ +=     โดย   0
0

bb
ˆ1 ρ
′

=
−

 และ  11 bb ′=    

-  ถาทดสอบแลวพบวาคาคลาดเคลื่อนมีอัตตสหสัมพันธ  ทําการ
ประมาณคา ρ̂ ใหม  ตามขั้นตอน 2.2.2.1.1 – 2.2.2.1.4 

-  ถาทดสอบแลวพบวาคาความคลาดเคลื่อนไมมีอัตตสหสัมพันธ  ก็จะ
สิ้นสุดวิธี Cochrane-Orcutt 

2.2.2.2 วิธี  Prais – Winsten  [6] ทําคลายกับวิธี Cochrane – Orcutt โดย  
2

1 1ˆY 1 Yρ′ = −     และ   2
1 1ˆX 1 Xρ′ = −   เมื่อ t = 1  

t t t 1ˆY Y Yρ −′ = −    และ   t t t 1ˆX X Xρ −′ = −  เมื่อ  t 2,...,n=  
2.2.2.3 วิธี  Hildreth – Lu  [9] ทําคลายกับวิธี  Cochrane – Orcutt แตเพิ่มเติม 

ขั้นตอนการหาคา ρ̂  ที่ทําใหผลรวมของความคลาดเคลื่อนกําลังสอง (SSE) ที่มีคานอยที่สุด โดยจะทํา
การแปลงขอมูลเพียง 1 รอบเทานั้น 

2.2.3. เมื่อทดสอบคาความคลาดเคลื่อนหลังจากทําการแกปญหาอัตตสหสัมพันธของแตละ
วิธี ในกรณีที่แกปญหาอัตตสหสัมพันธของความคลาดเคลื่อนได จะคํานวณคาเฉลี่ยกําลังสองของ
ความคลาดเคลื่อน (MSE) [2] โดยสมการ 

n
2
t

t-1
e

MSE =
n

∑
  

2.2.4. สรุปผลการวิจัย  โดยมีเกณฑการตัดสินใจ คือ การเปรียบเทียบวิธีการแกไขปญหา
อัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่หนึ่ง พิจารณาโดยใชเกณฑนับความสามารถในการ
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แกไขปญหาโดยวิธีที่มีจํานวนชุดขอมูลที่ยอมรับสมมติฐานหลักมากที่สุดจะเปนวิธีที่แกปญหาอัตต
สหสัมพันธของความคลาดเคลื่อนที่ดีที่สุด  

การเปรียบเทียบความเหมาะสมในการพยากรณ พิจารณาโดยใชเกณฑคาเฉลี่ยกําลังสอง
ของความคลาดเคลื่อน โดยวิธีใดที่ใหคาเฉลี่ยกําลังสองของความคลาดเคลื่อนโดยเฉลี่ยต่ําที่สุด จะ
เปนวิธีที่เหมาะสมที่สุดในการพยากรณ 

2.2.5. นําขอมูลจริงทางเศรษฐศาสตรมาเปนกรณีศึกษา โดยใหสินคานําเขาเปนตัวแปร
อิสระ และขอมูลผลิตภัณฑมวลรวมภายในประเทศ เปนตัวแปรตาม (หนวย : ลานบาท )   มา
แกปญหาดวยทั้ง 3 วิธี 

 

3. ผลการดําเนินการวิจัย 
3.1 ผลจากการจําลองขอมูล ตัวอยางขนาดเล็ก (n = 10) ขนาดกลาง (n = 30) และขนาดใหญ ( n = 
100) ซึ่งแบงระดับสัมประสิทธิ์อัตตสหสัมพันธ (ρ) เปน 3 ระดับ คือ ระดับต่ํา(ρ = 0.1, 0.2, 0.3 และ
0.4) ระดับกลาง(ρ = 0.5, 0.6 และ 0.7) และระดับสูง(ρ = 0.8, 0.9 และ 1.0) 
 

ตารางที่ 1 แสดงรอยละของชุดขอมูลที่สามารถแกปญหาอัตตสหสัมพันธของทั้ง 3 วิธี ที่  

                 จําแนกตามขนาดตัวอยาง (n) และระดับอัตตสหสัมพันธ (ρ)    
วิธี Cochrane – Orcutt วิธี Prais – Winsten วิธี Hildreth – Lu 

ρ 
n=10 n=30 n=100 n=10 n=30 n=100 n=10 n=30 n=100 

0.1 77.80 % 99.50 % 100.0 % 68.60 % 99.60 % 100.0 % 77.10 % 27.70 % 20.60 % 
0.2 77.00 % 99.35 % 100.0 % 65.70 % 99.30 % 100.0 % 75.85 % 22.30 % 19.70 % 
0.3 77.20 % 99.30 % 99.95 % 65.95 % 99.00 % 99.95 % 75.45 % 21.15 % 19.75 % 
0.4 73.50 % 98.60 % 100.00 % 61.05 % 98.35 % 99.95 % 72.95 % 18.05 % 18.20 % 
0.5 73.85 % 97.70 % 99.60 % 62.20 % 97.65 % 99.55 % 72.95 % 16.65 % 15.00 % 
0.6 72.55 % 96.40 % 98.25 % 62.20 % 95.80 % 98.45 % 72.15 % 11.55 % 13.70 % 
0.7 70.50 % 94.75 % 97.00 % 60.90 % 93.75 % 96.70 % 70.15 % 7.35 % 11.75 % 
0.8 68.65 % 92.05 % 94.55 % 60.05 % 90.85 % 94.25 % 69.65 % 4.55 % 8.05 % 
0.9 69.10 % 89.60 % 91.70 % 61.05 % 88.85 % 92.00 % 68.95 % 2.65 % 4.90 % 
1.0 68.65 % 88.00 % 90.05 % 65.90 % 87.60 % 90.05 % 67.20 % 0.85 % 18.75 % 

 

 จากตารางที่ 1 จะพบวา วิธีการแกไขปญหาอัตตสหสัมพันธของความคลาดเคลื่อนอันดับที่
หนึ่ง (AR(1)) ไดผลดังนี้ 

เมื่อ n = 10 และ ρ = 0.1 วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu 
สามารถแกปญหาอัตตสหสัมพันธไดรอยละ 77.80, 68.60 และ 77.10 ดังนั้นจึงสรุปไดวาวิธี 
Cochrane – Orcutt เปนวิธีที่ดีที่สุดในการแกปญหาอัตตสหสัมพันธ 
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เมื่อ n = 30 และ ρ = 0.1 วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu 
สามารถแกปญหาอัตตสหสัมพันธไดรอยละ 99.50, 99.60 และ 27.70 ดังนั้นจึงสรุปไดวา วิธี Prais – 
Winsten เปนวิธีที่ดีที่สุดในการแกปญหาอัตตสหสัมพันธ 

เมื่อ n = 100 และ ρ = 0.1 วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu 
สามารถแกปญหาอัตตสหสัมพันธไดรอยละ 100.0, 100.0 และ 20.60 ดังนั้นจึงสรุปไดวาวิธี 
Cochrane – Orcutt  และวิธี Prais – Winsten เปนวิธีที่ดีที่สุดในการแกปญหาอัตตสหสัมพันธ 

 

ตารางที่ 2 แสดงคาเฉลี่ยกําลังสองของความคลาดเคลื่อนนอยที่สุด เมื่อแกปญหาดวย 3 วิธี จําแนกตาม 

                 ขนาดตัวอยาง (n) และระดับอัตตสหสัมพันธ (ρ)    
วิธี Cochrane – Orcutt วิธี Prais – Winsten วิธี Hildreth – Lu 

ρ 
n=10 n=30 n=100 n=10 n=30 n=100 n=10 n=30 n=100 

0.1 20.358 0.991 1.016 22.802 0.986 1.025 9.210 1.026 0.993 

0.2 6.702 1.058 1.043 7.474 1.053 1.053 8.882 1.129 1.027 

0.3 9.861 1.118 1.081 10.818 1.112 1.09 14.884 1.169 1.05 

0.4 225.746 1.199 1.157 270.82 1.193 1.166 21.344 1.217 1.121 

0.5 4.08 1.26 1.285 4.055  1.253 1.293 21.078 1.25 1.245 

0.6 996.135 1.381 1.479 1161 1.371 1.488 30.666 1.306 1.388 

0.7 6.609 1.634 1.821 6.569 1.618 1.829 40.100 1.423 1.739 

0.8 35.394 1.989 2.468 39.746 1.967 2.473 68.074 1.588 2.253 

0.9 83.731 15.76 4.209 42.26 15.459 4.209 94.288 1.681 3.776 

1.0 482.908 145.981 3019.3 501.68 146.94 3028.8 253.424 1.61 125.729 
 

จากตารางที่ 2 จะพบวา ความสามารถในการพยากรณของคาเฉลี่ยกําลังสองของความ
คลาดเคลื่อนนอยที่สุด ไดผลดังนี้ 

เมื่อ n = 10 และ ρ = 0.1 วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu 
มีคาเฉลี่ยกําลังสองของความคลาดเคลื่อนเทากับ 20.358,22.802 และ 9.210 ดังนั้นจึงสรุปไดวา วิธี 
Hildreth – Lu เปนวิธีที่เหมาะสมที่สุดในการพยากรณ 

เมื่อ n = 30 และ ρ = 0.1 วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu 
มีคาเฉลี่ยกําลังสองของความคลาดเคลื่อนเทากับ 0.991, 0.986 และ 1.026 ดังนั้นจึงสรุปไดวา วิธี 
Prais – Winsten เปนวิธีที่เหมาะสมที่สุดในการพยากรณ 

เมื่อ n = 100 และ ρ = 0.1 วิธี Cochrane – Orcutt วิธี Prais – Winsten และวิธี Hildreth – Lu 
มีคาเฉลี่ยกําลังสองของความคลาดเคลื่อนเทากับ 1.016, 1.025 และ 0.993 ดังนั้นจึงสรุปไดวา วิธี 
Hildreth – Lu เปนวิธีที่เหมาะสมที่สุดในการพยากรณ 
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3.2 ผลจากการใชขอมูลจริง ทางเศรษฐศาสตรมาเปนกรณีศึกษา  กําหนดให ขอมูลสินคานําเขา เปนตัว
แปรอิสระ และขอมูลผลิตภัณฑมวลรวมภายในประเทศ เปนตัวแปรตาม (หนวย : ลานบาท ) มีขนาด
ตัวอยางเทากับ 15 มี ρ = 0.37 ทําการแกปญหาดวย 3 วิธี  พบวา วิธี Cochrane – Orcutt  และวิธี Prais 
– Winsten สามารถแกไขปญหาอัตตสหสัมพันธของความคลาดเคลื่อนได โดยแตละวิธีทําการวนซ้ํา 
2 รอบ  แตวิธี Hildreth – Lu ไมสามารถแกไขปญหาอัตตสหสัมพันธของความคลาดเคลื่อนได  โดย
วิธี Cochrane – Orcutt และวิธี Prais – Winsten มีคาเฉลี่ยกําลังสองของความคลาดเคลื่อนนอยที่สุด 
เทากับ 5.47x10-12 และ 5.04x10-12  ซึ่งมีคาใกลเคียงกันมาก  ดังนั้นวิธี Cochrane - Orcutt  และวิธี 
Prais – Winsten จึงเปนวิธีที่เหมาะสมในการพยากรณ 
 จะเห็นวา ผลจากกรณีศึกษาสอดคลองกับผลที่ไดจากขอมูลจําลอง 
 

4.สรุปผลการวิจัย 
 ผลจากการวิจัย สามารถสรุปวิธีการแกไขปญหาอัตตสหสัมพันธของความคลาดเคลื่อน
อันดับที่หนึ่ง (AR(1)) และวิธีที่เหมาะสมในการพยากรณที่ดีที่สุด ไดดังตารางที่ 3 

เมื่อขนาดตัวอยางมีขนาดเทากับ 10 ความสามารถในการแกปญหาอัตตสหสัมพันธของวิธี 
Cochrane – Orcutt ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 
0.9 และ 1.0 สามารถแกปญหาไดมากกวารอยละ 68.65 และวิธี Hildreth – Lu ดีที่สุดที่ระดับ
สัมประสิทธิ์สหสัมพันธเทากับ 0.8 สามารถแกปญหาไดมากกวารอยละ 69.65 

เมื่อขนาดตัวอยางมีขนาดเทากับ 30 ความสามารถในการแกปญหาอัตตสหสัมพันธของวิธี 
Cochrane – Orcutt ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 0.2 ถึง 1.0 สามารถแกปญหา
ไดมากกวารอยละ 88.00 และ วิธี Prais – Winsten ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 
0.1 สามารถแกปญหาไดมากกวารอยละ 99.6 

เมื่อขนาดตัวอยางมีขนาดเทากับ 100 ความสามารถในการแกปญหาอัตตสหสัมพันธของวิธี 
Cochrane – Orcutt ดีที่สุดที่ระดับสัมประสิทธิ์อัตตสหสัมพันธเทากับ 0.1, 0.2, 0.3, 0.4, 0.5, 0.7, 0.8 และ 
1.0 สามารถแกปญหาไดมากกวารอยละ 90.05 และ วิธี Prais – Winsten ดีที่สุดที่ระดับสัมประสิทธิ์อัตต
สหสัมพันธเทากับ 0.1, 0.2, 0.3, 0.6, 0.9 และ 1.0 สามารถแกปญหาไดมากกวารอยละ 90.05 

วิธี Cochrane – Orcutt เปนวิธีที่เหมาะสมที่สุดในการพยากรณ เมื่อขนาดตัวอยาง 10 ที่
ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.2, 0.3 และ 0.8  สวนวิธี Prais – Winsten เปนวิธีที่เหมาะสม
ที่สุดในการพยากรณเมื่อขนาดตัวอยาง 10 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.5, 0.7 และ 0.9   
เมื่อขนาดตัวอยาง 30 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.1 ถึง 0.4 และวิธี Hildreth – Lu เปนวิธีที่
เหมาะสมที่สุดในการพยากรณ  เมื่อขนาดตัวอยาง 10 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.1, 0.4, 
0.6 และ 1.0  เมื่อขนาดตัวอยาง 30 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.5 ถึง 1.0 และเมื่อขนาด
ตัวอยาง 100 ที่ระดับสัมประสิทธิ์อัตตสหสัมพันธ 0.1 ถึง 1.0 
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ตารางที่ 3 แสดงวิธีการแกไขปญหาอัตตสหสัมพันธและวิธีที่เหมาะสมในการพยากรณที่ดีที่สุด  

                 จําแนกตามขนาดตัวอยาง (n) และระดับอัตตสหสัมพันธ (ρ)    
 ระดับสัมประสิทธิ์อัตต

สหสัมพันธ 
ขนาดเล็ก(10) ขนาดกลาง(30) ขนาดใหญ(100) 

0.1 
*วิธี Cochrane – Orcutt (77.80%) 
**วิธี Hildreth – Lu 

วิธี Prais – Winsten (99.60%) *วิธี Cochrane – Orcutt (100.0%) 
*วิธี Prais – Winsten (100.0%) 
**วิธี Hildreth – Lu 

0.2 
วิธี Cochrane – Orcutt (77.00%) 
 

*วิธี Cochrane – Orcutt (99.35%) 
**วิธี Prais – Winsten 

*วิธี Cochrane – Orcutt (100.0%) 
*วิธี Prais – Winsten (100.0%) 
**วิธี Hildreth – Lu 

0.3 
วิธี Cochrane – Orcutt (77.20%) 
 

*วิธี Cochrane – Orcutt (99.30%) 
**วิธี Prais – Winsten 

*วิธี Cochrane – Orcutt (99.95%) 
*วิธี Prais – Winsten (99.95%) 
**วิธี Hildreth – Lu 

ระดับต่ํา 

0.4 
*วิธี Cochrane – Orcutt (73.50%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (98.60%) 
 **วิธี Prais – Winsten 

*วิธี Cochrane – Orcutt (100.0%) 
**วิธี Hildreth – Lu 

0.5 
*วิธี Cochrane – Orcutt (73.85%) 
**วิธี Prais – Winsten 

*วิธี Cochrane – Orcutt (97.70%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (99.60%) 
**วิธี Hildreth – Lu 

0.6 
*วิธี Cochrane – Orcutt (72.55%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (96.40%) 
**วิธี Hildreth – Lu 

*วิธี Prais – Winsten (98.45%) 
**วิธี Hildreth – Lu 

ระดับกลาง 

0.7 
*วิธี Cochrane – Orcutt (70.50%) 
**วิธี Prais – Winsten 

*วิธี Cochrane – Orcutt (94.75%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (97.00%) 
**วิธี Hildreth – Lu 

0.8 
*วิธี Hildreth – Lu (69.65%) 
**วิธี Cochrane – Orcutt 

*วิธี Cochrane – Orcutt (92.05%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (94.55%) 
**วิธี Hildreth – Lu 

0.9 
*วิธี Cochrane – Orcutt (69.10%) 
**วิธี Prais – Winsten 

*วิธี Cochrane – Orcutt (89.60%) 
**วิธี Hildreth – Lu 

*วิธี Prais – Winsten (92.00%) 
**วิธี Hildreth – Lu ระดับสูง 

1.0 
*วิธี Cochrane – Orcutt (68.65%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (88.00%) 
**วิธี Hildreth – Lu 

*วิธี Cochrane – Orcutt (90.05%) 
*วิธี Prais – Winsten (87.4%) 
**วิธี Hildreth – Lu 

 

หมายเหตุ     ถามีเครื่องหมาย   *      คือ     วิธีการแกไขปญหาอัตตสหสัมพันธ 
                   ถามีเครื่องหมาย  **     คือ     วิธีที่เหมาะสมในการพยากรณ 
                   ถามีเครื่องหมาย  ___    คือ     วิธีการแกไขปญหาอัตตสหสัมพันธและวิธีที่เหมาะสมในการพยากรณ 

5. ขอเสนอแนะ 
งานวิจัยนี้ทําการศึกษาเปรียบเทียบวิธีการแกปญหาอัตตสหสัมพันธของความคลาดเคลื่อน 

โดยกําหนดรูปแบบการถดถอยที่ใชเปนรูปแบบการถดถอยเชิงเสนอยางงาย และระดับความ
คลาดเคลื่อนมีอัตตสหสัมพันธอันดับที่หนึ่ง (AR(1)) ดังนั้นผูวิจัยที่สนใจดําเนินการวิจัยเรื่องนี้ตอไป 
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อาจทําการแกไขปญหาอัตตสหสัมพันธของความคลาดเคลื่อน ดวยวิธีการประมาณคาแบบอื่นๆ หรือ 
ทําการศึกษากรณีรูปแบบการถดถอยเชิงเสนแบบพหุที่ความคลาดเคลื่อนเกิดปญหาอัตตสหสัมพันธ
กันในอันดับที่สูงขึ้นเชน AR(2), AR(3) และอื่นๆ  
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