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บทคัดย่อ
งานวิจัยนี้มีวัตถุประสงค์เพื่อพยากรณ์ค่า Scale ของแผ่น PCB ชนิด Multilayer เพื่อกำ�หนดค่า Scale ของงาน เม่ือผ่าน
กระบวนการ Lamination Press แล้วทำ�ให้แผ่นงานมีขนาดที่ได้ตรงตามความต้องการของลูกค้า โดยเก็บรวบรวมข้อมูล 
การกำ�หนดค่า Scale ของงานประเภท Multilayer จากบริษัทผลิตชิ้นส่วนอิเล็กทรอนิกส์แห่งหนึ่งย้อนหลัง ตั้งแต่เดือนมกราคม  
พ.ศ. 2561 ถึงเดือนมิถุนายน พ.ศ. 2562 ข้อมูลที่ศึกษาประกอบไปด้วยตัวแปรตาม คือค่าเปอร์เซ็นต์ Scale ของงานชนิด  
Multilayer ตวัแปรอสิระ คอืปจัจัยทีส่ง่ผลตอ่การกำ�หนดคา่เปอรเ์ซน็ต ์Scale ของแผน่ PCB ชนดิ Multilayer ไดแ้ก ่Layer Count 
(จำ�นวนชั้นของงาน), Distance (ระยะของแนวงาน), Core Thickness (ความหนาของ Core), Thickness Cu Side (ความหนา
ของ Copper บนแผ่น Laminate Core นั้นๆ), Cu Foil (ความหนาของ Copper Foil), Tg (Glass Transition Temperature ของ 
Material), Cutdirection (แนวของงาน), Axis (แกนของงาน), Streak (แนวงาน Warp x Fill) และ Material Brand (ชนิดของ
แบรนด์ Material) ทำ�การศึกษาตัวแบบด้วยวิธีการวิเคราะห์การถดถอยเชิงเส้นพหุคูณ (Multiple Linear Regression : MLR) 
วิธีซัพพอร์ตเวกเตอร์ รีเกรสชัน (Support Vector Regression : SVR) และวิธีต้นไม้ตัดสินใจแบบรีเกรสชัน (Decision Tree 
Regression) ซึ่งเป็นตัวแบบของการเรียนรู้แบบมีผู้สอน (Supervised Learning) ในการเรียนรู้ของเครื่อง (Machine Learning) 
ประมวลผลโดยใช้โปรแกรม RStudio และเปรียบเทียบประสิทธิภาพของตัวแบบพยากรณ์โดยพิจารณาค่าความคลาดเคลื่อน
กำ�ลังสองเฉลี่ย (Mean Square Error : MSE) และค่าเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Percent 
Error : MAPE) ผลการวจิยัพบวา่ตวัแบบซพัพอรต์เวกเตอรร์เีกรสชนัเปน็ตวัแบบทีด่ทีีส่ดุและทีเ่หมาะสมกบัขอ้มลูการพยากรณ์
ค่า Scale ของแผ่น PCB ชนิด Multilayer โดยมีค่า MSE และค่า MAPE น้อยที่สุด ซึ่งช่วยเพิ่มความแม่นยำ�ในการกำ�หนด 
ค่า Scale และลดระยะเวลาในกระบวนการผลิตอันเนื่องมาจากความผิดพลาดในการกำ�หนดค่า Scale
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Abstract
The purposes of this research were to predict and assign a scale value of multilayer PCB. After the PCB board  
underwent a process of lamination press, it made sheets be sized according to customers’ needs. The collected 
data came from an electronics components manufacturing company in which there are the configuration data of the 
scale of the multilayer PCB board which went back from January 2018 to June 2019. The dependent variables were 
the percentage scale values of the multilayer PCB board and the independent variables were factors affecting the 
determination of the percentage scale values of the multilayer PCB board. Those factors were layer count, distance, 
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บทนำ�

“แผ่นพิมพ์วงจรอิเล็กทรอนิกส์” หรือ PCB (PRINTED  
CIRCUIT BOARD) เป็นส่วนประกอบพื้นฐานที่สำ�คัญของ
วงจรอเิลก็ทรอนกิส ์เปน็ทางเดนิสญัญาณไฟฟา้ใหแ้กอ่ปุกรณ์
อิเล็กทรอนิกส์ต่างๆ ที่อยู่บนแผงวงจร ใช้สำ�หรับต่อวาง
อปุกรณอ์เิลก็ทรอนกิสเ์พือ่ประกอบเปน็วงจรแทนการตอ่วงจร
ดว้ยสายไฟทีม่คีวามซบัซอ้นและยุง่ยาก ในปจัจบุนัแผน่ PCB 
ถูกผลิตและนำ�ไปใช้ในอุตสาหกรรมต่างๆ เช่น อุตสาหกรรม
ยานยนต ์อปุกรณโ์ทรคมนาคมตา่งๆ รวมถงึ เครือ่งมอืทางการ
แพทย์ โทรศัพท์มือถือ และอุปกรณ์คอมพิวเตอร์

	 โดยทางบริษัทผลิตช้ินส่วนอิเล็กทรอนิกส์ท่ีคณะผู้วิจัย
ศึกษา มีการผลิตแผ่นวงจรอยู่ 2 แบบ คือ การผลิตแบบ 2 
หน้าเคลือบรู (Double Sided PCB) และการผลิตแบบหลาย
ชั้น (Multilayer PCB) ในปัจจุบันบริษัทฯ มีความสามารถ
ในการผลิตได้ตั้งแต่ 4 ถึง 24 ชั้น ซึ่งมีความซับซ้อนกว่า
และใช้เทคโนโลยีสูงกว่าการผลิตแผ่นพิมพ์วงจรชนิด 2 หน้า 
กระบวนการผลิตแผ่น PCB ชนิด Multilayer จะต้องผ่าน
กระบวนการ Lamination Press ซึ่งเป็นการอัดงานให้ติด
เป็นเนื้อเดียวกันโดยผ่านความร้อน ส่งผลให้ขนาดของงานมี
การเปลี่ยนแปลง (Dimension Change) จึงต้องมีการกำ�หนด 
Scale ของงาน เพ่ือทำ�การเผื่อระยะของแผ่นงาน ก่อนถึง
กระบวนการ Lamination Press

	 ขัน้ตอนการกำ�หนดคา่ Scale ในปจัจบุนัเปน็ขัน้ตอน
ที่ใช้ประสบการณ์ในการกำ�หนดค่า Scale และการเปรียบ
เทียบค่า Scale จากงานเก่าท่ีมีลักษณะโครงสร้างงานคล้าย
กัน ซึ่งส่งผลให้ค่า Scale มีความแม่นยำ�ค่อนข้างต่ำ� และอาจ
เกดิการผดิพลาดจากการกำ�หนดคา่ Scale สง่ผลใหข้นาดของ
แผ่นงานที่ได้ไม่ตรงตามท่ีลูกค้ากำ�หนด จึงต้องมีการปรับค่า 
Scale ใหม่จนกว่าจะได้ขนาดของแผ่นงานท่ีเหมาะสมหรือ
เรยีกวา่การลองผดิถกู (Trial and Error) ขัน้ตอนดงักลา่วสง่ผล

ใหเ้กดิความลา่ชา้ในการผลิตงาน ซึง่ถอืเป็นการเสียโอกาส เสยี
เวลา และเสียค่าใช้จ่ายในการผลิตงานใหม่ให้กับลูกค้า ดังนั้น
การกำ�หนดค่า Scale ให้เหมาะสมกับลักษณะโครงสร้างงาน
นั้นๆ ในระยะเวลาที่สั้น จะต้องอาศัยปัจจัยต่างๆ ที่เกี่ยวข้อง
กับการกำ�หนดค่า Scale เช่น จำ�นวนชั้นของงาน ความหนา
ของ Core และMaterial Brand เป็นต้น

	 จากความสำ�คญัและปญัหาทีก่ลา่วมาขา้งตน้ คณะผู้
วจิยัจงึมคีวามสนใจศกึษา การถดถอยเชงิสถติ ิ(Statistical Re-
gression) ของการเรยีนรูแ้บบมผีูส้อน (Supervised Learning) 
โดยใช้วิธีการวิเคราะห์การถดถอยเชิงเส้นพหุคูณ (Multiple 
Linear Regression : MLR) วิธีซัพพอร์ตเวกเตอร์รีเกรสชัน 
(Support Vector Regression : SVR) และวิธีต้นไม้ตัดสิน
ใจแบบรีเกรสชัน (Decision Tree Regression) หาตัวแบบที่
เหมาะสมกับข้อมูลการกำ�หนดค่า Scale ของแผ่น PCB ชนิด 
Multilayer เพือ่ใหก้ารกำ�หนดคา่ Scale มคีวามแมน่ยำ�มากยิง่
ขึน้ รวมถงึชว่ยลดระยะเวลาและคา่ใชจ้า่ยในการผลติงานใหม ่
โดยใชโ้ปรแกรม RStudio เป็นเครือ่งมอืในการวเิคราะหแ์ละหา
ตัวแบบพยากรณ์ โดยเกณฑ์ที่ใช้วัดความแม่นยำ�ของตัวแบบ 
ได้แก่ ค่าความคลาดเคลื่อนกำ�ลังสองเฉลี่ย (Mean Square 
Error : MSE) และค่าเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์
เฉลี่ย (Mean Absolute Percent Error : MAPE)

วัตถุประสงค์การวิจัย
	 1. เพือ่เพิม่ความแมน่ยำ�ในการกำ�หนดคา่ Scale ของ
งานชนิด Multilayer

	 2. เพื่อกำ�หนดค่า Scale ของแผ่น PCB ชนิด 
Multilayer อย่างเป็นระบบโดยใช้โปรแกรม RStudio ในการ
วิเคราะห์และพยากรณ์

	 3. เพือ่ลดระยะเวลาในขัน้ตอนการกำ�หนดคา่ Scale

 

core thickness, thickness Cu side (thickness of copper on laminate core board), thickness Cu Foil, Tg (glass transition  
temperature of material), cut direction, Axis, streak (Warp x Fill) and material brand. The models we used for  
analyzing were a multiple linear regression method (MLR), a support vector regression method (SVR), and a decision 
tree regression method. Those methods were the supervised learning models in machine learning and they were 
processed by using the RStudio program, mean square error (MSE) and mean absolute percent error (MAPE) for 
comparison of the efficiency of models for scale predictions. The result revealed that the MSE and the MAPE value 
of the support vector regression model are minimal, which means it is the most suitable model for the data of scale 
predictions of multilayer PCB board due to helping increase the accuracy in assigning scale values and helping save 
the time of the production process as a consequence of errors in assigning scale values. 

Keyword:	 Printed circuit board, Multiple Linear Regression, Support Vector Regression, Decision Tree Regression
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กระบวนการผลิตแผ่น PCB ที่เกี่ยวข้องกับการ
กำ�หนดค่า Scale 
	 ขั้นตอนที่ 1 : Material Cutting
	 ขั้นตอนการตัดแผ่น Laminate ที่จะนำ�มาสร้างลาย
วงจร ต้องตัดให้มีขนาดตามท่ีแผนกออกแบบการผลิตได้
กำ�หนดไว้

	 ขั้นตอนที่ 2 : Thin Core
	 การสร้างเส้นลายวงจรบนแผ่น Laminate มีขั้นตอน
การปฏิบัติงานดังนี้

	 (1) Thin Core Chemical Clean

	 การเตรยีมผวิทำ�ความสะอาดผวิบอรด์ดว้ยน้ำ�ยาเคม ี

	 (2) Thin Core Laminator

	 การนำ�งานท่ีผ่านการทำ�ความสะอาดแล้ว รีด Film 
คลุมทับทั้ง 2 ด้าน

	 (3) Thin Core Exposure

	 การถ่ายแสงเพื่อสร้างลายวงจร

	 (4) Develop

	 การนำ�งานทีผ่า่นการถา่ยแสง ลา้ง Film สว่นทีไ่มถ่กู
การถ่ายแสงออก

	 (5) Etching

	 การกัดทองแดงส่วนที่ไม่ใช่ลายวงจรออกทั้งหมด

	 (6) Strip Film

	 การลา้ง Film สว่นทีค่ลมุเสน้ลายวงจรออก หลงัจาก
งานผ่านการ Strip Film จะได้งานที่มีลายวงจรชั้นใน

	 ขั้นตอนที่ 3 : Automatic Optical Inspection
	 การตรวจสอบคุณภาพลายวงจรเปรียบเทียบกับ
ต้นแบบลูกค้า

	 ขั้นตอนที่ 4 : Lamination
	 (1) Optical Punch

	 การเจาะรูร้อยตาไก่ (Rivet)

	 (2) Oxide Treatment

	 การเคลือบผิวด้วยน้ำ�ยาเคมี 

	 (3) Ply Up และ Lay Up

	 การนำ�ชิ้นงานมาเรียงประกอบให้เป็นตัวงาน

	 (4) Lamination Press

	 การนำ�ตวังานทีผ่า่นการเรยีงมา Press อดัใหง้านตดิ
เป็นเนื้อเดียวกันด้วยความร้อน

Machine Learning
	 Machine Learning หรือ “การเรียนรู้ของเครื่อง” คือ 
การทีท่ำ�ใหเ้ครือ่งจกัรสามารถคำ�นวณทำ�ตามชดุคำ�สัง่ไดห้รือ
ทำ�ให้มีความสามารถในการเรียนรู้ด้วยตนเอง โดยการเรียน
รู้และพยายามเข้าใจรูปแบบความสัมพันธ์ข้อมูลงานใดงาน
หนึ่งเป็นตัวอย่างและเมื่อมีข้อมูลใหม่เข้ามาสามารถทำ�นาย
หรือตัดสินใจจากตัวอย่างด้วยตนเอง ซึ่งเป็น AI (Artificial  
Intelligent : ปัญญาประดิษฐ์) อีกอัลกอริทึมหนึ่งท่ีกำ�ลังได้
รับความนิยม ง่ายต่อการเขียนโปรแกรมภาษา การประยุกต์
ใช้งานผู้ใช้จะเขียนโปรแกรมภาษาให้คอมพิวเตอร์เรียนรู้ด้วย
ตนเอง โดยปอ้นขอ้มลูใหก้บัโปรแกรมภาษาทีเ่ขยีนไวใ้หเ้รยีน
รู้เองจากข้อมูลที่ป้อนไปเรื่อยๆ จนถึงจุดที่โปรแกรมภาษา
ที่เขียนไว้เริ่มจำ�แนกได้แม่นยำ�แล้วจึงเอามาใช้งาน โดยการ
เรียนรู้ของเครื่องสามารถแบ่งประเภทได้เป็น 2 ประเภทหลัก
ใหญ่ๆ1-4 ได้แก่

	 1. การเรียนรู้แบบมีผู้สอน (Supervised Learning)

	 สามารถนำ�ไปประยกุตใ์ชแ้กป้ญัหาได ้2 รปูแบบ คือ 
การถดถอยเชิงสถิติ (Statistical Regression) และการแบ่ง
ประเภท (Classification)

การน างานทีผ่่านการท าความสะอาดแลว้ รดี Film 
คลุมทบัทัง้ 2 ดา้น 
(3) Thin Core Exposure 

การถ่ายแสงเพื่อสรา้งลายวงจร 
(4) Develop 

การน างานทีผ่่านการถ่ายแสง ลา้ง Film ส่วนทีไ่ม่
ถูกการถ่ายแสงออก 
(5) Etching 

การกดัทองแดงสว่นทีไ่ม่ใช่ลายวงจรออกทัง้หมด 
(6) Strip Film 

การล้าง  Film ส่วนที่ค ลุมเส้นลายวงจรออก 
หลงัจากงานผ่านการ Strip Film จะไดง้านทีม่ลีายวงจร
ชัน้ใน 

ขัน้ตอนท่ี 3 : Automatic Optical Inspection 
 การตรวจสอบคุณภาพลายวงจรเปรยีบเทียบกบั
ตน้แบบลกูคา้ 
ขัน้ตอนท่ี 4 : Lamination 

(1) Optical Punch 
การเจาะรรูอ้ยตาไก่ (Rivet) 

(2) Oxide Treatment 
การเคลอืบผวิดว้ยน ้ายาเคม ี 

(3) Ply Up และ Lay Up 
การน าชิน้งานมาเรยีงประกอบใหเ้ป็นตวังาน 

(4) Lamination Press 
การน าตวังานทีผ่่านการเรยีงมา Press อดัใหง้าน

ตดิเป็นเนื้อเดยีวกนัดว้ยความรอ้น 
ขัน้ตอนท่ี 5 : X-Ray Drill 
 น างานทีผ่่านการ Press แลว้มาเจาะหารอูา้งองิ 

ตวัอย่างลกัษณะการวางส่วนประกอบต่าง ๆ ของ
แผ่น PCB ชนิด Multilayer แสดงดงั Figure 1 และ 2 
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Machine Learning 
 Machine Learning หรือ “การเรียนรู้ของเครื่อง” 
คอื การที่ท าใหเ้ครื่องจกัรสามารถค านวณท าตามชุดค าสัง่
ได้หรอืท าใหม้คีวามสามารถในการเรยีนรู้ด้วยตนเอง โดย
การเรยีนรู้และพยายามเขา้ใจรูปแบบความสมัพนัธ์ข้อมูล
งานใดงานหน่ึงเป็นตัวอย่างและเมื่อมีข้อมูลใหม่เข้ามา
สามารถท านายหรือตัดสนิใจจากตัวอย่างด้วยตนเอง ซึ่ง
เ ป็ น  AI (Artificial Intelligent : ปัญญาปร ะดิษ ฐ์ ) อีก
อัลกอริทึมหนึ่งที่ก าลังได้รบัความนิยม ง่ายต่อการเขยีน
โปรแกรมภาษา การประยุกต์ใชง้านผู้ใชจ้ะเขยีนโปรแกรม
ภาษาให้คอมพิวเตอร์เรียนรู้ด้วยตนเอง โดยป้อนข้อมูล
ให้กบัโปรแกรมภาษาที่เขยีนไว้ให้เรียนรู้เองจากข้อมูลที่
ป้อนไปเรื่อย ๆ จนถึงจุดที่โปรแกรมภาษาที่เขยีนไว้เริ่ม
จ าแนกได้แม่นย าแล้วจงึเอามาใช้งาน โดยการเรยีนรู้ของ
เครื่องสามารถแบ่งประเภทไดเ้ป็น 2 ประเภทหลกัใหญ่ ๆ1-4        
ไดแ้ก่ 

1. การเรยีนรูแ้บบมผีูส้อน (Supervised Learning) 
สามารถน าไปประยุกต์ใชแ้ก้ปัญหาได้ 2 รูปแบบ 

คอื การถดถอยเชงิสถติิ (Statistical Regression) และการ
แบ่งประเภท (Classification) 

2. กา ร เ รีย น รู้ แ บบ ไม่ มีผู้ ส อน  (Unsupervised 
Learning) 
โดยสว่นใหญ่จะน าไปประยุกตใ์ชแ้กปั้ญหาในเรื่อง

ของการแบ่งกลุ่ม (Cluster) 

การวิเคราะหก์ารถดถอยเชิงเส้นพหคุณู 
 การถดถอยเชิง เส้นพหุคูณ (Multiple Linear 
Regression) เป็นการวเิคราะห์ขอ้มูลเพื่อหาความสมัพนัธ์
และการ เปลี่ ยนแปลงของตัวแปรตาม  (Dependent 
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ตน้แบบลกูคา้ 
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การเจาะรรูอ้ยตาไก่ (Rivet) 

(2) Oxide Treatment 
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(3) Ply Up และ Lay Up 
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การน าตวังานทีผ่่านการเรยีงมา Press อดัใหง้าน

ตดิเป็นเนื้อเดยีวกนัดว้ยความรอ้น 
ขัน้ตอนท่ี 5 : X-Ray Drill 
 น างานทีผ่่านการ Press แลว้มาเจาะหารอูา้งองิ 

ตวัอย่างลกัษณะการวางส่วนประกอบต่าง ๆ ของ
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เครื่องสามารถแบ่งประเภทไดเ้ป็น 2 ประเภทหลกัใหญ่ ๆ1-4        
ไดแ้ก่ 

1. การเรยีนรูแ้บบมผีูส้อน (Supervised Learning) 
สามารถน าไปประยุกต์ใชแ้ก้ปัญหาได้ 2 รูปแบบ 

คอื การถดถอยเชงิสถติิ (Statistical Regression) และการ
แบ่งประเภท (Classification) 

2. กา ร เ รีย น รู้ แ บบ ไม่ มีผู้ ส อน  (Unsupervised 
Learning) 
โดยสว่นใหญ่จะน าไปประยุกตใ์ชแ้กปั้ญหาในเรื่อง

ของการแบ่งกลุ่ม (Cluster) 

การวิเคราะหก์ารถดถอยเชิงเส้นพหคุณู 
 การถดถอยเชิง เส้นพหุคูณ (Multiple Linear 
Regression) เป็นการวเิคราะห์ขอ้มูลเพื่อหาความสมัพนัธ์
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	 ขั้นตอนที่ 5 : X-Ray Drill
	 นำ�งานที่ผ่านการ Press แล้วมาเจาะหารูอ้างอิง

	 ตวัอยา่งลกัษณะการวางสว่นประกอบตา่งๆ ของแผ่น 
PCB ชนิด Multilayer แสดงดัง Figure 1 และ 2
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	 2. การเรียนรู้แบบไม่มีผู้สอน (Unsupervised  
Learning)

	 โดยส่วนใหญ่จะนำ�ไปประยุกต์ใช้แก้ปัญหาในเรื่อง
ของการแบ่งกลุ่ม (Cluster)

	 การวิเคราะห์การถดถอยเชิงเส้นพหุคูณ
	 การถดถอยเชิงเส้นพหุคูณ (Multiple Linear  
Regression) เป็นการวิเคราะห์ข้อมูลเพื่อหาความสัมพันธ์
และการเปลี่ยนแปลงของตัวแปรตาม (Dependent Variable)  
หรือตัวแปรตอบสนอง (Response Variable) ที่มีอิทธิพล 
เนื่องมาจากตัวแปรอิสระ (Independent Variable) หรือ
ตัวแปรทำ�นาย (Predictor Variable) ตั้งแต่ 2 ตัวแปรขึ้นไป  
โดยอาศัยความสัมพันธ์เชิงเส้นตรงระหว่างกลุ่มของตัวแปร
อิสระที่มีต่อตัวแปรตามมาใช้ในการประมาณค่าหรือทำ�นาย
ค่าของตัวแปรตามได้ 5

	 Y = β0 + β1x1 + β2x2 +... + βkxk + ε

	 เมื่อ

	 Y คือตัวแปรตาม

	 β0 คือค่าคงที่ (Constant) ของสมการถดถอย

	 βi คือค่าสัมประสิทธิ์การถดถอย (Regression  
Coefficient) ของตัวแปรอิสระ เมื่อ i = 1, 2,..., k

	 xi คือตัวแปรอิสระที่ i

	 k คือจำ�นวนตัวแปรอิสระในสมการถดถอย

	 ε คือความคลาดเคลื่อนสุ่ม (Random Error) 

ซัพพอร์ตเวกเตอร์รีเกรสชัน
	 ซัพพอร์ตเวกเตอร์รีเกรสชัน (Support Vector Re-
gression : SVR) ได้แนวคิดและพัฒนามาจาก ซัพพอร์ตเวก
เตอรแ์มชชีน (Support Vector Machine : SVM) เพือ่นำ�ไประ
ยุกต์ใช้สำ�หรับงานด้านการประมาณค่าหรือการวิเคราะห์การ
ถดถอย (Regression) ซ่ึงใน SVM จะใช้สมการระนาบเกิน 
(Hyperplane) ทำ�การแบ่งข้อมูลออกจากกัน แต่ SVR นั้นจะ
ใช้ Hyperplane ในการพยากรณ์ค่า6-8 โดยมีลักษณะสมการ
เป็นดังนี้

	 f(x) = (w•x) + b			   (1) 

	 เมื่อ

	 w คือเวกเตอร์ถ่วงน้ำ�หนัก (Weight) 

	 b คือค่าความคลาดเคลื่อน (Bias) 

	 x คือเวกเตอร์ข้อมูลนำ�เข้า (Input data) แสดง
ในรูปของเวกเตอร์คอลัมน์ (x1,..., xn)

T ขนาดเท่ากับ  
n ; xi ∈ R ; i = 1,..., n

	 R คือเซตของจำ�นวนจริง

	 หลักการในการหา Hyperplane สำ�หรับใช้แทน
กลุ่มของข้อมูลที่เหมาะสมที่สุด จะหาตำ�แหน่งของข้อมูลที่
เป็นซัพพอร์ตเวกเตอร์ (Support Vector) ซึ่งจะเป็นข้อมูลใน
ตำ�แหน่งท่ีอยู่ห่างจาก Hyperplane มากท่ีสุด และตำ�แหน่ง
ดังกล่าวจะอยู่บนเส้นแบ่งระยะของเขต (Boundary Line) ที่
กำ�หนดขึ้น

	 ซึ่งในทางทฤษฎีจะพยายามให้ข้อมูลทั้งหมดอยู่
ภายใน Boundary Line และสร้าง Hyperplane ที่ใช้แทนกลุ่ม
ข้อมูลขึ้น เพื่อใช้ประมาณค่าให้ใกล้เคียงกับตัวอย่างข้อมูล 
เอ้าพุต โดย Hyperplane ดังกล่าวจะอยู่ในตำ�แหน่งที่รักษา
ระยะห่างที่มากที่สุด ระหว่างตำ�แหน่งข้อมูลที่เป็น Support 
Vector

Variable) หรอืตวัแปรตอบสนอง  (Response Variable) ที�มี
อทิธพิลเนื�องมาจากตวัแปรอสิระ  (Independent Variable)  
หรือตัวแปรทํานาย  (Predictor Variable) ตั �งแต่  �  ตัวแปร
ขึ�นไป  โดยอาศยัความสมัพนัธเ์ชงิเสน้ตรงระหว่างกลุ่มของ
ตวัแปรอสิระที�มต่ีอตวัแปรตามมาใชใ้นการประมาณค่าหรอื
ทาํนายค่าของตวัแปรตามได ้ 5 

0 1 1 2 2 ... k kY x x x           

เมื�อ  Y  คอืตวัแปรตาม 

0  คอืค่าคงที�  (Constant) ของสมการถดถอย 

i  คอืค่าสมัประสทิธิ �การถดถอย  (Regression  

Coefficient) ของตวัแปรอสิระ  เมื�อ   1,2,...,ki   

ix  คอืตวัแปรอสิระที�  i 
k  คอืจาํนวนตวัแปรอสิระในสมการถดถอย 

  คอืความคลาดเคลื�อนสุม่  (Random Error) 

ซพัพอรต์เวกเตอรร์ีเกรสชนั 
 ซัพพอร์ตเวกเตอร์รีเกรสชัน  (Support Vector 

Regression  : SVR)  ไดแ้นวคดิและพฒันามาจาก  ซพัพอรต์
เวกเตอร์แมชชีน  (Support Vector Machine : SVM)  เพื�อ
นําไประยุกต์ใช้สําหรบังานด้านการประมาณค่าหรือการ
วิเคราะห์การถดถอย   (Regression) ซึ�งใน SVM จะใช้
สมการระนาบเกนิ  (Hyperplane) ทาํการแบ่งขอ้มลูออกจาก
กนั  แต่  SVR นั �นจะใช้  Hyperplane  ในการพยากรณ์ค่า�-�   
โดยมลีกัษณะสมการเป็นดงันี� 

 f x w x b                                      (1) 
เมื�อ w   คอืเวกเตอรถ่์วงนํ�าหนกั  (Weight) 
 b   คอืค่าความคลาดเคลื�อน  (Bias) 

 x   คอืเวกเตอร์ขอ้มูลนําเขา้  (Input data) แสดง
ในรูปของเวกเตอร์คอลัมน์    1,...,

T
nx x ขนาดเท่ากบั  

; ; 1,...,    in x R i n   

 R   คอืเซตของจาํนวนจรงิ 
 หลักการในการหา  Hyperplane สําหรับใช้แทน
กลุ่มของขอ้มูลที�เหมาะสมที�สุด  จะหาตําแหน่งของขอ้มูลที�
เป็นซพัพอร์ตเวกเตอร์   (Support Vector) ซึ�งจะเป็นขอ้มูล
ในตําแหน่งที�อยู่ห่างจาก  Hyperplane มากที�สุด   และ
ตําแหน่งดงักล่าวจะอยู่บนเสน้แบ่งระยะของเขต  (Boundary 

Line) ที�กาํหนดขึ�น 

 ซึ�งในทางทฤษฎีจะพยายามให้ขอ้มูลทั �งหมดอยู่
ภายใน  Boundary Line  และสร้าง  Hyperplane ที�ใช้แทน
กลุ่มข้อมูลขึ�น  เพื�อใช้ประมาณค่าให้ใกล้เคียงกบัตวัอย่าง
ขอ้มูลเอา้พุต  โดย  Hyperplane ดงักล่าวจะอยู่ในตําแหน่งที�
ร ักษาระยะห่างที�มากที�สุด  ระหว่างตําแหน่งข้อมูลที�เป็น  
Support Vector 

 
Figure 3  Show how to find the optimal hyperplane line 
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 ฟังก์ชนัเคอร์เนลที�นิยมใชใ้นการสร้างตวัแบบซพั
พอร์ตเวกเตอร์รีเกรสชัน  คือ  Gaussian Radial Basis 

Function7 
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	 สำ �หรับ  SVR กรณีปัญหาแบบไม่ เชิ ง เส้ น  
(Non-Linear) ไม่สามารถใช้วิธีแบบเชิงเส้น (Linear) ดังน้ัน
จึงต้องใช้ฟังก์ชันเคอร์เนล (Kernel Function) ในการส่งผ่าน 
(Mapping) ข้อมูลที่ไม่เป็นเชิงเส้นเพื่อให้สามารถใช้วิธีการ
แบบเชิงเส้นได้ ซึ่งประเภทของ Kernel Function นั้นมีหลาย
ประเภท เช่น Linear Kernel Function, Sigmoid Kernel  
Function และGaussian Radial Basis (RBF) เป็นต้น
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	 ฟังก์ชันเคอร์เนลที่นิยมใช้ในการสร้างตัวแบบ
ซัพพอร์ตเวกเตอร์รีเกรสชัน คือ Gaussian Radial Basis 
Function7

	 k(x,xi) = exp(-γIIx - xiII
2), γ>0	 (2) 

	 ดังนั้นสมการ Hyperplane สามารถเขียนใหม่ใน 
รูปแบบสมการระนาบเกินไม่เป็นเชิงเส้นโดยใช้ฟังก์ชัน
เคอร์เนลได้ดังนี้

(3) 

ต้นไม้ตัดสินใจแบบรีเกรสชัน

	 Decision Tree หรือเทคนิคต้นไม้ตัดสินใจ คือแบบ
จำ�ลองทางคณิตศาสตร์ เพื่อหาทางเลือกท่ีดีท่ีสุด โดยนำ�
ขอ้มูลมาสรา้งการพยากรณใ์นรปูแบบของโครงสรา้งตน้ไม ้ซึง่
สามารถแบ่งออกเป็น 2 ประเภทหลักๆ คือ Decision Tree 
Classification (ตน้ไมส้ำ�หรบัการจดักลุม่) และ Decision Tree 
Regression (ต้นไม้สำ�หรับการทำ�นายค่า) โดยโครงสร้างของ
ต้นไม้ตัดสินใจจะประกอบไปด้วย

	 - โหนดราก คือ ตำ�แหน่งเริ่มต้นของต้นไม้ตัดสินใจ

	 - โหนดกิ่ง คือ โหนดลูก มีจำ�นวนโหนดขึ้นอยู่กับ 
Condition ของโหนดแม่

	 - โหนดใบ คือ ผลลัพธ์ที่ต้องการในการทำ�นายของ
ตัวแบบพยากรณ์
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(Continuous Output) ของสิ่งที่ต้องการพยากรณ์ โดยหลัก
การสร้างจะเริ่มสร้างจากโหนดรากและแบ่งข้อมูลออกเป็น 2 
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และค่าเฉลี่ยที่ได้จะเป็นผลลัพธ์ของการพยากรณ์10-13 
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 R   คอืเซตของจาํนวนจรงิ 
 หลักการในการหา  Hyperplane สําหรับใช้แทน
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Function7 
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ดงันัน้สมการ Hyperplane สามารถเขยีนใหม่ใน
รปูแบบสมการระนาบเกนิไม่เป็นเชงิเสน้โดยใชฟั้งกช์นัเคอร์
เนลไดด้งันี้ 
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ต้นไม้ตดัสินใจแบบรีเกรสชนั 
 Decision Tree หรือเทคนิคต้นไม้ตัดสินใจ คือ
แบบจ าลองทางคณิตศาสตร ์เพื่อหาทางเลอืกทีด่ทีีสุ่ด โดย
น าข้อมูลมาสร้างการพยากรณ์ในรูปแบบของโครงสร้าง
ต้นไม้ ซึ่งสามารถแบ่งออกเป็น 2 ประเภทหลัก ๆ คือ 
Decision Tree Classification (ต้นไม้ส าหรับการจัดกลุ่ม) 
และ Decision Tree Regression (ต้นไมส้ าหรบัการท านาย
ค่า) โดยโครงสรา้งของตน้ไมต้ดัสนิใจจะประกอบไปดว้ย 

- โหนดราก คอื ต าแหน่งเริม่ตน้ของตน้ไมต้ดัสนิใจ 
- โหนดกิ่ง คือ โหนดลูก มีจ านวนโหนดขึ้นอยู่กบั 

Condition ของโหนดแม่ 
- โหนดใบ คอื ผลลพัธท์ีต่้องการในการท านายของ

ตวัแบบพยากรณ์ 
ในกรณี Decision Tree Regression เป็นเทคนิคการ

ท า ให้ผลลัพธ์ เ ป็นค่ าจ านวนจริงหรือ เ ป็นผลลัพธ์ที่
ต่ อ เ นื่ อ ง กัน  (Continuous Output) ข อ ง สิ่ ง ที่ ต้ อ งกา ร
พยากรณ์ โดยหลกัการสรา้งจะเริม่สร้างจากโหนดรากและ
แบ่งขอ้มลูออกเป็น 2 เสน้ทาง โดยใชก้ฎ If-else ดงั Figure 
5 ในการแบ่งต้นไม ้และท าการแตกโหนดไปเรื่อย ๆ จนถงึ
โหนดใบ จะท าการพยากรณ์ค่าผลลพัธท์ีต่้องการ ดว้ยการ
หาค่าเฉลี่ยของโหนดผลลัพธ์ และค่าเฉลี่ยที่ได้จะเป็น
ผลลพัธข์องการพยากรณ์10-13   

Condition

Targeted 1 Targeted 2

TURE FALSE

 

Figure 5 Show if-else statements used to divide the 
tree11 
 

ตวัอย่าง จาก Figure 6 เมื่อท าการแบ่งขอ้มลูจะเหน็ได้
ว่า ถา้ขอ้มลู 1 1X t  และ 2 2X t  เป็นจรงิทัง้ 2 เงื่อนไข 

ผลลพัธข์องการพยากรณ์คอื 1R  โดยที ่ 1R  คอืค่าเฉลีย่ของ
โหนดผลลพัธ ์

Figure 6  Previewing the data division of the Decision 
Tree Regression 

วิธีด าเนินการวิจยั 
 ในการด าเนินการครัง้นี้ ผูว้จิยัไดท้ าการศกึษาใน
เรื่องการสรา้งตวัแบบเพื่อใชพ้ยากรณ์ค่า Scale ของแผ่น 
PCB ชนิด Multilayer ซึง่มกีระบวนการด าเนินการวจิยั
ประกอบดว้ย 6 ขัน้ตอนหลกั คอื  
ขัน้ตอนท่ี 1 : การออกแบบโครงงานวิจยั 
 งานวจิยันี้มรีูปแบบการด าเนินงานโดยเกบ็ขอ้มูล
จากฐานข้อมูลในบริษัท ในลักษณะของการเก็บข้อมูล
ย้ อ น ห ลั ง  (Retrospective) เ พื่ อ ศึ ก ษ า ห า รู ป แ บ บ
ความสมัพนัธร์ะหว่างปัจจยัต่าง ๆ  ทีส่ง่ผลต่อการก าหนดคา่ 
Scale และหาค่าตวัแบบเพื่อใชพ้ยากรณ์ค่า Scale ของแผน่ 
PCB ชนิด Multilayer 
ขัน้ตอนท่ี 2 : ตวัแปรท่ีใช้ในโครงงานวิจยั 

1. ตวัแปรตน้ (Independent Variable) 
- ตวัแปรเชงิปรมิาณ (Quantitative Variable) 

(1) Layer Count คือจ านวนชัน้ของงาน มี
ตัง้แต่ 4-24 ชัน้ มหีน่วยเป็น layer 

(2) Distance คอืระยะของแนวงาน มหีน่วย
เป็น inches 

(3) Core thickness คอืความหนาของ Core 
มหีน่วยเป็น mill 

(4) Thickness Cu Side คือความหนาของ 
Copper บนแผ่น Laminate Core นัน้ ๆ 
มหีน่วยเป็น Ounce 

(5) Cu Foil คอืความหนาของ Copper Foil 
ทีน่ ามาใช ้Press มหีน่วยเป็น Ounce 

(6) Tg คือGlass Transition Temperature 
ข อ ง  Material มีห น่ ว ย เ ป็ น  Degree 
Celsius (°C) 
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ในกรณี Decision Tree Regression เป็นเทคนิคการ
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พยากรณ์ โดยหลกัการสรา้งจะเริม่สร้างจากโหนดรากและ
แบ่งขอ้มลูออกเป็น 2 เสน้ทาง โดยใชก้ฎ If-else ดงั Figure 
5 ในการแบ่งต้นไม ้และท าการแตกโหนดไปเรื่อย ๆ จนถงึ
โหนดใบ จะท าการพยากรณ์ค่าผลลพัธท์ีต่้องการ ดว้ยการ
หาค่าเฉลี่ยของโหนดผลลัพธ์ และค่าเฉลี่ยที่ได้จะเป็น
ผลลพัธข์องการพยากรณ์10-13   

Condition

Targeted 1 Targeted 2

TURE FALSE

 

Figure 5 Show if-else statements used to divide the 
tree11 
 

ตวัอย่าง จาก Figure 6 เมื่อท าการแบ่งขอ้มลูจะเหน็ได้
ว่า ถา้ขอ้มลู 1 1X t  และ 2 2X t  เป็นจรงิทัง้ 2 เงื่อนไข 

ผลลพัธข์องการพยากรณ์คอื 1R  โดยที ่ 1R  คอืค่าเฉลีย่ของ
โหนดผลลพัธ ์

Figure 6  Previewing the data division of the Decision 
Tree Regression 

วิธีด าเนินการวิจยั 
 ในการด าเนินการครัง้นี้ ผูว้จิยัไดท้ าการศกึษาใน
เรื่องการสรา้งตวัแบบเพื่อใชพ้ยากรณ์ค่า Scale ของแผ่น 
PCB ชนิด Multilayer ซึง่มกีระบวนการด าเนินการวจิยั
ประกอบดว้ย 6 ขัน้ตอนหลกั คอื  
ขัน้ตอนท่ี 1 : การออกแบบโครงงานวิจยั 
 งานวจิยันี้มรีูปแบบการด าเนินงานโดยเกบ็ขอ้มูล
จากฐานข้อมูลในบริษัท ในลักษณะของการเก็บข้อมูล
ย้ อ น ห ลั ง  (Retrospective) เ พื่ อ ศึ ก ษ า ห า รู ป แ บ บ
ความสมัพนัธร์ะหว่างปัจจยัต่าง ๆ  ทีส่ง่ผลต่อการก าหนดคา่ 
Scale และหาค่าตวัแบบเพื่อใชพ้ยากรณ์ค่า Scale ของแผน่ 
PCB ชนิด Multilayer 
ขัน้ตอนท่ี 2 : ตวัแปรท่ีใช้ในโครงงานวิจยั 

1. ตวัแปรตน้ (Independent Variable) 
- ตวัแปรเชงิปรมิาณ (Quantitative Variable) 

(1) Layer Count คือจ านวนชัน้ของงาน มี
ตัง้แต่ 4-24 ชัน้ มหีน่วยเป็น layer 

(2) Distance คอืระยะของแนวงาน มหีน่วย
เป็น inches 

(3) Core thickness คอืความหนาของ Core 
มหีน่วยเป็น mill 

(4) Thickness Cu Side คือความหนาของ 
Copper บนแผ่น Laminate Core นัน้ ๆ 
มหีน่วยเป็น Ounce 

(5) Cu Foil คอืความหนาของ Copper Foil 
ทีน่ ามาใช ้Press มหีน่วยเป็น Ounce 

(6) Tg คือGlass Transition Temperature 
ข อ ง  Material มีห น่ ว ย เ ป็ น  Degree 
Celsius (°C) 

Figure 6 Previewing the data division of the  
Decision Tree Regression

วิธีดำ�เนินการวิจัย
	 ในการดำ�เนนิการครัง้นี ้ผูว้จิยัไดท้ำ�การศกึษาในเร่ือง
การสร้างตัวแบบเพื่อใช้พยากรณ์ค่า Scale ของแผ่น PCB 
ชนดิ Multilayer ซึง่มกีระบวนการดำ�เนนิการวจิยัประกอบดว้ย 
6 ขั้นตอนหลัก คือ	

	 ขั้นตอนที่ 1 : การออกแบบโครงงานวิจัย
	 งานวิจัยนี้มีรูปแบบการดำ�เนินงานโดยเก็บข้อมูล
จากฐานขอ้มลูในบรษัิท ในลกัษณะของการเกบ็ขอ้มลูยอ้นหลงั 
(Retrospective) เพื่อศึกษาหารูปแบบความสัมพันธ์ระหว่าง
ปจัจยัตา่งๆ ทีส่ง่ผลตอ่การกำ�หนดคา่ Scale และหาคา่ตวัแบบ
เพื่อใช้พยากรณ์ค่า Scale ของแผ่น PCB ชนิด Multilayer

	 ขั้นตอนที่ 2 : ตัวแปรที่ใช้ในโครงงานวิจัย
1. ตัวแปรต้น (Independent Variable) 

	 - ตัวแปรเชิงปริมาณ (Quantitative Variable) 

		  (1) Layer Count คอืจำ�นวนชัน้ของงาน มตีัง้แต ่
4-24 ชั้น มีหน่วยเป็น layer
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		  (2) Distance คอืระยะของแนวงาน มหีนว่ยเปน็ 
inches

		  (3) Core thickness คือความหนาของ Core  
มีหน่วยเป็น mill

		  (4) Thickness Cu Side คือความหนาของ  
Copper บนแผ่น Laminate Core นั้นๆ มีหน่วยเป็น Ounce

		  (5) Cu Foil คือความหนาของ Copper Foil  
ที่นำ�มาใช้ Press มีหน่วยเป็น Ounce

		  (6) Tg คอืGlass Transition Temperature ของ 
Material มีหน่วยเป็น Degree Celsius (°C) 

	 - ตัวแปรเชิงคุณภาพ (Qualitative Variable) 

		  (1) Cut direction คือแนวของงานมี 2 แบบ  
คือ Cut A และ Cut B ไม่มีหน่วย

		  (2) Axis คือ แกนของงานมี 2 แกน คือ แกน X 
และแกน Y ไม่มีหน่วย

		  (3) Streak คือแนวของงาน Warp x Fill ไม่มี
หน่วย

		  (4) Material Brand คือชนิดของแบรนด์  
Material ไม่มีหน่วย

	 2. ตัวแปรตาม (Dependent Variable) ได้แก่  
ค่า %Scale X และ %Scale Y

	 ขั้นตอนที่  3  :  การรวบรวมข้อมูล (Data  
Collection)
	 การวิจัยครั้งนี้เป็นการวิเคราะห์ข้อมูลเพื่อหาแบบ
จำ�ลองทางสถติ ิโดยเกบ็จากแหลง่ขอ้มลูทตุยิภมู ิ(Secondary 
Data) ซึง่เปน็ขอ้มลูทีร่วบรวมจากฐานขอ้มลูของบริษัทผลิตช้ิน
ส่วนอิเล็กทรอนิกส์ท่ีคณะผู้วิจัยศึกษา โดยนำ�ขอ้มลูรายวนั ตัง้แต่
เดือนมกราคม พ.ศ. 2561 ถึงเดือนมิถุนายน พ.ศ. 2562 มา
วิเคราะห์หาตัวแบบในการพยากรณ์ค่า Scale ของแผ่น PCB 
ชนิด Multilayer

	 ขั้นตอนที่  4  :  การเตรียมข้อมูล  (Data  
Preparation)
	 กระบวนการในการเตรยีมขอ้มลูมคีวามสำ�คญักบังาน
ด้านการทำ�นาย สาเหตุที่ต้องมีการเตรียมข้อมูล คือ ข้อมูลมี
คา่สญูหาย (Missing Value) หมายถงึ ขอ้มลูทีจ่ดัเกบ็บางสว่น
อาจเป็นค่าว่าง ข้อมูลมีค่าผิดปกติ (Outlier) หมายถึง ข้อมูล
มีค่ามากกว่าหรือน้อยกว่าค่าที่ควรจะเป็น หรืออาจเกิดจาก
ความผดิพลาดในการจดบนัทกึขอ้มลูและขอ้มลูทีไ่ดไ้มม่คีวาม
สม่ำ�เสมอ (Inconsistent) หมายถงึ ขอ้มลูอาจอยูใ่นรปูแบบตา่ง
กันหรืออาจมีหน่วยวัดท่ีต่างกัน สามารถแก้ไขได้โดยการเตรี
ยมข้อมูล ซึ่งแบ่งออกเป็น 3 ส่วน ดังนี้

	 1. การคัดเลือกข้อมูล (Data Selection) ทำ�การคัด
เลือกข้อมูลที่เกี่ยวข้องกับการวิเคราะห์ และเป็นประโยชน์ต่อ
การพยากรณ์ สิ่งที่ผู้วิจัยสนใจศึกษาเป็นเรื่องของการกำ�หนด
ค่า Scale ซึ่งเลือกใช้ตัวแปรที่ระบุไว้ในขั้นตอนที่ 2 

	 2. การกลั่นกรองข้อมูล (Data Cleaning) หลังจาก
คดัเลอืกขอ้มลูแลว้ พบวา่ขอ้มลูยงัไมส่มบรูณ ์เชน่ คา่สญูหาย 
(Missing Value) และมีการเก็บข้อมูลซ้ำ�ในฐานข้อมูล แก้ไข้
โดยการตัดแถวนั้นทิ้งไป โดยใช้โปรแกรม RStudio ในการ
แก้ไข

	 3. การแปลงรูปแบบข้อมูล (Data Transformation) 

		  3.1 การจัดรูปแบบการเก็บข้อมูล

		  เมือ่คดักรองขอ้มลูทีไ่มถ่กูตอ้งออกจากชดุขอ้มลู
แลว้ ไดท้ำ�การจดัรปูแบบการเกบ็ขอ้มลูใหม ่โดยการแบง่ขอ้มลู
ของแต่ละ Part Number ตามจำ�นวน Core Inner ของงาน
นั้นๆ และทำ�การแยกข้อมูลของแต่ละ Core Inner ด้วยแกน
ของงาน (แกน X และแกน Y) ทำ�ให้ใน 1 Core Inner ของ 
Part Number จะแบ่งข้อมูลออกเป็น 2 บรรทัด ซึ่งในการ
จัดรูปแบบดังกล่าวจะทำ�ให้มีข้อมูลในการวิเคราะห์มากขึ้น 
และสามารถพยากรณ์ค่า Scale ในทีเดียวได้ทั้งแกน X และ 
แกน Y

		  3.2 การ Encoding ตัวแปรเชิงคุณภาพ

		  เนื่องจากงานวิจัยนี้มีตัวแปรเชิงคุณภาพ ยังไม่
สามารถนำ�มาวเิคราะห ์เพือ่สรา้งตวัแบบสำ�หรบัการพยากรณ์
ได้ จงึได้ทำ�การ Encode กบัตัวแปรเชงิคณุภาพ โดยใชว้ธิกีาร 
Encode แบบ One-Hot Encoding คอื การแปลงขอ้มลูใหเ้ปน็ 
Binary (0 กับ 1) โดยใช้คำ�สั่ง dummy_cols() จาก Packages 
“fastDummies” ในโปรแกรม RStudio

	 ขั้นตอนที่ 5 : การสร้างตัวแบบ (Modeling)
	 ผู้วิจัยได้ดำ�เนินการสร้างตัวแบบเพื่อพยากรณ์
ค่า Scale ของแผ่น PCB ชนิด Multilayer ด้วยตัวแบบการ
พยากรณ์ 3 ตัวแบบ ได้แก่ ตัวแบบการวิเคราะห์การถดถอย
เชิงเส้นพหุคูณ (Multiple Linear Regression) ตัวแบบ
ซัพพอร์ตเวกเตอร์รีเกรสชัน (Support Vector Regression) 
และตัวแบบต้นไม้ตัดสินใจแบบรีเกรสชัน (Decision Tree 
Regression) 

	 ขัน้ตอนที ่6 : การเปรยีบเทยีบประสทิธภิาพของ
ตัวแบบ (Evaluation)
	 ในงานวิจัยนี้ได้ใช้ค่าความคลาดเคล่ือนกำ�ลังสอง
เฉล่ีย (Mean Square Error : MSE) และค่าเปอร์เซ็นต์
ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (Mean Absolute Percent 
Error : MAPE) เปรียบเทียบค่าเพื่อเลือกตัวแบบที่ดีที่สุดใน
การพยากรณ์ค่า Scale ของแผ่น PCB ชนิด Multilayer
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ผลการวิจัย
	 ตวัแบบการวเิคราะหก์ารถดถอยเชงิเสน้พหุคณู 
(Multiple Linear Regression : MLR)
	 โปรแกรม RStudio มฟัีงกช์นัพืน้ฐานสำ�หรบัคำ�นวณ
สถิติ คือ ANOVA และ Linear Regression Model ซึ่งใช้กับ
กรณตีวัแปรตาม (Dependent Variable) ทีเ่ปน็ขอ้มลูตอ่เนือ่ง 
โดย Linear Regression ใชเ้มือ่ตวัแปรตน้ (Independent Vari-
able) เปน็ขอ้มลูตวัเลขตอ่เนือ่ง สามารถใชค้ำ�สัง่ lm( ) คำ�นวณ
ตัวแบบ กำ�หนดให้ตัวแปรตามคือ ค่า Scale และตัวแปรต้น
คือตัวแปรที่มีความสัมพันธ์กับตัวแปรตาม โดยใช้คำ�สั่งใน
โปรแกรม RStudio ช่วยในการสร้างตัวแบบ ดัง Figure 7 ได้
สมการถดถอยดังนี้

	 Corethk คือ ความหนาของ Core

	 ThkcusideA คือ ความหนาของ Cu บนแผ่น  
Laminate Core นั้นๆ หน้า A

	 ThkcusideB คือ ความหนาของ Cu บนแผ่น  
Laminate Core นั้นๆ หน้า B

	 Cufoil คือ ความหนาของ Copper Foil ที่นำ�มาใช้ 
Press

	 Tg คอื Glass Transition Temperature ของ Material

	 CutdirectionA คือ แนวของงาน Cut A

	 AxisX คือ แกน X ของงาน

	 Streakfill คือ แนวของงานด้าน fill

	 BrandTLM140MT คือ ชื่อชนิดของแบรนด์ท่ีใช้ใน
การผลิตแบบที่ 1

	 BrandTLM150MT คือ ชื่อชนิดของแบรนด์ท่ีใช้ใน
การผลิตแบบที่ 2

	 BrandTLM170T คือ ชื่อชนิดของแบรนด์ที่ใช้ในการ
ผลิตแบบที่ 3

	 BrandTLM170TF2 คือ ชื่อชนิดของแบรนด์ที่ใช้ใน
การผลิตแบบที่ 4

	 BrandTLM150TF2 คือ ชื่อชนิดของแบรนด์ที่ใช้ใน
การผลิตแบบที่ 5

	 BrandPANASONICR1566W คือ ชื่อชนิดของ
แบรนด์ที่ใช้ในการผลิตแบบที่ 6

	 BrandTLM140 คือ ชื่อชนิดของแบรนด์ท่ีใช้ในการ
ผลิตแบบที่ 7

	 BrandSHENGYIS1000 คือ ชื่อชนิดของแบรนด์ที่
ใช้ในการผลิตแบบที่ 8

	 BrandTLM150HF คือ ชื่อชนิดของแบรนด์ที่ใช้ใน
การผลิตแบบที่ 9

	 BrandSHENGYIS1000.2 คือ ชื่อชนิดของแบรนด์
ที่ใช้ในการผลิตแบบที่ 10

	 BrandSHENGYIS1000AUTOLAD1 คือ ชื่อชนิด
ของแบรนด์ที่ใช้ในการผลิตแบบที่ 11

	 BrandMATSUSHITAR1566W คือ ชื่อชนิดของ
แบรนด์ที่ใช้ในการผลิตแบบที่ 12

	 BrandNANYANP175RBH คือ ชื่อชนิดของแบรนด์
ที่ใช้ในการผลิตแบบที่ 13

	 BrandAUTOLAD3 คือ ชื่อชนิดของแบรนด์ที่ใช้ใน
การผลิตแบบที่ 14

ผลการวิจยั 
ตวัแบบการวิเคราะหก์ารถดถอยเชิงเส้นพหคุณู 
(Multiple Linear Regression : MLR) 
โปรแกรม RStudio มีฟังก์ชนัพื้นฐานส าหรบัค านวณสถิติ 
คอื ANOVA และ Linear Regression Model ซึง่ใชก้บักรณี
ตัวแปรตาม (Dependent Variable) ที่เป็นข้อมูลต่อเนื่อง 
โดย Linear Regression ใช้เมื่อตัวแปรต้น (Independent 
Variable) เป็นขอ้มูลตวัเลขต่อเนื่อง สามารถใชค้ าสัง่ lm( ) 
ค านวณตวัแบบ ก าหนดใหต้วัแปรตามคอื ค่า Scale และตวั
แปรต้นคอืตวัแปรที่มคีวามสมัพนัธ์กบัตวัแปรตาม โดยใช้
ค าสัง่ในโปรแกรม RStudio ช่วยในการสร้างตัวแบบ ดัง 
Figure 7 ไดส้มการถดถอยดงันี้ 
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โดยที ่ 
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	 โดยที่ 

	 Scale% คือ ค่าเปอร์เซ็นต์ Scale ของงานชนิด 
Multilayer

	 LayerCount คือ จำ�นวนชั้นของงาน

	 Distance คือ ระยะของแนวงาน
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การผลติแบบที ่15 
BrandISOLA370HR คือ ชื่อชนิดของแบรนด์ที่ใช้ในการ
ผลติแบบที ่16 

 
Figure 7  Commands in RStudio to create Multiple 
Linear Regression 
 
ตรวจสอบข้อตกลงเบื้องต้นในการวิเคราะห์การ
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2. การตรวจสอบค่าความแปรปรวนและความเป็น
อิสระของค่าความคลาดเคลื่อน ได้ผลลัพธ์ดัง 
Figure 9 พบว่า ค่าความคลาดเคลื่อนมีการ
กระจายอยู่รอบค่าศนูยแ์บบสุม่ละขนานไปกบัแกน 
X แสดงว่าค่าความแปรปรวนของค่ าความ
คลาดเคลื่อนมคี่าคงที่ และค่าความคลาดเคลื่อน
เป็นอสิระกนั 
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ตวัแบบต้นไม้ตดัสินใจแบบรีเกรสชัน (Decision Tree 
Regression) 
การหาตัวแบบพยากรณ์ Decision Tree Regression ใน
โปรแกรม RStudio สามารถท าไดโ้ดยใชค้ าสัง่ rpart( ) จาก 
Packages “rpart” โ ดยตั ้ง ค่ า ใ ห้  control = rpart.control 
(minsplit=1) ก าหนดใหพ้ารามเิตอรเ์ป็นค่าเริม่ตน้ (Default) 
ของโปรแกรม และก าหนดใหต้วัแปรตามคอื ค่า Scale และ
ตวัแปรตน้คอืตวัแปรทีเ่หลอื ดงั Figure 11 

 

Figure 10 Commands in RStudio to create  
Support Vector Regression

ตัวแบบต้นไม้ตัดสินใจแบบรีเกรสชัน (Decision 
Tree Regression)
	 การหาตวัแบบพยากรณ ์Decision Tree Regression  
ในโปรแกรม RStudio สามารถทำ�ได้โดยใช้คำ�สั่ง rpart( ) 
จาก Packages “rpart” โดยตั้งค่าให้ control = rpart.control 
(minsplit=1) กำ�หนดให้พารามิเตอร์เป็นค่าเริ่มต้น (Default) 
ของโปรแกรม และกำ�หนดให้ตัวแปรตามคือ ค่า Scale และ
ตัวแปรต้นคือตัวแปรที่เหลือ ดัง Figure 11

BrandAUTOLAD3 คอื ชื่อชนิดของแบรนดท์ีใ่ชใ้นการผลติ
แบบที ่14 
BrandTLM140MTREV1 คอื ชือ่ชนิดของแบรนดท์ีใ่ชใ้น
การผลติแบบที ่15 
BrandISOLA370HR คือ ชื่อชนิดของแบรนด์ที่ใช้ในการ
ผลติแบบที ่16 

 
Figure 7  Commands in RStudio to create Multiple 
Linear Regression 
 
ตรวจสอบข้อตกลงเบื้องต้นในการวิเคราะห์การ
ถดถอยเชิงเส้นพหคุณู 

1. การตรวจสอบการแจกแจงปกติของค่าความ
คลาดเคลื่อน ไดผ้ลลพัธ์ Figure 8 พบว่า กราฟที่
ได้ไม่มีแนวโน้มเป็นเส้นตรง สรุปได้ว่าความ
คลาดเคลื่อนไม่มกีารแจกแจงแบบปกต ิ

2. การตรวจสอบค่าความแปรปรวนและความเป็น
อิสระของค่าความคลาดเคลื่อน ได้ผลลัพธ์ดัง 
Figure 9 พบว่า ค่าความคลาดเคลื่อนมีการ
กระจายอยู่รอบค่าศนูยแ์บบสุม่ละขนานไปกบัแกน 
X แสดงว่าค่าความแปรปรวนของค่ าความ
คลาดเคลื่อนมคี่าคงที่ และค่าความคลาดเคลื่อน
เป็นอสิระกนั 

 

Figure 8  Normal Quantile-Quantile Plot of Regression 
Standardized Residual of the scale forecast of 
multilayer PCB board 

 

Figure 9  The relationship between the standardized 
residual and the predictions of scale values of multilayer 
PCB board 

ตวัแบบซพัพอรต์เวกเตอรรี์เกรสชนั (Support Vector 
Regression : SVR)  
การหาตัวแบบพยากรณ์ Support Vector Regression ใน
โปรแกรม RStudio สามารถท าไดโ้ดยใชค้ าสัง่ svm( ) จาก 
Packages “e1071” โดยตัง้ค่าให้ type = 'eps-regression' 
ก าหนดค่าพารามิเตอร์เ ป็นค่า เริ่มต้น ( Default) ของ
โปรแกรม และก าหนดใหต้วัแปรตามคอื ค่า Scale และตวั
แปรตน้คอืตวัแปรทีเ่หลอื ดงั Figure 10 
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ตวัแบบต้นไม้ตดัสินใจแบบรีเกรสชัน (Decision Tree 
Regression) 
การหาตัวแบบพยากรณ์ Decision Tree Regression ใน
โปรแกรม RStudio สามารถท าไดโ้ดยใชค้ าสัง่ rpart( ) จาก 
Packages “rpart” โ ดยตั ้ง ค่ า ใ ห้  control = rpart.control 
(minsplit=1) ก าหนดใหพ้ารามเิตอรเ์ป็นค่าเริม่ตน้ (Default) 
ของโปรแกรม และก าหนดใหต้วัแปรตามคอื ค่า Scale และ
ตวัแปรตน้คอืตวัแปรทีเ่หลอื ดงั Figure 11 

 
Figure 11 Commands in RStudio to create  

Decision Tree Regression
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เปรียบเทียบค่า MSE และ MAPE
	 จากการพยากรณ์ค่า Scale ของแผ่น PCB ชนิด 
Multilayer ทั้ง 3 ตัวแบบได้ผลลัพธ์ดัง Table 1

Table 1	 The MSE and the MAPE values of all 3  
predictive models

MSE MAPE (%) 

Multiple Linear Regression 0.00006 23.89107

Support Vector Regression 0.00004 17.52377

Decision Tree Regression 0.00015 45.84676

วิจารณ์และสรุปผล
การดำ�เนินงานครั้งนี้ ผู้วิจัยทำ�การสร้างตัวแบบเพื่อพยากรณ์
ค่า Scale ของแผ่น PCB ชนิด Multilayer โดยใช้ข้อมูลการ
กำ�หนดค่า Scale ซึ่งเป็นข้อมูลที่เกี่ยวกับโครงสร้างของงาน
แต่ละ Part Number ของบริษัทผลิตชิ้นส่วนอิเล็กทรอนิกส์
แห่งหนึ่ง ตั้งแต่เดือนมกราคม พ.ศ. 2561 ถึงเดือนมิถุนายน 
พ.ศ. 2562 รวม 17 เดือน โดยมีปัจจัยที่นำ�เข้าไปใช้ในการ
วิเคราะห์การพยากรณ์ค่า Scale มีจำ�นวน 10 ตัวแปร ได้แก่ 
Layer Count, Distance, Core Thickness, Thickness Cu 
Side, Cu Foil, Tg, CutDirection, Axis, Streak และ Material  
Brand เมือ่จดัการเตรยีมขอ้มลูเสรจ็สมบรูณไ์ดน้ำ�ไปวเิคราะห์
สร้างตัวแบบโดยใช้ตัวแบบจากการเรียนรู้แบบมีผู้สอน 
(Supervised Learning) ประเภทการถดถอยเชิงสถิติ  
(Statistics Regression) ในการเรียนรู้ของเครื่อง (Machine  
Learning) ได้ทำ�การเลือกมา 3 ตัวแบบคือ ตัวแบบ 
การวิเคราะห์การถดถอยเชิงเส้นพหุคูณ (Multiple Linear 
Regression) ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน (Support 
Vector Regression) และตัวแบบต้นไม้ตัดสินใจแบบรีเกรส
ชัน (Decision Tree Regression) โดยใช้โปรแกรม RStudio 
เป็นเครื่องมือในการประมวลผลวิเคราะห์และหาตัวแบบการ
พยากรณ์ แล้วทำ�การเปรียบเทียบประสิทธิภาพของตัวแบบ
การพยากรณด์ว้ยคา่ความคลาดเคลือ่นกำ�ลงัสองเฉลีย่ (MSE) 
และค่าเปอร์เซ็นต์ความคลาดเคลื่อนสัมบูรณ์เฉลี่ย (MAPE) 
เพือ่ตรวจสอบวา่ตวัแบบทีส่รา้งออกมานัน้มคีวามถกูตอ้งหรอื
ผิดพลาดมากน้อยเพียงใด มีผลสรุปดัง Figure 12

	 ผลการวิจัยพบว่าจากตัวแบบการพยากรณ์ทั้ง 3 ตัว
แบบนั้น ตัวแบบซัพพอร์ตเวกเตอร์รีเกรสชัน (Support Vec-
tor Regression) มีค่าความคลาดเคลื่อนน้อยที่สุด โดยมีค่า 
MSE = 0.00004 และค่า MAPE = 17.52377% รองลงมาคือ
ตัวแบบการวิเคราะห์การถดถอยเชิงเส้นพหุคูณ มีค่า MSE = 
0.00006 และค่า MAPE = 23.89107% แต่เนื่องจากตัวแบบ
การวิเคราะห์การถดถอยเชิงเส้นพหุคูณไม่ผ่านสมมติฐาน
ของความคลาดเคล่ือน คือค่าความคลาดเคล่ือนไม่มีการ
แจกแจงแบบปกติ ดังนั้นตัวแบบการวิเคราะห์การถดถอยเชิง
เส้นพหุคูณจึงไม่เหมาะที่จะใช้ พยาการณ์ จึงสรุปว่าตัวแบบ
ซัพพอร์ตเวกเตอร์รีเกรสชันเป็นตัวแบบที่เหมาะสมกับข้อมูล
การพยากรณ์ค่า Scale ของแผ่น PCB ชนิด Multilayer มาก
ที่สุด 

	 จากนั้นผู้วิจัยได้จัดทำ�โปรแกรมภาษา ที่สามารถ
เรียนรู้ได้ด้วยตนเอง พร้อมสื่อการเรียนรู้ในรูปแบบเอกสาร
คู่มือการใช้โปรแกรม RStudio เพื่อพยากรณ์ค่า Scale ของ
งานชนิด Multilayer สำ�หรับพนักงานของบริษัทผลิตชิ้นส่วน
อิเล็กทรอนิกส์ท่ีคณะผู้วิจัยศึกษา เพื่อให้สามารถนำ�ตัวแบบ
ไปประยุกต์ใช้งานด้วยโปรแกรม RStudio ได้

Figure 1 1  Commands in RStudio to create Decision 
Tree Regression 

เปรียบเทียบค่า MSE และ MAPE 
 จากการพยากรณ์ค่า Scale ของแผ่น PCB ชนิด 
Multilayer ทัง้ 3 ตวัแบบไดผ้ลลพัธด์งั Table 1 

Table 1 The MSE and the MAPE values of all 3 
predictive models 
 MSE MAPE (%) 
Multiple Linear 
Regression 0.00006 23.89107 

Support Vector 
Regression 

0.00004 17.52377 

Decision Tree 
Regression 0.00015 45.84676 

 
วิจารณ์และสรปุผล 

การด าเนินงานครัง้นี้ ผู้วิจยัท าการสร้างตัวแบบ
เพื่อพยากรณ์ค่า Scale ของแผ่น PCB ชนิด Multilayer 
โดยใชข้อ้มูลการก าหนดค่า Scale ซึ่งเป็นขอ้มูลทีเ่กีย่วกบั
โครงสร้างของงานแต่ละ Part Number ของบริษัทผลิต
ชิ้นส่วนอเิลก็ทรอนิกสแ์ห่งหนึ่ง ตัง้แต่เดอืนมกราคม พ.ศ. 
2561 ถึงเดอืนมถุินายน พ.ศ. 2562 รวม 17 เดอืน โดยมี
ปัจจยัทีน่ าเขา้ไปใชใ้นการวเิคราะหก์ารพยากรณ์ค่า Scale 
มจี านวน 10 ตวัแปร ได้แก่ Layer Count, Distance, Core 
Thickness, Thickness Cu Side, Cu Foil, Tg, 
CutDirection, Axis, Streak แ ล ะ  Material Brand เ มื่ อ
จดัการเตรยีมขอ้มูลเสรจ็สมบูรณ์ไดน้ าไปวเิคราะหส์รา้งตวั
แ บบ โ ดย ใ ช้ ตั ว แบบ จ า กก า ร เ รี ย น รู้ แ บ บมีผู้ ส อน 
(Supervised Learning) ประ เภทการถดถอยเชิงสถิติ  
(Statistics Regression) ในการเรยีนรูข้องเครื่อง (Machine 
Learning) ได้ท าการเลือกมา 3 ตัวแบบคือ ตัวแบบการ
วิเคราะห์การถดถอยเชิงเส้นพหุคูณ (Multiple Linear 
Regression) ตวัแบบซพัพอรต์เวกเตอรร์เีกรสชนั (Support 
Vector Regression) และตวัแบบต้นไมต้ดัสนิใจแบบรเีกรส
ชนั (Decision Tree Regression) โดยใชโ้ปรแกรม RStudio 
เป็นเครื่องมอืในการประมวลผลวเิคราะหแ์ละหาตวัแบบการ
พยากรณ์ แลว้ท าการเปรยีบเทยีบประสทิธภิาพของตวัแบบ

การพยากรณ์ด้วยค่าความคลาดเคลื่อนก าลังสองเฉลี่ย 
(MSE) และค่าเปอร์เซน็ต์ความคลาดเคลื่อนสมับูรณ์เฉลี่ย 
(MAPE) เพื่อตรวจสอบว่าตวัแบบทีส่รา้งออกมานัน้มคีวาม
ถูกต้องหรอืผดิพลาดมากน้อยเพยีงใด มผีลสรุปดงั Figure 
12 

 

Figure 1 2  Comparison of efficiency and accuracy of 3 
predictive models 

ผลการวจิยัพบว่าจากตวัแบบการพยากรณ์ทัง้ 3 
ตวัแบบนัน้ ตวัแบบซพัพอร์ตเวกเตอร์รเีกรสชนั (Support 
Vector Regression) มคี่าความคลาดเคลื่อนน้อยทีสุ่ด โดย
มีค่ า  MSE = 0.00004 แ ล ะ ค่ า  MAPE = 17.52377% 
รองลงมาคอืตวัแบบการวเิคราะหก์ารถดถอยเชงิเสน้พหุคณู 
มีค่า MSE = 0.00006 และค่า MAPE = 23.89107% แต่
เน่ืองจากตวัแบบการวเิคราะหก์ารถดถอยเชงิเสน้พหุคูณไม่
ผ่านสมมติฐานของความคลาดเคลื่ อน คือค่า ความ
คลาดเคลื่อนไม่มกีารแจกแจงแบบปกติ ดงันัน้ตวัแบบการ
วิเคราะห์การถดถอยเชิงเส้นพหุคูณจึงไม่เหมาะที่จะใช้   
พยาการณ์ จงึสรุปว่าตวัแบบซพัพอร์ตเวกเตอร์รีเกรสชนั
เป็นตัวแบบที่เหมาะสมกบัข้อมูลการพยากรณ์ค่า Scale 
ของแผ่น PCB ชนิด Multilayer มากทีส่ดุ  

จากนัน้ผู้วจิยัได้จดัท าโปรแกรมภาษา ที่สามารถ
เรยีนรูไ้ดด้ว้ยตนเอง พรอ้มสื่อการเรยีนรูใ้นรูปแบบเอกสาร
คู่มอืการใชโ้ปรแกรม RStudio เพื่อพยากรณ์ค่า Scale ของ
งานชนิด Multilayer ส าหรับพนักงานของบริษัทผลิต
ชิน้สว่นอเิลก็ทรอนิกสท์ีค่ณะผูว้จิยัศกึษา เพื่อใหส้ามารถน า
ตวัแบบไปประยุกตใ์ชง้านดว้ยโปรแกรม RStudio ได ้
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Figure 12 Comparison of efficiency and accuracy  
of 3 predictive models
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