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บทคัดย่อ
งานวจิยันีม้วีตัถปุระสงคเ์พ่ือศกึษาประสทิธภิาพของเทคนคิเหมอืงขอ้มลูในขอ้มลูทีห่ลากหลาย ขอ้มลูในงานวจิยันีป้ระกอบดว้ย
ขอ้มูลผูป้ว่ยโรคมะเรง็เตา้นม ผูป้ว่ยโรคเบาหวาน และผูป้ว่ยโรคไฮเปอรไ์ทรอยด ์โดยขอ้มลูทัง้หมดถกูรวบรวมมาจากฐานขอ้มลู 
UCI จำ�นวนทั้งหมด 3 ชุดข้อมูล ในงานวิจัยนี้ได้นำ�เอาเทคนิค Machine Learning มาใช้กับการทำ�เหมืองข้อมูล 5 เทคนิค ได้แก่ 
Decision Tree C4.5, Naïve Bayes, Neural Networks, Random Forest, Deep Learning มาทำ�การสร้างแบบจำ�ลองเพื่อการ
พยากรณ์การเกิดโรค โรคมะเร็งเต้านม โรคเบาหวาน และโรคไฮโปไทรอยด์ ในการวัดประสิทธิภาพ 10-fold cross validation 
ได้ถูกนำ�มาใช้ในการแบ่งข้อมูลออกเป็นกลุ่มฝึกสอน และ กลุ่มทดสอบ ค่าความถูกต้อง ค่าความไว และค่าจำ�เพาะ ได้ถูกนำ�มา
ใช้ในการเปรียบเทียบประสิทธิภาพการพยากรณ์ของแต่ละแบบจำ�ลอง จากการทดลองพบว่า เทคนิค Decision Tree C4.5 เป็น
เทคนิคที่ดีที่สุดในการสร้างแบบจำ�ลองในการพยากรณ์โรคไฮโปไทรอยด์ โดยให้ค่าความถูกต้อง 99.86 % ค่าความไว 99.85 % 
และค่าจำ�เพาะ 100 %

คำ�สำ�คัญ:	 เหมืองข้อมูล มะเร็งเต้านม เบาหวาน ไฮโปไทรอยด์

Abstract
This research aims to study the performance of data mining techniques in medical datasets. The data in this research 
contaita information of patients with breast cancer, diabetics and patients with hyperthyroidism. All datasets were 
collected from UCI databasee Mmachine learning, in particular Decision Tree C4.5, Naïve Bayes, Neural Networks, 
Random Forest and Deep Learning techniques were used to create the models of disease Breast cancer, diabetes 
and hypothyroidism prediction models. In order to measure the performance of prediction models, 10-fold cross valida-
tion was utilized to divide the data into training and testing sets. Accuracy, sensitivity and specificity of the prediction 
models were used to compare the prediction performance of each model. The experimental results showed that the 
Decision Tree C4.5 technique was the best technique in modeling the prognosis of hypothyroidism. It provided 99.86 
% accuracy, 99.85 % sensitivity and 100 % specificity.
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บทนำ�
มะเรง็เตา้นม เปน็มะเรง็ทีพ่บมากทีส่ดุเปน็อนัดบั 1 ของผูห้ญิง
ไทย และเป็นสาเหตุของการเสียชีวิตอันดับต้นๆ ในผู้หญิง 
แนวโน้มคนไทยป่วยเป็นโรคมะเร็งสูงขึ้นทุกปี แต่อัตราการ
เป็นโรคน้อยกว่าประเทศทางตะวันตก หญิงไทยมีอัตราการ
พบมะเร็งประมาณ 40 คน ในสตรีวัยเจริญพันธุ์ 100,000 คน 
ซึ่งถ้าเทียบกับประเทศตะวันตกพบมะเร็งเต้านมได้มากกว่า 
100 คน ในสตรีวัยเจริญพันธุ์ 100,000 คน ในผู้ชายพบมะเร็ง
เต้านมได้เช่นกัน แต่ไม่บ่อยนัก โดยมีอุบัติการณ์ของโรคนี้
น้อยกว่าผู้หญิงเกือบ 100 เท่า (ณัฏฐพร นันทิวัฒนา, 2563)
ส่วนโรคเบาหวาน เกิดจากเซลล์ร่างกายมีความผิดปกติใน
ขบวนการเปลีย่นน้ำ�ตาลในเลอืดใหเ้ปน็พลงังาน โดยขบวนการ
นี้เกี่ยวข้องกับอินซูลินซึ่งเป็นฮอร์โมนที่สร้างจากตับอ่อนเพื่อ
ใช้ควบคมุระดบัน้ำ�ตาลในเลอืด เมือ่น้ำ�ตาลไมไ่ดถ้กูใชจ้งึทำ�ให้
ระดบัน้ำ�ตาลในเลอืดสงูขึน้กวา่ระดบัปกต ิ(พมิพใ์จ อนัทานนท,์ 
2563) ยิ่งไปกว่านั้นโรคไฮเปอร์ไทรอยด์ หมายถึง ภาวะที่
ต่อมไทรอยด์ มีการหล่ังฮอร์โมนไทรอยด์ออกมามากเกินไป 
กระตุ้นให้อวัยวะทั่วร่างกายมีการเผาผลาญสูงกว่าปกติ เป็น
สาเหตุทำ�ให้เกิดอาการเจ็บป่วยๆ ต่างขึ้นตามมา เช่น เหนื่อย
ง่าย ใจสั่น ขี้ร้อนง่าย เหงื่อออกมาก หงุดหงิด นอนไม่หลับ 
น้ำ�หนักตัวลดลงอย่างรวดเร็วแบบผิดปกติ เป็นต้น สาเหตุ
ของไทรอยด์เป็นพิษเกิดจากการท่ีต่อมไทรอยด์ทำ�งานมาก
ผิดปกติ จนทำ�ให้ร่างกายมีปริมาณของของฮอร์โมนไทรอยด์
มากเกินความต้องการของร่างกายและมีสภาวะเป็นพิษจนส่ง
ผลต่อร่างกายในด้านต่างๆ (เมดไทย, 2563)

	 การทำ�เหมืองข้อมูล (Data Mining) (Schuh et al., 
2020) คือ กระบวนการวิเคราะห์ข้อมูล เพื่อค้นหารูปแบบ
และความสัมพันธ์ท่ีซ่อนอยู่ในชุดข้อมูลน้ันๆ ในปัจจุบันการ
ทำ�เหมืองข้อมูลได้ถูกนําไปประยุกต์ใช้ในงานหลายประเภท 
เช่น การพยากรณ์พันธุ์ต้นไม้ การพยากรณ์ผู้ใช้บัตรเครดิต 
รวมถึงการพยากรณ์ผู้ป่วยเพื่อพยากรณ์การณ์การอุบัติของ
โรคต่างๆ เช่น โรคมะเร็งเต้านม โรคเบาหวาน และโรคอื่นๆ 
เป็นต้น มีนักวิจัยหลายท่านที่ได้ทำ�การพยากรณ์โรคมะเร็ง 
เตา้นม เชน่ Fan, Zhu และ Yin (Qi et al., 2010) ไดศ้กึษาการ
ทำ�นายการกลบัเปน็ซ้ำ�ของมะเรง็เตา้นม ดว้ยเทคนคิ Decision 
Tree C4.5, CHAID, QUEST, CART, ANN พบว่า เทคนิค 
Decision Tree C4.5 มีประสิทธิภาพที่ดีที่สุดที่ 71.17% ส่วน 
Balpande และ Wajgi (Balpande & Wajgi, 2017) ได้ศึกษา
การคาดคะเนและการประมาณความรนุแรงของโรคเบาหวาน
โดยใชเ้ทคนคิการทำ�เหมอืงขอ้มลู ดว้ยเทคนคิ CHAID, Naïve  
Bayes, K-Nearest, Decision Tree ปัจจัยที่มีผลต่อการ 
คาดคะเน คือ อายุ, เพศ และ ดัชนีมวลกาย พบว่า เทคนิค  
Decision Tree มีประสิทธิภาพท่ีดีท่ีสุด ท่ี 72% จะเห็นได้
ว่าแต่ละเทคนิคมีประสิทธิภาพท่ีไม่แน่นอน ในข้อมูลที่แตก
ต่างกัน

	 ดังนั้นงานวิจัยนี้ผู้วิจัยมีความสนใจที่จะศึกษา
ประสทิธภิาพของเทคนคิ Decision Tree C4.5, Naïve Bayes, 
Neural Networks, Random Forest และ Deep Learning ใน
การสร้างแบบจำ�ลองเพื่อพยากรณ์การเกิดโรค มะเร็งเต้านม 
โรคเบาหวาน และโรคไฮโปไทรอยด ์โดยวดัประสทิธภิาพดว้ย
เทคนิค 10-fold cross validation และแสดงค่าความถูกต้อง 
ค่าความไว และ ค่าจำ�เพาะ

วิธีดำ�เนินการวิจัย
	 ในการดำ�เนินการวิจัยนี้ได้ใช้กระบวนการในการทำ�
เหมืองข้อมูลซึ่งมี 4 ขั้นตอนมาใช้ คือ การเตรียมข้อมูล การ
คดัเลอืกตัวแปร การสรา้งแบบจำ�ลอง และการวดัประสิทธภิาพ
ของแบบจำ�ลอง

1. การเตรียมข้อมูล

	 การเตรียมข้อมูลในงานวิจัยนี้ ข้อมูลประกอบด้วย
ชุดข้อมูลที่มีชนิดตัวแปรที่แตกต่างกันจำ�นวน 3 ชุดข้อมูล 
คือ ชุดที่ 1 คือโรคมะเร็งเต้านม มีชนิดตัวแปรเป็น Nominal 
ทั้งหมด จำ�นวน 10 ตัวแปร ชุดที่ 2 คือโรคเบาหวาน มีชนิด
ตัวแปรเป็น Numeric ทั้งหมด จำ�นวน 9 ตัวแปร และชุดที่ 3  
โรคไฮโปไทรอยด์ มีชนิดตัวแปรเป็น Nominal และ Numeric 
จำ�นวน 30 ตัวแปร จากฐานข้อมูล UCI

	 ชุดที่ 1 ตัวแปรที่ใช้ในงานวิจัยโรคมะเร็งเต้านม 

	 1. อายุ (age) มีชนิดข้อมูลเป็น Nominal

	 2. สตรีวัยหมดประจำ�เดือน (menopause) มีชนิด
ข้อมูลเป็น Nominal

	 3. ขนาดของเนือ้งอก (tumor-size) มชีนดิขอ้มลูเปน็ 
Nominal

	 4. ช่วงของมะเร็ง (inv-nodes) มีชนิดข้อมูลเป็น 
Nominal 

	 5. การกระจายตัวของมะเร็ง (node-caps) มีชนิด
ข้อมูล Nominal

	 6. ระดบัความรา้ยแรง (deg-malig) มชีนดิขอ้มลูเปน็ 
Nominal

	 7. ตำ�แหน่งของมะเร็ง (breast) มีชนิดข้อมูลเป็น 
Nominal

	 8. ตำ�แหน่งของมะเร็ง (breast-quad) มีชนิดข้อมูล
เป็น Nominal

9. การฉายรังสี (Irradiat) มีชนิดข้อมูลเป็น Nominal

10. เหตุการณ์ (class) มีชนิดข้อมูลเป็น Nominal 

	 ชุดที่ 2 ตัวแปรที่ใช้ในงานวิจัยโรคเบาหวาน 

	 1. จำ�นวนครั้งที่ตั้งครรภ์ (preg) มีชนิดข้อมูลเป็น 
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Numeric Min=0, Max=17, Mean=3.845, SD.=3.37

	 2. ระดับน้ำ�ตาลในเลือด (plas) มีชนิดข้อมูลเป็น 
Numeric Min=0, Max=199, Mean=120.895, SD.=31.973

	 3. ความดันโลหิต (pres) มีชนิดข้อมูลเป็น Numeric 
Min=0, Max=122, Mean=69.105, SD.=19.356

	 4. ความหนาของไขมันใต้ผิวหนังกล้ามแขนส่วน
หลัง (skin) มีชนิดข้อมูลเป็น Numeric Min=0, Max=99, 
Mean=20.536, SD.=15.952

	 5. ปริมาณอินซูลินที่ได้รับภายใน 2 ชั่วโมง (insu) มี
ชนิดข้อมูลเป็น Numeric Min=0, Max=846, Mean=79.799, 
SD.=115.244

	 6. ดัชนีมวลกาย (mass) มีชนิดข้อมูลเป็น Numeric 
Min=0, Max=67.1, Mean=31.993, SD.=7.884

	 7. การติดต่อทางสายเลือด (pedi) มีชนิดข้อมูลเป็น 
Numeric Min=0.078, Max=2.42, Mean=0.472, SD.=0.331

	 8. อายุ (age) มีชนิดข้อมูลเป็น Numeric Min=21, 
Max=81, Mean=33.241, SD.=11.76

	 9. ตัวแปรคลาส (class) มีชนิดข้อมูลเป็น Nominal 

	 ชุดที่ 3 ตัวแปรที่ใช้ในงานวิจัยโรคไฮโปไทรอยด์ 

	 1. อายุ (age) มีชนิดข้อมูลเป็น Numeric Min=1, 
Max=455, Mean=51.783, SD.=20.124

	 2. เพศ (sex) มีชนิดข้อมูลเป็น Nominal

	 3. ฮอร์โมนที่หลั่งออกมาจากต่อมไทรอยด์ (on thy-
roxine) มีชนิดข้อมูลเป็น Nominal

	 4. คำ�ถามของฮอร์โมนที่หล่ังออกมาจากต่อม
ไทรอยด์ (query on thyroxine) มีชนิดข้อมูลเป็น Nominal

	 5. การใชย้าตา้นไทรอยด ์(on antithyroid medicate) 
มีชนิดข้อมูลเป็น Nominal

	 6. อาการไข้ (sick) มีชนิดข้อมูลเป็น Nominal

	 7. การตั้งครรถ์ (pregnant) มีชนิดข้อมูลเป็น  
Nominal

	 8. การตัดต่อมไทรอยด์บางส่วน (thyroid surgery) 
มีชนิดข้อมูลเป็น Nominal

	 9. การรักษาด้วยแร่ไอโอดีน 131 (I131 treatment) 
มีชนิดข้อมูลเป็น Nominal

	 10. โรคไทรอยด์ชนิดอ้วน (query hypothyroid) มี
ชนิดข้อมูลเป็น Nominal

	 11. ภาวะท่ีต่อมไทรอยด์สร้างและปล่อยฮอร์โมน
ออกมามากเกินไป (query hyperthyroid) มีชนิดข้อมูลเป็น 
Nominal

	 12. การใช้ยาทางจิตเวชที่ใช้รักษาอาการคลุ้มคลั่ง 
(lithium) มีชนิดข้อมูลเป็น Nominal

	 13. ภาวะที่มีการโตขึ้นของต่อมไทรอยด์ (goitre) มี
ชนิดข้อมูลเป็น Nominal

	 14. เนื้องอก (tumor) มีชนิดข้อมูลเป็น Nominal

	 15. ภาวะที่ร่างกายขาดฮอร์โมนที่สร้างจากต่อมใต้
สมอง (hypopituitary) มีชนิดข้อมูลเป็น Nominal

	 16. อัตราชีพจร (psych) มีชนิดข้อมูลเป็น Nominal

	 17. คา่ของฮอรโ์มนกระตุน้ตอ่มไทรอยด ์(TSH mea-
sured) มีชนิดข้อมูลเป็น Nominal

	 18. ฮอร์โมนกระตุ้นต่อมไทรอยด์ (TSH) มีชนิด
ข้อมูลเป็น Numeric Min=0.005, Max=145, Mean=2.596, 
SD.=6.27

	 19. ค่าของไทรอยด์ฮอร์โมนที่ได้จากสองแหล่ง (T3 
measured) มีชนิดข้อมูลเป็น Nominal

	 20. ไทรอยด์ฮอร์โมนที่ได้จากสองแหล่ง (T3) มีชนิด
ข้อมูลเป็น Numeric Min=0.05, Max=10.6, Mean=2.045, 
SD.=0.812

	 21. ค่าของฮอร์โมนทั้งส่วนที่จับกับโปรตีน (TT4 
measured) มีชนิดข้อมูลเป็น Nominal

	 22. ฮอร์โมนทั้งส่วนที่จับกับโปรตีน (TT4) มีชนิด
ข้อมูลเป็น Numeric Min=19, Max=430, Mean=110.344, 
SD.=33.692

	 23. ค่าของการใช้ไทรอกซิน (T4U measured) มี
ชนิดข้อมูลเป็น Nominal

	 24. การใช้ไทรอกซิน (T4U) มีชนิดข้อมูลเป็น Nu-
meric Min=0.25, Max=2.32, Mean=0.994, SD.=0.196

	 25. ค่าของฮอร์โมนไทรอกซินชนิดอิสระ (FTI mea-
sured) มีชนิดข้อมูลเป็น Nominal

	 26. ฮอร์โมนไทรอกซินชนิดอิสระ (FTI) มีชนิด
ข้อมูลเป็น Numeric Min=17, Max=395, Mean=112.522, 
SD.=30.871

	 27. ค่าของโปรตีนที่สร้างจากตับ (TBG measured) 
มีชนิดข้อมูลเป็น Nominal

	 28. โปรตีนที่สร้างจากตับ (TBG) มีชนิดข้อมูลเป็น 
Numeric

	 29. แหล่งอ้างอิง (referral source) มีชนิดข้อมูลเป็น 
Nominal

	 30. ตวัแปรคลาส (Class) มชีนดิขอ้มลูเปน็ Nominal
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2. การคัดเลือกตัวแปร
	 การคัดเลือกตัวแปรเป็นวิธีการในเลือกตัวแปรตาม
ที่มีความสัมพันธ์กับตัวแปรตาม และยังช่วยในการลดจำ�นวน
ตวัตน้ทีไ่ม่เกีย่วขอ้งกบัตวัแปรตามออกจากชดุขอ้มลูทีจ่ะนำ�ไป
สรา้งแบบจำ�ลองได ้โดยในงานวจิยันีจ้ะใชเ้ทคนคิ Chi-Square 

	 Chi-Square เปน็การประเมนิคา่ของคณุลกัษณะโดย
การใช้การคำ�นวณค่า Chi-Square ทางสถิติเพื่อศึกษาว่าการ
แจกแจงความถี่ของตัวแปรคุณลักษณะเป็นไปตามรูปแบบที่
กำ�หนดไว้ หรือไม่ ดังสมการ

	 โดยที่ 

	 O1 , O2 … On เป็นความถี่ของตัวแปรที่ได้จากการ
ศึกษา 

	 E1, E2 … En เป็นความถี่ที่คาดหวัง (หรือความถี่ที่
ควรจะเป็น)

3. การสร้างแบบจำ�ลอง
	 การสร้างแบบจำ�ลองเป็นขั้นตอนที่นำ�เอาเทคนิค
ในMachine Learning มาใช้มาทำ�การสร้างแบบจำ�ลองเพื่อใช้
ในการพยากรณ์ ด้วยโปรแกรม Weka โดยใช้เทคนิคดังต่อไป
นี้

	 เทคนิคต้นไม้ตัดสินใจ C4.5 (Decision Tree C4.5) 
(ชณิดาภา บุญประสม, 2563) เป็นอัลกอริทึม ที่พัฒนามาจา
กอัลกอริทึม ID3 เป็นอัลกอริทึมในการจําแนกประเภทข้อมูล
ใช้หลักการสร้างต้นไม้โดยคัดเลือกคุณลักษณะที่สำ�คัญท่ีสุด
มาเป็นโหนดราก (Root Node) โดยใช้ค่า Gain Ratio ที่สูง
ที่สุดเป็นโหนดราก และโหนดถัดไป และต้องหาค่า Entropy, 
Information Gain และ Split Information

	 เทคนิคการพยากรณ์ข้อมูลแบบจำ�ลองเบย์ (Naïve 
Bayes) (Kaur et al.,d.) เป็นการพยากรณ์ประเภทโดยใช้กฎ
ของเบยห์รอืเปน็การพยากรณป์ระเภทโดยใชห้ลกัสถติใินการ
พยากรณ์ความน่าจะเป็น

	 เทคนิคโครงข่ายประสาทเทียม (Artificial Neural 
Networks) (ทิพย์หทัย ทองธรรมชาติ, 2560) เป็นศาสตร์
แขนงหนึ่งทางด้านปัญญาประดิษฐ์ (Artificial Intelligence 
: AI) ที่สามารถนำ�ไปประยุกต์ใช้กับงานหลายด้านได้อย่าง
มีประสิทธิภาพ หลักการสำ�คัญของโครงข่ายประสาทเทียม 
คือ ความพยายามที่จะลอกเลียนแบบการทำ�งานของเซลล์
ประสาทในสมองมนุษย์เพื่อทำ�งานได้อย่างมีประสิทธิภาพ 

โดยที่โครงข่ายประสาทเทียมแบบหลายชั้น (multilayer) มี
ลกัษณะเชน่เดยีวกบัโครงขา่ยประสาทเทยีมแบบชัน้เดยีว แต่
จะมชีัน้แอบแฝง (hidden) เพิม่ขึน้ โดยอยูส่ว่นกลางระหวา่งชัน้
นำ�ข้อมูลป้อนเข้าและชั้นส่งขอมูลออกทั้งนี้ชั้นแอบแฝงอาจมี
มากกว่า 1 ชั้น

	 เทคนิคต้นไม้ป่าสุ่ม (Random Forest) (Rastgou  
et al., 2020) เป็น Model ประเภทหนึง่ของ Machine Learning 
ถูกพัฒนาขึ้นจาก Decision Tree ต่างกันที่ Random Forest  
เป็นการเพิ่มจำ�นวน Tree เป็น Tree หลายๆ ต้น ทำ�ให้
ประสิทธิภาพในการทำ�งานสูงขึ้น แม่นยำ�มากขึ้น ซึ่งโมเดล 
Random Forest เป็นโมเดลที่ได้รับความนิยมเป็นอย่างมาก
ในการใช้ Machine Learning

	 เทคนิคการเรียนรู้เชิงลึก (Deep Learning) (Dogan 
& Birant, 2021) เป็นส่วนหนึ่งของ Machine Learning บน 
พื้นฐานของโครงข่ายประสาทเทียมและการเรียนเชิง
คณุลกัษณะ การเรยีนรูส้ามารถเปน็ไดท้ัง้แบบการเรยีนรูแ้บบ
มีผู้สอน การเรียนรู้แบบกึ่งมีผู้สอน และการเรียนรู้แบบไม่มี 
ผู้สอน โดยงานวิจัยนี้เป็นการเรียนรู้ Machine Learning แบบ
มีผู้สอน (Supervised learning)

4. การวัดประสิทธิภาพของแบบจำ�ลอง
	 เมือ่ทำ�การสรา้งแบบจำ�ลองเสรจ็แลว้นำ�แบบบจำ�ลอง
มาทดสอบประเมนิประสทิธภิาพดว้ยวธิกีารของ 10-fold cross 
validation โดยการแบ่งข้อมูลออกเป็น 10 กลุ่มเท่าๆ กันและ
ทำ�การเปรียบเทียบค่าด้วยการพยากรณ์กลุ่มข้อมูล คือ ค่า
ความถูกต้อง (Accuracy) ค่าความไว (Sensitivity) และค่า
จำ�เพาะ (Specificity) ดังสมการ 

	 1.ค่าความถูกต้อง (Accuracy) คือ ค่าที่แบบจำ�ลอง
สามารถพยากรณข์อ้มลูผูป้ว่ยทีเ่กดิโรค และไมเ่กดิโรคไดอ้ยา่ง
ถูกต้องต่อข้อมูลทั้งหมด ดังสมการที่ 1

(1)

	 2.ค่าความไว (Sensitivity) คือ ค่าท่ีแบบจำ�ลอง
สามารถพยากรณ์ข้อมูลผู้ป่วยที่เกิดโรค ได้อย่างถูกต้องต่อผู้
ป่วยที่เกิดโรคจริง ดังสมการที่ 2

(2)

	 3.ค่าจำ�เพาะ (Specificity) คือ ค่าที่แบบจำ�ลอง
สามารถพยากรณข์อ้มลูผูป้ว่ยทีไ่มเ่กดิโรค ไดอ้ยา่งถกูตอ้งตอ่
ผู้ป่วยที่พยากรณ์ว่าเกิดโรค ดังสมการที่ 3

18. ฮอรโ์มนกระตุ้นต่อมไทรอยด ์(TSH) มชีนิดขอ้มูล
เ ป็ น  Numeric Min=0.005, Max=145, Mean=2.596, 
SD.=6.27 
19. ค่าของไทรอยด์ฮอร์โมนที่ได้จากสองแหล่ง (T3 
measured) มชีนิดขอ้มลูเป็น Nominal 
20. ไทรอยด์ฮอร์โมนที่ได้จากสองแหล่ง (T3) มีชนิด
ข้ อ มู ล เ ป็ น  Numeric Min=0.05, Max=10.6, 
Mean=2.045, SD.=0.812 
21. ค่าของฮอร์โมนทัง้ส่วนที่จ ับกับโปรตีน (TT4 
measured) มชีนิดขอ้มลูเป็น Nominal 
22. ฮอรโ์มนทัง้สว่นทีจ่บักบัโปรตนี (TT4) มชีนิดขอ้มลู
เ ป็ น  Numeric Min=19, Max=430, Mean=110.344, 
SD.=33.692 
23. ค่าของการใชไ้ทรอกซนิ (T4U measured) มชีนิด
ขอ้มลูเป็น Nominal 
24. การใชไ้ทรอกซนิ (T4U) มชีนิดขอ้มลูเป็น Numeric 
Min=0.25, Max=2.32, Mean=0.994, SD.=0.196 
25.  ค่ าของฮอร์โมนไทรอกซินชนิดอิสระ  ( FTI 
measured) มชีนิดขอ้มลูเป็น Nominal 
26. ฮอร์โมนไทรอกซินชนิดอิสระ (FTI) มีชนิดขอ้มูล
เ ป็ น  Numeric Min=17, Max=395, Mean=112.522, 
SD.=30.871 
27. ค่าของโปรตนีทีส่รา้งจากตบั (TBG measured) มี
ชนิดขอ้มลูเป็น Nominal 
28. โปรตีนที่สร้างจากตับ (TBG) มีชนิดข้อมูลเป็น 
Numeric 
29. แหล่งอ้างอิง (referral source) มีชนิดข้อมูลเป็น 
Nominal 
30. ตวัแปรคลาส (Class) มชีนิดขอ้มลูเป็น Nominal 
 
2. การคดัเลือกตวัแปร 

การคัดเลือกตัวแปรเป็นวิธีการในเลือกตัวแปร
ตามทีม่คีวามสมัพนัธก์บัตวัแปรตาม และยงัช่วยในการ
ลดจ านวนตวัต้นทีไ่ม่เกีย่วขอ้งกบัตวัแปรตามออกจาก
ชุดขอ้มลูทีจ่ะน าไปสรา้งแบบจ าลองได้ โดยในงานวจิยั
นี้จะใชเ้ทคนิค Chi-Square  

Chi-Square เป็นการประเมินค่าของคุณลักษณะ
โดยการใช้การค านวณค่า Chi-Square ทางสถิติเพื่อ

ศึกษาว่าการแจกแจงความถี่ของตวัแปรคุณลกัษณะ
เป็นไปตามรปูแบบทีก่ าหนดไว ้หรอืไม่ ดงัสมการ 

 

x2=∑  
(Oi-Ei)2

Ei

n

i=1
 

 
โดยที ่O1 , O2 … On เป็นความถีข่องตวัแปรทีไ่ด้

จากการศกึษา  
E1, E2 … En เป็นความถี่ทีค่าดหวงั (หรอืความถี่

ทีค่วรจะเป็น) 
 

3. การสรา้งแบบจ าลอง 
การสรา้งแบบจ าลองเป็นขัน้ตอนทีน่ าเอาเทคนิคใน

Machine Learning มาใช้มาท าการสร้างแบบจ าลอง
เพื่อใช้ในการพยากรณ์ ด้วยโปรแกรม Weka โดยใช้
เทคนิคดงัต่อไปนี้ 

เทคนิคตน้ไมต้ดัสนิใจ C4.5 (Decision Tree C4.5) 
(ชณิดาภา บุญประสม, 2563) เป็นอัลกอริทึม ที่
พัฒนามาจากอัลกอริทึม ID3 เป็นอัลกอริทึมในการ
จ าแนกประเภทข้อมูลใช้หลักการสร้างต้นไม้โดย
คัดเลือกคุณลักษณะที่ส าคัญที่สุดมาเป็นโหนดราก 
(Root Node) โดยใช้ค่ า  Gain Ratio ที่สูงที่สุดเ ป็น
โหนดราก และโหนดถัดไป และต้องหาค่า Entropy, 
Information Gain และ Split Information 

เทคนิคการพยากรณ์ขอ้มูลแบบจ าลองเบย ์(Naïve 
Bayes) (Kaur et al., n.d.) เป็นการพยากรณ์ประเภท
โดยใช้กฎของเบย์หรอืเป็นการพยากรณ์ประเภทโดย
ใชห้ลกัสถติใินการพยากรณ์ความน่าจะเป็น 

เทคนิคโครงข่ายประสาทเทียม (Artificial Neural 
Networks) (ทิพย์หทยั ทองธรรมชาติ, 2560) เป็น
ศาสตร์แขนงหนึ่งทางด้านปัญญาประดิษฐ์ (Artificial 
Intelligence : AI) ที่สามารถน าไปประยุกต์ใช้กบังาน
หลายดา้นไดอ้ย่างมปีระสทิธภิาพ หลกัการส าคญัของ
โครงข่ายประสาทเทียม คือ ความพยายามที่จะ
ลอกเลยีนแบบการท างานของเซลล์ประสาทในสมอง
มนุษย์เพื่อท างานได้อย่างมีประสิทธิภาพ โดยที่
โครงข่ายประสาทเทียมแบบหลายชัน้ (multilayer) มี
ลกัษณะเช่นเดียวกบัโครงข่ายประสาทเทยีมแบบชัน้
เดียว แต่จะมีชัน้แอบแฝง (hidden) เพิ่มขึ้น โดยอยู่

Accuracy = TP + TN
TP + TN +FP + FN

Sensitivity TP
TP + FN
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 เมือ่ TP คอื จำานวนขอ้มลูทีแ่บบจำาลองพยากรณก์าร
เกิดโรคได้อย่างถูกต้อง

 TN คือ จำานวนข้อมูลที่แบบจำาลองพยากรณ์การไม่
เกิดโรคได้อย่างถูกต้อง

 FP คือ จำานวนข้อมูลท่ีไม่เกิดโรคแต่แบบจำาลอง
พยากรณ์ว่าเกิดโรค

 FN คือ จำานวนข้อมูลที่เกิดโรคแต่แบบจำาลอง
พยากรณ์ว่าไม่เกิดโรค

ผลการวิจัย
 งานวิจัยนี้ ได้ศึกษาประสิทธิภาพของเทคนิค 

Machine Learning ของการทำาเหมืองข้อมูล ในการสร้างแบบ
จำาลองเพื่อพยากรณ์การเกิดโรค มะเร็งเต้านม โรคเบาหวาน 
และโรคไฮเปอร์ไทรอยด์ ด้วยเทคนิค Decision Tree C4.5, 
Naïve Bayes, Neural Networks, Random Forest, และ Deep 
Learning ผ่านการใช้งานโปรแกรม WEKA เวอร์ชัน 3.9.3 ใน
การทำาการทดลอง ขอ้มลูทีใ่ชใ้นงานวจิยันีเ้กบ็รวบรวมจากฐาน
ข้อมูล UCI จำานวน 3 ชุดข้อมูล ชุดที่ 1 คือโรคมะเร็งเต้านม 
มีชนิดตัวแปรเป็น Nominal ทั้งหมด ชุดที่ 2 คือโรคเบาหวาน 
มีชนิดตัวแปรเป็น Numeric และ Nominal ชุดที่ 3 โรคไฮโป
ไทรอยด์ มีชนิดตัวแปรเป็น Numeric และ Nominal โดยใช้
การทดสอบโมเดลด้วยวิธีการ 10-Fold Cross Validation ใน
การแบ่งกลุ่มข้อมูลเป็นชุดข้อมูลเรียนรู้ และชุดข้อมูลทดสอบ 
และวัดประสิทธิภาพของแบบจำาลองด้วยค่าความถูกต้อง 
ค่าความไว และค่าจำาเพาะ ดังแสดงใน Figure 1-3

 
 

Figure 1 การเปรยีบเทยีบค่าความถูกตอ้ง 
 
Figure 1 การเปรยีบเทยีบค่าความถูกต้อง (Accuracy) 
โดยใชเ้ทคนิค Decision Tree C4.5, เทคนิค Random 
Forest เทคนิค Naïve Bayes เทคนิค Artificial Neural 
Networks แ ล ะ เ ท ค นิ ค  Deep Learning ใ น ก า ร
พยากรณ์การเกดิโรค ผลปรากฏว่า ในขอ้มลูโรคมะเรง็
เต้านมซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Nominal 
เทคนิค Decision Tree C4.5 สามารถสรา้งแบบจ าลอง
ทีม่คี่าความถูกตอ้งในการพยากรณ์สงูทีสุ่ดถงึ 75.52% 
และน้อยทีส่ดุใน เทคนิค Artificial Neural Networks  
ใหค้่าความถูกตอ้งที ่64.69% ในขอ้มลูโรคเบาหวาน 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Numeric เทคนิค 
Deep Learning สามารถสร้างแบบจ าลองทีม่คี่าความ
ถูกต้องในการพยากรณ์สูงที่สุดถึง 77.47% และน้อย
ที่ สุ ด ใน เทคนิค  Decision Tree C4.5 ให้ค่ าความ
ถูกตอ้งที ่73.83% และโรคไฮโปไทรอยด ์ซึง่เป็นขอ้มลู
ที่มีตัวแปรเป็นแบบ Nominal และ Numeric เทคนิค 
Decision Tree C4.5 สามารถสร้างแบบจ าลองที่มคี่า
ความถูกต้องในการพยากรณ์สูงทีสุ่ดถงึ 99.86% และ
น้อยที่สุดในเทคนิค Naïve Bayes ให้ค่าความถูกต้อง 
ที ่96.03% 
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Figure 1  Accuracy comparison

 Figure 1  การเปรียบเทียบค่าความถูกต้อง 
(Accuracy) โดยใช้เทคนิค Decision Tree C4.5, เทคนิค 
Random Forest เทคนิค Naïve Bayes เทคนิค Artifi cial 
Neural Networks และเทคนิค Deep Learning ในการ
พยากรณ์การเกิดโรค ผลปรากฏว่า ในข้อมูลโรคมะเร็งเต้านม
ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Nominal เทคนิค Decision 
Tree C4.5 สามารถสร้างแบบจำาลองที่มีค่าความถูกต้องใน
การพยากรณ์สูงที่สุดถึง 75.52% และน้อยที่สุดใน เทคนิค 
Artifi cial Neural Networks ให้ค่าความถูกต้องที่ 64.69%  ใน
ข้อมูลโรคเบาหวาน

 ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Numeric เทคนิค 
Deep Learning สามารถสร้างแบบจำาลองที่มีค่าความถูกต้อง
ในการพยากรณ์สูงที่สุดถึง 77.47% และน้อยที่สุดในเทคนิค 
Decision Tree C4.5 ให้ค่าความถูกต้องที่ 73.83% และโรค
ไฮโปไทรอยด ์ ซึง่เปน็ขอ้มลูทีม่ตีวัแปรเปน็แบบ Nominal และ 
Numeric เทคนิค Decision Tree C4.5 สามารถสร้างแบบ
จำาลองทีม่คีา่ความถกูตอ้งในการพยากรณส์งูทีส่ดุถงึ 99.86% 
และน้อยที่สุดในเทคนิค Naïve Bayes ให้ค่าความถูกต้อง ที่ 
96.03% 

Specifi city TN
TN + FP
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 Figure 2  การเปรียบเทียบค่าความไว (Sensitivity) 
โดยใชเ้ทคนคิ Decision Tree C4.5, เทคนคิ Random Forest, 
เทคนิค Naïve Bayes, เทคนิค Artifi cial Neural Networks 
และเทคนิค Deep Learning ในการพยากรณ์การเกิดโรค ผล
ปรากฏว่า ในข้อมูลโรคมะเร็งเต้านมซ่ึงเป็นข้อมูลท่ีมีตัวแปร
เปน็แบบ Nominal เทคนคิ Decision Tree C4.5  สามารถสรา้ง
แบบจำาลองทีม่คีา่ความไวในการพยากรณส์งูทีส่ดุถงึ 96.02% 
และน้อยทีส่ดุในเทคนคิ Artifi cial Neural Networks ใหค้า่ความ
ไวที่ 74.63% ในข้อมูลโรคเบาหวานซ่ึงเป็นข้อมูลท่ีมีตัวแปร

เป็นแบบ Numeric เทคนิค Deep Learning สามารถสร้าง
แบบจำาลองทีม่คีา่ความไวในการพยากรณส์งูทีส่ดุถงึ 87.40% 
และน้อยที่สุดในเทคนิค Decision Tree C4.5 ให้ค่าความไวที่ 
81.40% และ โรคไฮโปไทรอยด์ ซึ่งเป็นข้อมูลที่มีตัวแปรเป็น
แบบ Nominal และ Numeric เทคนิค Decision Tree C4.5 
สามารถสร้างแบบจำาลองที่มีค่าความไวในการพยากรณ์สูง
ที่สุดถึง 99.85% และน้อยที่สุดในเทคนิค Artifi cial Neural 
Networks ให้ค่าความไวที่ 99.34%
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Figure 2 การเปรียบเทียบค่าความไว (Sensitivity) 
โดยใชเ้ทคนิค Decision Tree C4.5, เทคนิค Random 
Forest, เ ท คนิ ค  Naïve Bayes, เ ท คนิ ค  Artificial 
Neural Networks และเทคนิค Deep Learning ในการ
พยากรณ์การเกดิโรค ผลปรากฏว่า ในขอ้มูลโรคมะเรง็
เต้านมซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Nominal 
เทคนิค Decision Tree C4.5 สามารถสรา้งแบบจ าลอง
ทีม่คี่าความไวในการพยากรณ์สงูทีส่ดุถงึ 96.02% และ
น้อยที่สุดในเทคนิค Artificial Neural Networks ให้ค่า
ความไวที ่74.63% ในขอ้มลูโรคเบาหวานซึง่เป็นขอ้มลู

ทีม่ตีวัแปรเป็นแบบ Numeric เทคนิค Deep Learning 
สามารถสร้างแบบจ าลองที่มีค่ าความ ไวในการ
พยากรณ์สูงที่สุดถึง 87.40% และน้อยที่สุดในเทคนิค 
Decision Tree C4.5 ให้ค่าความไวที่ 81.40% และ 
โรคไฮโปไทรอยด์ ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ 
Nominal และ Numeric เทคนิค Decision Tree C4.5 
สามารถสร้างแบบจ าลองที่มีค่ าความไวในการ
พยากรณ์สูงที่สุดถึง 99.85% และน้อยที่สุดในเทคนิค 
Artificial Neural Networks ใหค้่าความไวที ่99.34% 
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Figure 2 Sensitivity comparison

 
 

Figure 3 การเปรยีบเทยีบค่าจ าเพาะ 

Figure 3 การเปรยีบเทยีบค่าจ าเพาะ (Specificity) โดย
ใช้เทคนิค Decision Tree C4.5 , เทคนิค Random 
Forest, เ ท คนิ ค  Naïve Bayes, เ ท คนิ ค  Artificial 
Neural Networks และเทคนิค Deep Learning ในการ
พยากรณ์การเกดิโรค ผลปรากฏว่า ในขอ้มลูโรคมะเรง็
เต้านมซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Nominal 
เทคนิค Naïve Bayes ใหค้่าจ าเพาะในการพยากรณ์สงู
ที่สุดถึง 43.53% และน้อยที่สุดในเทคนิค Decision 
Tree C4.5 ใ ห้ ค่ า จ า เ พ า ะ  ที่  27.05% ใ นข้อมู ล
โรคเบาหวานซึ่ง เ ป็นข้อมูลที่มีตัวแปรเป็นแบบ 
Numeric เทคนิค Random Forest กบั เทคนิค Naïve 
Bayes ให้ค่าจ าเพาะในการพยากรณ์สูงที่สุดเท่ากนัที ่
61.19% และน้อยที่สุดในเทคนิค Deep Learning ให้
ค่าจ าเพาะที่ 58.96% และ โรคไฮโปไทรอยด์ซึ่งเป็น
ข้อมูลที่มีตัวแปรเป็นแบบ Nominal และ Numeric 
เทคนิค Decision Tree C4.5 ให้ค่าจ าเพาะในการ
พยากรณ์สูงที่สุดถึง 100% และน้อยที่สุดในเทคนิค 
Deep Learning ใหค้่าจ าเพาะที ่34.53% 

 
สรปุผลการศึกษา 
งานวจิยัฉบบันี้มวีตัถุประสงคเ์พื่อศกึษาประสทิธภิาพ
ของเทคนิคเหมืองข้อมูลในข้อมูลที่หลากหลาย โดย
การสร้างแบบจ าลองเพื่อพยากรณ์การเกิดโรคมะเร็ง
เต้านม โรคเบาหวาน และโรคไฮโปไทรอยด์ จาก

ฐานข้อมูล UCI จ านวนทัง้หมด 3 ชุดข้อมูล ด้วย
เทคนิค Random Forest เทคนิค Decision Tree C4.5 
เ ท ค นิ ค  Naïve Bayes เ ท ค นิ ค  Artificial Neural 
Networks และเทคนิค Deep Learning จากการทดลอง
พบว่า ในข้อมูลโรคมะเร็งเต้านมซึ่งเป็นขอ้มูลที่มตีวั
แปรเป็นแบบ Nominal เทคนิค Decision Tree C4.5 
สามารถสร้างแบบจ าลองที่มีค่าความถูกต้องในการ
พยากรณ์สงูทีส่ดุถงึ 75.52% ในขอ้มลูโรคเบาหวานซึง่
เป็นขอ้มูลทีม่ตีวัแปรเป็นแบบ Numeric เทคนิค Deep 
Learning สามารถสรา้งแบบจ าลองทีม่คี่าความถูกตอ้ง
ในการพยากรณ์สูงที่สุดถึง 77.47% และ โรคไฮโป
ไทรอยด์ ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Nominal 
และ Numeric เทคนิค Decision Tree C4.5 สามารถ
สรา้งแบบจ าลองทีม่คี่าความถูกตอ้งในการพยากรณ์สงู
ทีสุ่ดถงึ 99.86% จากผลการทดลอง สรุปไดว้่าเทคนิค 
Decision Tree C4.5 มคีวามเหมาะสมในการน าสร้าง
แบบจ าลองเพื่อพยากรณ์การเกิดโรคมะเร็งเต้านม 
โรคเบาหวาน และโรคไฮโปไทรอยด์ เพราะ สามารถ
จดัการกบัขอ้มลูทีม่หีลายๆมติหิรอืขอ้มลูทีม่หีลายๆตวั
แปรได้ และ ผลการพยากรณ์ข้อมูลมีความถูกต้อง
ค่อนขา้งสงู 
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Figure 3 Specifi c value comparison
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	 Figure 3 การเปรียบเทียบค่าจำ�เพาะ (Specificity) 
โดยใชเ้ทคนคิ Decision Tree C4.5, เทคนคิ Random Forest, 
เทคนิค Naïve Bayes, เทคนิค Artificial Neural Networks 
และเทคนิค Deep Learning ในการพยากรณ์การเกิดโรค ผล
ปรากฏว่า ในข้อมูลโรคมะเร็งเต้านมซ่ึงเป็นข้อมูลที่มีตัวแปร
เปน็แบบ Nominal เทคนคิ Naïve Bayes ใหค้า่จำ�เพาะในการ
พยากรณส์งูทีส่ดุถงึ 43.53% และนอ้ยทีส่ดุในเทคนคิ Decision 
Tree C4.5 ให้ค่าจำ�เพาะ ที่ 27.05% ในข้อมูลโรคเบาหวาน
ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Numeric เทคนิค Random  
Forest กบั เทคนิค Naïve Bayes ใหค้า่จำ�เพาะในการพยากรณ์
สูงที่สุดเท่ากันที่ 61.19% และน้อยท่ีสุดในเทคนิค Deep 
Learning ให้ค่าจำ�เพาะที่ 58.96% และ โรคไฮโปไทรอยด์ 
ซึ่งเป็นข้อมูลที่มีตัวแปรเป็นแบบ Nominal และ Numeric 
เทคนิค Decision Tree C4.5 ให้ค่าจำ�เพาะในการพยากรณ์
สูงที่สุดถึง 100% และน้อยที่สุดในเทคนิค Deep Learning  
ให้ค่าจำ�เพาะที่ 34.53%

สรุปผลการศึกษา
	 ง า น วิ จั ย ฉ บั บ นี้ มี วั ต ถุ ป ร ะ ส ง ค์ เ พื่ อ ศึ ก ษ า
ประสิทธิภาพของเทคนิคเหมืองข้อมูลในข้อมูลที่หลากหลาย 
โดยการสร้างแบบจำ�ลองเพื่อพยากรณ์การเกิดโรคมะเร็งเต้า
นม โรคเบาหวาน และโรคไฮโปไทรอยด์ จากฐานข้อมูล UCI 
จำ�นวนทั้งหมด 3 ชุดข้อมูล ด้วยเทคนิค Random Forest 
เทคนิค Decision Tree C4.5 เทคนิค Naïve Bayes เทคนิค 
Artificial Neural Networks และเทคนิค Deep Learning จาก
การทดลองพบว่า ในข้อมูลโรคมะเร็งเต้านมซึ่งเป็นข้อมูลท่ี
มีตัวแปรเป็นแบบ Nominal เทคนิค Decision Tree C4.5 
สามารถสร้างแบบจำ�ลองท่ีมีค่าความถูกต้องในการพยากรณ์
สูงที่สุดถึง 75.52% ในข้อมูลโรคเบาหวานซ่ึงเป็นข้อมูลที่มี
ตัวแปรเป็นแบบ Numeric เทคนิค Deep Learning สามารถ
สรา้งแบบจำ�ลองทีม่คีา่ความถกูตอ้งในการพยากรณส์งูทีส่ดุถงึ 
77.47% และ โรคไฮโปไทรอยด์ ซึ่งเป็นข้อมูลที่มีตัวแปรเป็น
แบบ Nominal และ Numeric เทคนิค Decision Tree C4.5 
สามารถสร้างแบบจำ�ลองท่ีมีค่าความถูกต้องในการพยากรณ์
สูงที่สุดถึง 99.86% จากผลการทดลอง สรุปได้ว่าเทคนิค  
Decision Tree C4.5 มีความเหมาะสมในการนำ�สร้างแบบ
จำ�ลองเพื่อพยากรณ์การเกิดโรคมะเร็งเต้านม โรคเบาหวาน 
และโรคไฮโปไทรอยด์ เพราะ สามารถจัดการกับข้อมูลที่
มีหลายๆมิติหรือข้อมูลที่มีหลายๆตัวแปรได้ และ ผลการ
พยากรณ์ข้อมูลมีความถูกต้องค่อนข้างสูง
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