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Creating a deep learning model for classifying conversation messages from a line
application
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Abstract

This report presents a method for classifying text from the chat group within the Line application of the Faculty of
Science, Ubon Ratchathani University, to notify only relevant messages and reduce the number of notifications to
experts. This experiment compared five predictive algorithms: Random Forest, Naive Bayes, Logistic Regression,
Support Vector Classification and Deep Learning named Long Short-Term Memory. The results showed that the
Long Short-Term Memory algorithm had the highest accuracy of 90.66%, with the highest precision and recall when
classifying specific targeted messages or questions that require expert attention, and with the highest precision and
F-measure when classifying general targeted messages. Additionally, the research demonstrated that this method

could be applied to similar chat groups to improve the efficiency of notification.
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Creating a deep learning model for classifying conversation messages

from a line application
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Table1  The number of chats in Working Hours.
Parts of the Day #Chats
Official Working Hours (08.00 - 16.59) 1767
Outside Official Working Hours (17.00 - 07.59) 1412
Total 3179
Table 2  The number of chats per time period.
Parts of the Day #Chats
Early Morning (05.00 - 07.59) 316
Morning (08.00 - 11.59) 804
Noon (12.00 - 15.59) 772
Evening (16.00 - 19.59) 857
Night (20.00 - 23.59) 407
Late Night (00.00 - 04.59) 23
Total 3179
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Figure 1 The number of chats per day (18/08/2022 to 12/12/2022).
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Figure 2 Examples of data set.
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Table 3  Examples of data labeling.
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Table 4  Examples of bag of words.
Rows 1n3a (1) 2132 (2) aua (3) dou (4)
1 0 0 0 0
2 0 0 1 0
3 1 0 0 0
4 0 1 0 0
5 0 0 0 0
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1 def simple_LSTM(MaxLength):

x = Dropout(0.65)(x)
out = Dense(2, activation="softmax")(x)

2 inputlayer = Input((MaxLength,))

3 x = Embedding(NumWords+2, 400)(inputlayer)

4 x = ConviD(32,3,padding="same',activation="'relu')(x)
5 X = MaxPoollD()(x)

6

7 x = LSTM(32)(x)

8

9

=
= ®

return out,inputlayer

Figure 3 LSTM python code.
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Table 5 LSTM Description.
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9 gavhe da %’uﬁr’fj‘auimﬁn"ﬁagam x fawni Esazidmonlnua 2 Tnua wazwsridunszduidu softmax Huieriufdnuo
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270 Figure 3 {338 ldmnuadiudsiSuduvas
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ﬁ\‘]%&]@]ﬁl’ﬁ/ 6]’\3 Figure 4 max_poolingld (MaxPoolinglD (None, 15, 32) [}
)
1stm (LSTM) (None, 32) 8320
dropout (Dropout) (None, 32) [}
dense (Dense) (None, 2) 66
Total params: 8,047,618
Trainable params: 8,047,618
Non-trainable params: ©

Figure 4 All of the parameters.

Table 6  Dropout testing with LSTM algorithm (ACC: accuracy).

No. Dropout Train/ACC Test/ACC
1 0.00 100.00 88.27
2 0.10 100.00 90.66*
3 0.20 100.00 90.19
4 0.30 100.00 90.31
5 0.40 100.00 89.92
6 0.50 100.00 90.19
7 0.60 100.00 89.59
8 0.70 100.00 89.83
9 0.80 99.96 89.83
10 0.90 98.80 89.95
m‘s"i'ﬂNaua:miﬂsztﬁuwaﬁwﬁ LLGz@hﬂ’J’mﬁ’N@lﬂ (F-measure) ﬁdﬁuﬂ?i‘ﬁl 4, 5, 6 lLae

NWTERleNNTYSufsulssAnTaweas 7 aNEeu Tayadniuninasauldudayadniy
61";LLuuﬁaﬁ’wﬁuﬁaﬂmﬂﬁmmsnr@i'lmmgﬂﬁaa AnUSum 2 Tu 3 2899BYAMNA WazTaYAEIRIL
(accuracy) fNANMLAIKEN (precision) ANANNTZAN (recall)  nasauUTunm 1 1w 3 maaﬁagaﬁmm
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TP+ TN
Accuracy = ——— (4)
TP +FP+ TN+FN

™

Precision = ———— (5)
TP+FP
P
Recall =—— (6)
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2 X Precision X Recall
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Precision + Recall
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a o
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Table 7 - 9

Table 7  The testing results of accuracy.
Algorithms Test/ACC
RF 84.80
NB 78.82
LR 85.52
svC 83.97
LSTM 90.66*

91N Table 7 URAIMALARIGANDSAN LSTM Xen
mwgﬂﬁaamﬂﬁq@ fia Sauay 90.66 WAzdANDINY LR

o

ana3fiy RF 8ana3fiy SVC wazdanasfiv NB Janany

v o

3l
gﬂ@]aﬁaommmumﬁu

Table 8 The testing results of general chats (Class = 0).
Algorithms Precision Recall F-measure
RF 97.00* 84.00 90.00
NB 96.00 76.00 85.00
LR 95.00 87.00 90.00
svC 94.00 85.00 89.00
LSTM 93.00 94.00* 94.00*

210 Table 8 anasNy RF 100wkl
miﬁwmmma"ﬁaﬂ’nuﬁ’svlﬂmﬂﬁq@ fia Sauaz 97 ua

o o= A =2 . ! P

2aNaINU LSTM Nﬂqﬂ']']uizﬂﬂLLﬂzﬂ']ﬂ'nNﬂ'lﬂ@!ﬂ‘ﬂg{lﬁ;(ﬂ
= dl 1 Qs A v
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Table 9  The testing results of specific chats (Class = 1).
Algorithms Precision Recall F-measure
RF 58.00 89.00* 71.00
NB 49.00 89.00 63.00
LR 61.00 81.00 70.00
svVC 58.00 78.00 67.00
LSTM 75.00* 74.00 75.00*
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