
การสร้างแบบจำ�ลองโดยใช้การเรียนรู้เชิงลึกเพ่ือจำ�แนกข้อความการสนทนาจาก 
แอปพลิเคชันไลน์
Creating a deep learning model for classifying conversation messages from a line  
application

ไพชยนต์ คงไชย1* 
Phaichayon Kongchai1*

Received: 22 January 2023; Revised: 21 March 2023; Accepted: 18 April 2023

บทคัดย่อ 
งานวิจัยนี้ได้นำ�เสนอวิธีการจำ�แนกข้อความจากกลุ่มแชทในแอปพลิเคชันไลน์ของคณะวิทยาศาสตร์ มหาวิทยาลัยอุบลราชธานี 
เพือ่แจง้เตอืนเฉพาะบางขอ้ความทีเ่หมาะสม ซึง่จะชว่ยลดจำ�นวนการแจง้เตอืนไปยงัผูเ้ชีย่วชาญ การทดลองการทำ�นายดว้ยการ
เปรยีบเทยีบ 5 อลักอรทิมึ ดงันี ้อลักอรทิมึ Random Forest อลักอรทิมึ Naïve Bayes อลักอรทิมึ Logistic Regression อลักอรทิมึ  
Support Vector Classification และเทคนิคการเรียนรู้เชิงลึก อัลกอริทึม Long Short-Term Memory จากผลการวิจัยพบว่า 
อัลกอริทึม Long Short-Term Memory มีค่าความถูกต้องในการจำ�แนกมากที่สุดเท่ากับร้อยละ 90.66 มีค่าความแม่นยำ�และ 
ค่าความถ่วงดุลมากที่สุด เมื่อจำ�แนกข้อความประเภทข้อความเฉพาะเจาะจงหรือคำ�ถามที่ต้องการผู้เชี่ยวชาญ มีค่าความระลึก
และค่าความถ่วงดุลมากท่ีสุดเม่ือจำ�แนกข้อความประเภทข้อความทั่วไป การวิจัยชี้ให้เห็นว่าวิธีนี้สามารถนำ�ไปใช้กับการแชท 
กลุ่มอื่นที่คล้ายคลึงกัน เพื่อปรับปรุงประสิทธิภาพในการส่งการแจ้งเตือน 

คำ�สำ�คัญ:	 การจำ�แนกประเภทข้อความ, ไลน์แอปพลิเคชัน, การเรียนรู้เชิงลึก

Abstract 
This report presents a method for classifying text from the chat group within the Line application of the Faculty of  
Science, Ubon Ratchathani University, to notify only relevant messages and reduce the number of notifications to 
experts. This experiment compared five predictive algorithms: Random Forest, Naïve Bayes, Logistic Regression, 
Support Vector Classification and Deep Learning named Long Short-Term Memory. The results showed that the 
Long Short-Term Memory algorithm had the highest accuracy of 90.66%, with the highest precision and recall when 
classifying specific targeted messages or questions that require expert attention, and with the highest precision and 
F-measure when classifying general targeted messages. Additionally, the research demonstrated that this method 
could be applied to similar chat groups to improve the efficiency of notification.
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บทนำ�
การคัดเลือกนักศึกษาใหม่เข้าเรียนในคณะวิทยาศาสตร์ 
มหาวิทยาลัยอุบลราชธานี มีวิธีการคัดเลือกนักศึกษาหลาย
รอบ เชน่ รอบใชแ้ฟม้สะสมผลงาน รอบโควตารอบแอดมชิชัน่ 
และรอบรบัตรงอสิระ โดยแตล่ะรอบจะประกอบไปดว้ยขัน้ตอน 
การรับสมัคร สอบสัมภาษณ์ สอบคัดเลือก แจ้งความจำ�นง
ยนืยนัสทิธเิพือ่เขา้ศกึษา ซึง่แตล่ะขัน้ตอน ผูส้มคัรอาจจะมขีอ้
สงสยัหรอืพบปญัหาทีต่อ้งการคำ�ตอบอยา่งเรง่ดว่น เชน่ ชำ�ระ
เงินยืนยันสิทธิ์ไม่ได้ หมดเวลายืนยันสิทธิ์ตอนไหน ไม่ยืนยัน
สทิธิไ์ดไ้หม สาขานีต้อ้งสอบสมัภาษณท์ีไ่หน ซึง่คำ�ถามเหลา่นี้
อาจจะสง่ผลใหพ้ลาดโอกาสการเขา้ศกึษาได ้คณะวทิยาศาสตร ์
มหาวิทยาลัยอุบลราชธานีทราบถึงปัญหาดังกล่าว จึงเปิด
ช่องทางให้นักศึกษาติดต่อหลายช่องทาง ไม่ว่าจะเป็นช่อง
ทางเพจบนเฟซบุ๊ค ช่องทางโทรศัพท์ ช่องทางอีเมล์ และช่อง
ทางไลน์แอปพลิเคชันที่มีผู้สมัครติดต่อมามากที่สุด โดยจะ
มีผู้เชี่ยวชาญคอยให้คำ�ตอบ แต่การท่ีจะทำ�ให้ผู้สมัครได้รับ
ประสบการณท์ีด่แีละไดร้บัคำ�ตอบรวดเรว็ทีส่ดุ อกีดา้นของการ
ตอบคำ�ถามคือผู้เชี่ยวชาญจะต้องคอยตอบคำ�ถามอยู่ตลอด
เวลา ซึ่งอาจส่งผลให้ผู้เชี่ยวชาญมีปัญหาเกี่ยวกับสุขภาพจิต 

สขุภาพกาย หรอืความสมัพนัธก์บัครบัครวันอ้ยลง เพราะต้อง
คอยตอบคำ�ถามจากนักเรียนผ่านกลุ่มแชทในแอปพลิเคชัน
ไลนต์ลอดเวลา ผูว้จัิยจึงได้ทำ�การเกบ็ขอ้มลูจากไลนก์ลุม่แชท
งานรบัเขา้คณะวทิยาศาสตร ์มหาวทิยาลยัอบุลราชธาน ีตัง้แต่
วนัที ่18/08/2022 ถงึวนัที ่12/12/2022 (จำ�นวน 117 วนั) พบวา่ 
มีจำ�นวนข้อความทั้งหมด 3179 ข้อความ (ไม่รวมข้อความที่
แจง้เตอืนเมือ่มสีมาชกิใหมเ่ขา้รว่มกลุม่) โดยมจีำ�นวนขอ้ความ
แจ้งเตือนต่อวันแสดงดัง Figure 1 มีข้อความแจ้งเตือนตาม
ช่วงเวลาราชการ 1767 ข้อความ และข้อความแจ้งเตือนนอก
เวลาราชการ 1412 ข้อความ ดัง Table 1 ผู้วิจัยจึงได้ทำ�การ
จำ�แนกข้อความแจ้งเตือนตามช่วงเวลา ดัง Table 2 จากทั้ง 
2 ตารางจะเห็นได้ว่ามีข้อความแจ้งเตือนเข้ามาตลอดทุกช่วง
เวลา และมขีอ้ความแจง้เตอืนนอกเวลาราชการมากถงึร้อยละ  
44.57 แต่มีข้อความที่ผู้เชี่ยวชาญต้องตอบทั้งหมดเพียง 569 
ข้อความหรือประมาณร้อยละ 18 โดยวัดจากการตอบจริงใน
กลุ่มแชทการใช้ปัญญาประดิษฐ์เข้ามาช่วยจำ�แนกข้อความ 
เพือ่แจง้เตอืนเฉพาะบางขอ้ความทีเ่หมาะสม จะชว่ยลดจำ�นวน
การอ่านข้อความของผู้เชี่ยวชาญลงได้ถึง 2610 ข้อความ 
หรือประมาณร้อยละ 82

Table 1	 The number of chats in Working Hours.

Parts of the Day #Chats

Official Working Hours (08.00 - 16.59) 1767

Outside Official Working Hours (17.00 - 07.59) 1412

Total  3179

Table 2	 The number of chats per time period.

Parts of the Day #Chats

Early Morning (05.00 - 07.59) 316

Morning (08.00 - 11.59) 804

Noon (12.00 - 15.59) 772

Evening (16.00 - 19.59) 857

Night (20.00 - 23.59) 407

Late Night (00.00 - 04.59) 23

Total  3179
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	 ดังนั้นผู้วิจัยจึงได้ทำ�การศึกษางานวิจัยที่ใกล้เคียง 
พบวา่มหีลายงานวจิยัทีมุ่ง่เนน้ทำ�วจิยัเกีย่วกบัการประมวลผล
ภาษาไทย เช่น (อิทธิศักดิ์ ศรีดำ�, 2565) ระบบการจัดหมวด
หมู่ข้อคิดเห็นและข้อเสนอแนะของประชาชนที่มีต่อโครงการ
ของรัฐโดยวิธีปัญญาประดิษฐ์ เสนอวิธีการใช้อัลกอริทึม 
ตน้ไม้ตดัสนิใจในการจดัหมวดหมูข่อ้คดิเหน็ (มกุตา หมานเหม  
และคณะ, 2563) โมเดลสำ�หรับจำ�แนกความรู้สึกของ 
ความคดิเหน็โดยใชเ้ทคนคิตน้ไมต้ดัสนิใจกรณศีกึษา เวบ็ไซต์
จองโรงแรม โดยงานวจิยันีไ้ดน้ำ�เสนอการทดลองการใช้เครือ่ง
มือในการตัดคำ�ไทยที่มีหลากหลายรูปแบบ ซึ่งเครื่องมือท่ีมี
ประสิทธิภาพมากที่สุด คือ NewMM (วสวัตติ์ อินทร์แปลง  
และคณะ, 2563) การวิเคราะห์ความคิดเห็นต่อเกมมือถือผับ
จีด้วยเหมืองข้อความ ได้เก็บรวบรวมข้อมูลความคิดเห็นต่อ
เกมมือถือผับจีจำ�นวน 3,798 ข้อความ และใช้เทคนิคการ
ปรับความสมดุลของข้อมูลด้วยวิธี SMOTE เพ่ือทำ�ให้ข้อมูล
ของคลาสสมดุลกัน จากน้ันนำ�ไปสร้างแบบจำ�ลองด้วย 5  
อลักอรทิมึ ดงัน้ี อลักอรทิมึ Random Forest อลักอรทิมึ Naïve 
Bayes อลักอรทิมึ C4.5 อลักอรทิมึ Support Vector Machine 
และอัลกอริทึม K-Nearest Neighbor เพื่อหาอัลกอริทึม 
ที่มีประสิทธิภาพสูงสุด จากการทดลองพบว่าอัลกอริทึม  
K-Nearest Neighbor มีประสิทธิภาพในการจำ�แนกข้อมูล 
มากทีส่ดุ (ศรัญญา กาญจนวฒันา และคณะ, 2565) การจำ�แนก
อารมณ์ของมนุษย์จากการรู้จำ�เสียงพูดโดยใช้การเรียนรู้ 
เชิงลึก เพื่อจำ�แนกข้อมูล 5 อารมณ์ประกอบด้วย โกรธ ปกติ 
ประหลาดใจ มีความสุข และเศร้า ผลการทดลองสรุปว่า Long 
Short-Term Memory (LSTM) เป็นอัลกอริทึมที่เหมาะสมกับ
การจำ�แนกอารมณจ์ากเสยีงพดูมากกวา่ Convolution Neural 
Networks (CNN)

	 จากการศกึษางานวจิยั ผูว้จิยัจงึไดน้ำ�ขอ้ดขีองแตล่ะ
งานมาประยุกต์ใช้ และได้นำ�เสนอการสร้างแบบจำ�ลองโดยใช้
เทคนคิการเรยีนรูเ้ชงิลกึ เพือ่จำ�แนกขอ้ความการสนทนาจาก
แอปพลิเคชันไลน์ โดยขั้นตอนการทดลองได้เปรียบเทียบ 5  
อลักอรทิมึ ดงัน้ี อลักอรทิมึ Random Forest อลักอรทิมึ Naïve 
Bayes อัลกอริทึม Logistic Regression อัลกอริทึม Support 

Vector Classification และเทคนคิการเรยีนรูเ้ชงิลกึ อลักอรทิมึ 
Long Short-Term Memory โดยมรีายละเอยีดของขัน้ตอนการ
ทดลองในหัวข้อถัดไป

วัตถุประสงค์ของการวิจัย
	 เพื่อศึกษาการจำ�แนกข้อความจากกลุ่มแชทใน 
แอปพลิเคชันไลน์

วิธีดำ�เนินการวิจัย
	 งานวิจัยนี้ประกอบด้วย 4 ขั้นตอน คือ การเก็บ
รวบรวมข้อมูล การเตรียมข้อมูล การจำ�แนกประเภทข้อมูล 
และการวัดผลและการประเมินผลลัพธ์ โดยมีรายละเอียด 
ดังนี้

	 การเก็บรวบรวมข้อมูล
	 ผู้วิจัยได้ทำ�การเก็บข้อมูลจากไลน์กลุ่มแชท งานรับ
เข้าศึกษาคณะวิทย์ มหาวิทยาลัยอุบลราชธานี ต้ังแต่วันที่ 
18/08/2022 ถึงวันที่ 12/12/2022 มีจำ�นวนข้อความทั้งหมด 
3179 ข้อความ โดยมีตัวอย่างดัง Figure 2

  

                   

บทนํา 

การคดัเลอืกนักศกึษาใหม่เขา้เรยีนในคณะวทิยาศาสตร ์

มหาวิทยาลัยอุบลราชธานี มีวธิีการคดัเลือกนักศึกษา

หลายรอบ เช่น รอบใชแ้ฟ้มสะสมผลงาน รอบโควตารอบ

แอดมิชชั �น และรอบรับตรงอิสระ โดยแต่ละรอบจะ

ประกอบไปด้วยขั �นตอน การรบัสมคัร สอบสัมภาษณ์ 

สอบคดัเลอืก แจ้งความจํานงยนืยนัสทิธเิพื�อเขา้ศึกษา 

ซึ�งแต่ละขั �นตอน ผูส้มคัรอาจจะมขีอ้สงสยัหรอืพบปัญหา

ที�ตอ้งการคําตอบอยา่งเรง่ด่วน เช่น ชําระเงนิยนืยนัสทิธิ �

ไม่ได้ หมดเวลายนืยนัสิทธิ �ตอนไหน ไม่ยนืยนัสทิธิ �ได้

ไหม สาขานี�ต้องสอบสมัภาษณ์ที�ไหน ซึ�งคําถามเหล่านี�

อาจจะส่งผลให้พลาดโอกาสการเข้าศึกษาได้ คณะ

วทิยาศาสตร ์มหาวิทยาลยัอุบลราชธานีทราบถึงปัญหา

ดงักล่าว จงึเปิดช่องทางใหน้กัศกึษาตดิต่อหลายช่องทาง 

ไม่ว่าจะเป็นช่องทางเพจบนเฟซบุ๊ค ช่องทางโทรศพัท์ 

ช่องทางอเีมล์ และช่องทางไลน์แอปพลเิคชนัที�มผีูส้มคัร

ติดต่อมามากที�สุด โดยจะมีผู้เชี�ยวชาญคอยใหค้ําตอบ 

แต่การที�จะทําใหผู้ส้มคัรไดร้บัประสบการณ์ที�ดแีละไดร้บั

คําตอบรวดเร็วที�สุด อีกด้านของการตอบคําถามคือ

ผูเ้ชี�ยวชาญจะตอ้งคอยตอบคาํถามอยูต่ลอดเวลา ซึ�งอาจ

ส่งผลใหผู้เ้ชี�ยวชาญมปัีญหาเกี�ยวกบัสขุภาพจติ สุขภาพ

กาย หรอืความสมัพนัธ์กบัครบัครวัน้อยลง เพราะต้อง

คอยตอบคําถามจากนักเรยีนผ่านกลุ่มแชทในแอปพลเิค

ชนัไลน์ตลอดเวลา ผูว้จิยัจึงไดท้ําการเกบ็ขอ้มูลจากไลน์

กลุ่มแชทงานรบัเข้าคณะวิทยาศาสตร์ มหาวิทยาลัย

อุ บ ล ร า ช ธ า นี  ตั �ง แ ต่ วัน ที�  18/ 08/ 2022 ถึ ง วัน ที�  

12/12/2022 (จํานวน 117 วนั) พบว่ามจีํานวนขอ้ความ

ทั �งหมด 3179 ขอ้ความ (ไม่รวมขอ้ความที�แจ้งเตอืนเมื�อ

มีสมาชิกใหม่เข้าร่วมกลุ่ม) โดยมีจํานวนข้อความแจ้ง

เตือนต่อวันแสดงดังรูปที� 1 มีข้อความแจ้งเตือนตาม

ช่วงเวลาราชการ 1767 ขอ้ความ และขอ้ความแจง้เตอืน

นอกเวลาราชการ 1412 ขอ้ความ ดงัตารางที� 1 ผูว้จิยัจงึ

ได้ทําการจําแนกข้อความแจ้งเตือนตามช่วงเวลา ดงั

ตารางที� 2 จากทั �ง 2 ตารางจะเหน็ได้ว่ามขีอ้ความแจ้ง

เตอืนเขา้มาตลอดทุกช่วงเวลา และมขีอ้ความแจง้เตอืน

นอกเวลาราชการมากถงึร้อยละ 44.57 แต่มขีอ้ความที�

ผู้เชี�ยวชาญต้องตอบทั �งหมดเพียง 569 ข้อความหรือ

ประมาณรอ้ยละ 18 โดยวดัจากการตอบจรงิในกลุ่มแชท

การใช้ปัญญาประดษิฐ์เขา้มาช่วยจําแนกข้อความ เพื�อ

แจ้งเตือนเฉพาะบางข้อความที�เหมาะสม จะช่วยลด

จํานวนการอ่านข้อความของผูเ้ชี�ยวชาญลงได้ถงึ 2610 

ขอ้ความหรอืประมาณรอ้ยละ 82 

 

Table 1 The number of chats in Working Hours 

Parts of the Day #Chats 

Official Working Hours  

(08.00 – 16.59) 
1767 

Outside Official Working Hours  

(17.00 – 07.59) 
1412 

Total        3179 

 

Table 2 The number of chats per time period 

Parts of the Day #Chats 

Early Morning (05.00 – 07.59) 316 

Morning (08.00 – 11.59) 804 

Noon (12.00 – 15.59) 772 

Evening (16.00 – 19.59) 857 

Night (20.00 – 23.59) 407 

Late Night (00.00 – 04.59) 23 

Total         3179 

 

Figure 1 The number of chats per day (18/08/2022 to 12/12/2022)
Figure 1 The number of chats per day (18/08/2022 to 12/12/2022).

  

                   

 ดังนั �นผู้ว ิจ ัยจึง ได้ทําการศึกษางานวิจัยที�

ใกลเ้คยีง พบว่ามหีลายงานวจิยัที�มุ่งเน้นทําวจิยัเกี�ยวกบั

การประมวลผลภาษาไทย เช่น (อทิธศิกัดิ � ศรดีาํ, 2565) 

ระบบการจัดหมวดหมู่ข้อคดิเห็นและข้อเสนอแนะของ

ประชาชนที�มต่ีอโครงการของรฐัโดยวธิปัีญญาประดษิฐ์ 

เสนอวิธีการใช้อัลกอริทึมต้นไม้ตัดสินใจในการจัด

หมวดหมู่ขอ้คดิเหน็ (มุกตา หมานเหม และคณะ, 2563) 

โมเดลสาํหรบัจําแนกความรูส้กึของความคดิเหน็โดยใช้

เทคนิคต้นไม้ตดัสนิใจกรณีศกึษา เว็บไซต์จองโรงแรม 

โดยงานวจิยันี�ไดนํ้าเสนอการทดลองการใชเ้ครื�องมอืใน

การตดัคําไทยที�มีหลากหลายรูปแบบ ซึ�งเครื�องมือที�มี

ประสิทธิภาพมากที�สุด คือ NewMM (วสวัตติ � อินทร์

แปลง และคณะ, 2563) การวิเคราะห์ความคิดเห็นต่อ

เกมมอืถอืผบัจดีว้ยเหมอืงขอ้ความ ไดเ้กบ็รวบรวมขอ้มลู

ความคดิเหน็ต่อเกมมอืถอืผบัจีจํานวน 3,798 ข้อความ 

และใช้เทคนิคการปรบัความสมดุลของข้อมูลด้วยวิธี 

SMOTE เพื�อทําให้ข้อมูลของคลาสสมดุลกัน จากนั �น

นําไปสรา้งแบบจําลองดว้ย 5 อลักอรทิมึ ดงันี� อลักอรทิมึ 

Random Forest อัลกอริทึม Naïve Bayes อัลกอริทึม 

C4.5 อั ล ก อ ริ ทึ ม  Support Vector Machine แ ล ะ

อลักอริทึม K-Nearest Neighbor เพื�อหาอลักอริทึมที�มี

ประสทิธิภาพสงูสุด จากการทดลองพบว่าอลักอรทิมึ K-

Nearest Neighbor มีประสทิธิภาพในการจําแนกข้อมูล

มากที�สุด (ศรญัญา กาญจนวฒันา และคณะ, 2565) การ

จาํแนกอารมณ์ของมนุษยจ์ากการรูจ้าํเสยีงพดูโดยใชก้าร

เรยีนรูเ้ชงิลกึ เพื�อจําแนกขอ้มูล 5 อารมณ์ประกอบดว้ย 

โกรธ ปกติ ประหลาดใจ มีความสุข และเศร้า ผลการ

ทดลองสรปุวา่ Long Short-Term Memory (LSTM) เป็น

อลักอรทิมึที�เหมาะสมกบัการจาํแนกอารมณ์จากเสยีงพดู

มากกวา่ Convolution Neural Networks (CNN) 

จากการศกึษางานวจิยั ผูว้จิยัจงึไดนํ้าขอ้ดขีองแต่ละงาน

มาประยุกต์ใช ้และไดนํ้าเสนอการสรา้งแบบจําลองโดย

ใช้เทคนิคการเรียนรู้เชิงลึก เพื�อจําแนกข้อความการ

สนทนาจากแอปพลิเคชนัไลน์ โดยขั �นตอนการทดลอง

ได้เปรยีบเทยีบ 5 อลักอรทิมึ ดงันี� อลักอรทิมึ Random 

Forest อัลกอริทึม  Naïve Bayes อัลกอร ิทึม  Logistic 

Regression อัลกอริทึม Support Vector Classification 

และเทคนิคการเรียนรู้เชิงลึก อัลกอริทึม Long Short-

Term Memory โดยมรีายละเอยีดของขั �นตอนการทดลอง

ในหวัขอ้ถดัไป 

วตัถปุระสงคข์องการวิจยั 

 เพื�อศกึษาการจําแนกขอ้ความจากกลุ่มแชทใน

แอปพลเิคชนัไลน์ 

 

วิธ ีดาํเนินการวิจยั 

 งานวจิยันี�ประกอบดว้ย 4 ข ั �นตอน คอื การเกบ็

รวบรวมข้อมูล การเตรียมข้อมูล การจําแนกประเภท

ข้อมูล และการวัดผลและการประเมินผลลัพธ์ โดยมี

รายละเอยีดดงันี� 

 

การเกบ็รวบรวมข้อมลู 

ผู้วิจัยได้ทําการเก็บข้อมูลจากไลน์กลุ่มแชท 

งานรบัเข้าศึกษาคณะวทิย์ มหาวิทยาลัยอุบลราชธานี 

ตั �งแต่วนัที� 18/08/2022 ถึงวนัที� 12/12/2022 มีจํานวน

ขอ้ความทั �งหมด 3179 ขอ้ความ โดยมตีวัอยา่งดงัรปูที� 2 

 

 

Figure 2 Examples of data set 

การเตรียมข้อมลู 

1) ตรวจสอบความถูกต้องและตดิฉลากข้อมูล 

นําข้อมูลจากรูปที� 2 มาทําการตดัข้อความ “Unsent a 

message” (ข้อความที�มีการลบออก) และข้อความที�มี

เฉพาะรูปภาพออก (เนื�องจากงานวจิยันี�ยงัไม่สามารถ

ประมวลผลขอ้มลูรปูภาพได)้ ทาํใหเ้หลอืขอ้ความทั �งหมด 

2784 ข้อความ จากนั �นทําความสะอาดข้อมูลด้วยการ

กําจดั ชื�อ สญัลกัษณ์ ที�ปรากฎในขอ้ความ แล้วทําการ

ติดฉลากให้กับข้อความ (data labelling) ดงัตารางที� 3 

ในคอลมัน์ Class โดยหมายเลข 0 แทนข้อความทั �วไป 

(general chats) มจํีานวน 2215 ขอ้ความ และหมายเลข 

Figure 2 Examples of data set.
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	 การเตรียมข้อมูล
	 1) ตรวจสอบความถูกต้องและติดฉลากข้อมูล  
นำ�ข้อมูลจาก Figure 2 มาทำ�การตัดข้อความ “Unsent a  
message” (ข้อความที่มีการลบออก) และข้อความที่มีเฉพาะ
รูปภาพออก (เน่ืองจากงานวิจัยน้ียังไม่สามารถประมวลผล
ข้อมูลรูปภาพได้) ทำ�ให้เหลือข้อความทั้งหมด 2784 ข้อความ 
จากนั้นทำ�ความสะอาดข้อมูลด้วยการกำ�จัด ชื่อ สัญลักษณ์  
ที่ปรากฎในข้อความ แล้วทำ�การติดฉลากให้กับข้อความ  
(data labelling) ดัง Table 3 ในคอลัมน์ Class โดยหมายเลข 

0 แทนข้อความทั่วไป (general chats) มีจำ�นวน 2215 
ข้อความ และหมายเลข 1 แทนข้อความที่เป็นข้อคำ�ถามท่ี 
ผู้เชี่ยวชาญต้องตอบ (specific chats) มีจำ�นวน 569 ข้อความ 

	 2) การตัดคำ� กำ�จัดคำ�หยุดและแก้ไขคำ�ที่เรียงผิด 
งานวจิยันีไ้ดเ้ลอืกไลบราร ีPyThaiNLP ในดา้นการประมวลผล 
ข้อมูลภาษาไทย โดยใช้เทคนิคการตัดคำ�ด้วยอัลกอริทึม  
maximum matching (NewMM) กำ�จัดคำ�หยุดด้วย thai_ 
stopwords ในคลังข้อมูล PyThaiNLP และแก้ไขคำ�ที่เรียงผิด
ด้วยฟังก์ชัน Normalize (Phatthiyaphaibun et al, 2023)

Table 3	 Examples of data labeling.

Chats Class

มีใครยุมุกดาหารไหมงับ 0

เราอยู่อุบลค่า 0

ขอสอบถามหน่อยค่ะ เกรดสะสมเอาแค่ 4 เทอมหรอ 1

หนูสามารถโอนชำ�ระได้ไหมคะ 1

สาขาไหนเธอ 0

Table 4	 Examples of bag of words.

Rows เกรด (1) ชำ�ระ (2) อุบล (3) สอบ (4)

1 0 0 0 0

2 0 0 1 0

3 1 0 0 0

4 0 1 0 0

5 0 0 0 0

	 3) การแปลงคุณลักษณะของข้อมูล ขั้นตอนนี้เป็น 
การแปลงคุณลักษณะของข้อมูล ให้อยู่ในรูปแบบที่สามารถ
นำ�ไปประมวลผลเพ่ือสร้างแบบจำ�ลอง ซึ่งงานวิจัยนี้ได้เลือก
การสร้างคลังคำ�ศัพท์ (bag of word) ซ่ึงเป็นการแปลงคำ�ที่
ไม่ซ้ำ�กันให้เป็นตัวบ่งชี้ของคำ� โดยท่ีคำ�ศัพท์ใดไม่ปรากฎใน
ประโยค ตัวบ่งชี้ในประโยคนั้นจะมีค่าเป็น 0 แต่ถ้าคำ�ศัพท์ใด
ปรากฏในประโยค ตัวบ่งชี้ในประโยคนั้นจะมีค่าเป็น 1 แสดง
ตัวอย่างดัง Table 4

	 การจำ�แนกประเภทข้อมูล
	 งานวิจัยนี้ได้เลือก 5 อัลกอริทึม โดยมี 4 อัลกอรึทึม
เป็นการเรียนรู้ของเครื่องแบบดั้งเดิม (traditional machine 
learning) ได้แก่ อัลกอริทึม Random Forest (RF) อัลกอริทึม  
Naïve Bayes (NB) อัลกอริทึม Logistic Regression (LR) 
และอัลกอริทึม Support Vector Classification (SVC) ด้วย

ค่าพารามิเตอร์ที่กำ�หนดไว้แล้ว (default parameter) และ
อีกหนึ่งอัลกอริทึมเป็นการเรียนรู้เชิงลึก (deep learning) คือ  
อัลกอริทึม Long Short-Term Memory (LSTM) โดยการ
ทำ�งานของแต่ละอัลกอริทึมมีรายละเอียดดังนี้

	 อลักอรทิมึ RF ใชแ้นวคดิของการสรา้งตน้ไมต้ดัสนิใจ 
(decision tree) ในการสรา้งตัวแบบ โดยจะสรา้งต้นไมต้ดัสนิใจ
จำ�นวน N ต้น ตามผู้ใช้กำ�หนด งานวิจัยนี้ได้ใช้มาตรวัด Gini 
Index ดังสมการที่ (1) จากนั้นนำ�ผลลัพธ์จากการทำ�นายของ
แต่ละต้นมาคิดเป็นคำ�ตอบของตัวแบบ โดยเลือกคำ�ตอบที่ 
ซ้ำ�กันมากที่สุด (Pal, 2005)

(1) 

  

                   

1 แทนข้อความที�เป็นขอ้คําถามที�ผูเ้ชี�ยวชาญต้องตอบ 

(specific chats) มจีาํนวน 569 ขอ้ความ  

2) การตดัคํา กําจดัคําหยุดและแกไ้ขคาํที�เรยีง

ผดิ งานวจิยันี�ได้เลือกไลบราร ีPyThaiNLP ในดา้นการ

ประมวลผลขอ้มลูภาษาไทย โดยใชเ้ทคนิคการตดัคาํดว้ย

อัลกอร ิทึม  maximum matching (NewMM) กําจัดคํา

หยุดด้วย thai_stopwords ในคลังข้อมูล PyThaiNLP 

แ ล ะ แ ก้ ไ ข คํ าที� เ รี ย ง ผิด ด้ ว ย ฟั ง ก์ ชั น  Normalize 

(Phatthiyaphaibun et al, 2023) 

 

Table 3 Examples of data labeling 

Chats Class 

มใีครยมุุกดาหารไหมงบั 0 

เราอยูอ่บุลคา่ 0 

ขอสอบถามหน่อยค่ะ เกรดสะสมเอาแค่ 

4 เทอมหรอ 

1 

หนูสามารถโอนชาํระไดไ้หมคะ  1 

สาขาไหนเธอ 0 

Table 4 Examples of bag of words 

Rows เกรด (1) ชาํระ (2) อบุล (3) สอบ (4) 

1 0 0 0 0 

2 0 0 1 0 

3 1 0 0 0 

4 0 1 0 0 

5 0 0 0 0 

 

3) การแปลงคุณลักษณะของขอ้มูล ขั �นตอนนี�

เป็นการแปลงคุณลกัษณะของขอ้มูล ใหอ้ยู่ในรูปแบบที�

สามารถนําไปประมวลผลเพื�อสร้างแบบจําลอง ซึ�ง

งานวิจยันี�ไดเ้ลือกการสรา้งคลงัคําศพัท์ (bag of word) 

ซึ�งเป็นการแปลงคาํที�ไม่ซํ�ากนัใหเ้ป็นตวับ่งชี�ของคาํ โดย

ที�คาํศพัท์ใดไม่ปรากฎในประโยค ตวับ่งชี�ในประโยคนั �น

จะมคีา่เป็น 0 แต่ถา้คาํศพัทใ์ดปรากฏในประโยค ตวับ่งชี�

ในประโยคนั �นจะมคีา่เป็น 1 แสดงตวัอยา่งดงัตารางที� 4 

 

 

 

การจาํแนกประเภทข้อม ูล 

งานวจิยันี�ไดเ้ลอืก 5 อลักอรทิมึ โดยม ี4 อลักอ

รึทึมเป็นการเรียนรู้ของเครื�องแบบดั �งเดิม (traditional 

machine learning) ได้แก่ อ ัลกอริทึม Random Forest 

(RF) อลักอรทิมึ Naïve Bayes (NB) อลักอรทิมึ Logistic 

Regression (LR) แ ล ะ อัล ก อ ริทึ ม  Support Vector 

Classification (SVC) ด้วยค่าพารามิเตอร์ที�กําหนดไว้

แลว้ (default parameter) และอกีหนึ�งอลักอรทิมึเป็นการ

เรียนรู้ เชิงลึก (deep learning) คือ อัลกอริทึม  Long 

Short-Term Memory (LSTM) โดยการทาํงานของแต่ละ

อลักอรทิมึมรีายละเอยีดดงันี� 

อลักอรทิมึ RF ใช้แนวคดิของการสรา้งต้นไม้

ตัดสินใจ (decision tree) ในการสร้างตัวแบบ โดยจะ

สร้างต้นไม้ตัดสินใจจํานวน N ต้น ตามผู้ใช้กําหนด 

งานวิจัยนี�ได้ใช้มาตรวัด Gini Index ดังสมการที� (1) 

จากนั�นนําผลลพัธ์จากการทาํนายของแต่ละตน้มาคดิเป็น

คําตอบของตวัแบบ โดยเลอืกคําตอบที�ซํ�ากนัมากที�สุด 

(Pal, 2005) 

2n

j

j 1

Gini( t) 1 p


                      (1)     

โดยที�  

t แทนขอ้มูลสําหรบัฝึกและ jp  คอื สดัส่วนของ

จํานวนขอ้มูลที�อยู่ในแต่ละกลุ่ม โดย j เป็นจํานวนกลุ่ม 

นอกจากนี�งานวจิยันี�มกีารมใีชเ้ทคนิค Grid Search เพื�อ

หาค่าพารามิเตอร์ที�เหมาะสม โดยมคี่า n_estimators 

เริ�มต้น 10 ถงึ 100 (ปรบัคา่เพิ�มทลีะ 10) ค่า max_depth 

เริ�มตน้ 5 ถงึ 20 (ปรบัค่าเพิ�มทลีะ 5) และไม่จํากดัความ

ลกึ  

อลักอรทิมึ NB ใช้แนวคดิความน่าจะเป็นด้วย

ทฤษฎขีองเบย์ โดยการหาความสมัพนัธ์ของระหว่างตวั

แปร เพื�อใชใ้นการสรา้งตวัแบบ (Rish, 2001) ดงัสมการ

ที� (2) 
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i
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                 (2) 
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	 โดยที่ 

	 t แทนขอ้มลูสำ�หรบัฝกึและ p
j
 คอื สดัสว่นของจำ�นวน

ข้อมูลที่อยู่ในแต่ละกลุ่ม โดย j เป็นจำ�นวนกลุ่ม นอกจากนี้ 
งานวจิยัน้ีมกีารมีใชเ้ทคนคิ Grid Search เพือ่หาคา่พารามเิตอร์
ที่เหมาะสม โดยมีค่า n_estimators เริ่มต้น 10 ถึง 100 (ปรับ
ค่าเพิ่มทีละ 10) ค่า max_depth เริ่มต้น 5 ถึง 20 (ปรับค่าเพิ่ม
ทีละ 5) และไม่จำ�กัดความลึก 

	 อลักอรทิมึ NB ใชแ้นวคดิความนา่จะเปน็ดว้ยทฤษฎี
ของเบย์ โดยการหาความสัมพันธ์ของระหว่างตัวแปร เพื่อใช้
ในการสร้างตัวแบบ (Rish, 2001) ดังสมการที่ (2)

(2)

	 โดยที่

	 P(C
i
 I X) คือ ค่าความน่าจะเป็นที่เกิดแอททริบิวต์ X 

ก่อนความน่าจะเป็น C
i

	 P(C
i
) คือ ค่าความน่าจะเป็นในการเกิดคลาส C

i

	 P(X) คือ ค่าความน่าจะเป็นในการเกิดแอททริบิวต์ 
X

	 งานวิจัยนี้ ได้สร้างตัวแบบจาก Mul t inomial  
Naive Bayes และมีการเทคนิคใช้ Grid Search เพื่อหาค่า
พารามิเตอรท์ีเ่หมาะสม โดยมคีา่ Alpha เริม่ตน้ 0.01 ถงึ 10.00 
(ปรับค่าเพิ่มทีละ 10 เท่า)

	 อลักอรทิมึ LR ใชแ้นวคดิทางสถติทิีว่เิคราะหส์มการ
แบบถดถอย เพือ่ทำ�นายโอกาสทีจ่ะเกดิเหตกุารณท์ีส่นใจ แลว้
ใช้ฟังก์ชันทดสอบสมมติฐานเพื่อจำ�แนกข้อมูล (Antipov & 
Pokryshevskaya, 2010)

(3)

	 โดยที่ 

	 P(y) คอื ความนา่จะเปน็ในการเกดิเหตกุารณท์ีส่นใจ 

	 Q(y) คือ ความน่าจะเป็นเหตุการณ์ที่สนใจไม่เกิด

	 b คือ ค่าสัมประสิทธิ์การถดถอย 

	 x คือ แอททริบิวต์ 

	 ซึง่การประมาณคา่สมัประสทิธิก์ารถดถอยจะใชค้วาม
นา่จะเปน็สงูสดุ แลว้เทยีบกบัผลการทำ�นาย เพือ่หาคา่ทำ�นาย
ของตัวแปรให้ใกล้เคียงกับข้อมูลจริงมากที่สุด นอกจากนี้ 
งานวจิยันีม้กีารมใีชเ้ทคนคิ Grid Search เพือ่หาคา่พารามเิตอร์
ที่เหมาะสม โดยมีค่า Penalty เป็น L1 และ L2 ค่า C เริ่มต้น 
0.01 ถึง 100 (ปรับค่าเพิ่มทีละ 10 เท่า) 

	 อัลกอริทึม SVC (Cortes et al, 1995) ใช้แนวคิด
การหาสัมประสิทธิ์ของสมการ เพื่อสร้างเส้นแบ่งแยกข้อมูล 
(hyperplane) โดยมีเส้นขอบ (margin) ของเส้นตรงที่เป็น 
เส้นแบ่ง เส้นขอบที่แบ่งกลุ่มกว้างมากที่สุดของทั้งสองกลุ่ม 
แต่ถ้าข้อมูลไม่เป็นเชิงเส้นจะใช้เคอร์แนว (Kernel) ฟังก์ชัน 
เพื่อให้สามารถจำ�แนกข้อมูลบนระนาบได้หลายมิติ และ 
เวกเตอรท์ีอ่ยูข่า้งระนาบจะเรยีกวา่เวกเตอรส์นบัสนนุ (support 
vectors) นอกจากนี้งานวิจัยนี้มีการมีใช้เทคนิค Grid Search 
(Bui et al, 2020). เพื่อหาค่าพารามิเตอร์ที่เหมาะสม โดยมี
ค่า C อยู่ระหว่าง 0.01 ถึง 100 (ปรับค่าเพิ่มทีละ 10 เท่า)  
ค่า gamma อยู่ระหว่าง 0.01 ถึง 100 (ปรับค่าเพิ่มทีละ 10 
เท่า) และ Kernel มีค่าเป็น linear, rbf และ poly 

	 อัลกอริทึม LSTM (Schmidhuber et al, 1997)ใช้
แนวคดิของโครงขา่ยประสาทเทยีม (artificial neural network) 
โดยเลียนแบบการทำ�งานคล้ายกับสมองมนุษย์ มีพื้นฐานมา
จากอัลกอริทึม Recurrent Neural Network (RNN) ซึ่งเป็น
ตัวแบบประมวลผลข้อมูลที่มีการเชื่อมต่อกันอยู่ระหว่างชั้น
ของขอ้มลู ซึง่จะชว่ยใหตั้วแบบสามารถรบัรูค้วามสัมพนัธข์อง
ขอ้มลูไดอ้ยา่งมปีระสทิธภิาพ อลักอรทิมึ LSTM ถกูพฒันาใหม้ี
ความสามารถในการจดจำ�ข้อมลูในระยะเวลายาวๆ โดยมกีาร
เพิม่ชัน้ของขอ้มลู ซึง่จะชว่ยใหแ้บบจำ�ลองสามารถจดจำ�ขอ้มลู
นานขึ้นได้ ปกติจะใช้ในงานประมวลผลข้อมูลภาษามนุษย์ 
ที่มีความซับซ้อนสูง โดยผู้วิจัยได้ออกแบบปรับแต่งขั้นตอน
การทำ�งานของอลักอรทิมึ LSTM ดงั Figure 3 มกีารปรบัอตัรา
การเรยีนรูท้ี ่0.0001 ขนาดของ batch เปน็ 32 และประมวลผล  
100 อีพ็อค ด้วย Adam Optimizer

  

                   

1 แทนข้อความที�เป็นขอ้คําถามที�ผูเ้ชี�ยวชาญต้องตอบ 

(specific chats) มจีาํนวน 569 ขอ้ความ  

2) การตดัคํา กําจดัคําหยุดและแกไ้ขคาํที�เรยีง

ผดิ งานวจิยันี�ได้เลือกไลบราร ีPyThaiNLP ในดา้นการ

ประมวลผลขอ้มลูภาษาไทย โดยใชเ้ทคนิคการตดัคาํดว้ย

อัลกอร ิทึม  maximum matching (NewMM) กําจัดคํา

หยุดด้วย thai_stopwords ในคลังข้อมูล PyThaiNLP 

แ ล ะ แ ก้ ไ ข คํ าที� เ รี ย ง ผิด ด้ ว ย ฟั ง ก์ ชั น  Normalize 

(Phatthiyaphaibun et al, 2023) 

 

Table 3 Examples of data labeling 

Chats Class 

มใีครยมุุกดาหารไหมงบั 0 

เราอยูอ่บุลคา่ 0 

ขอสอบถามหน่อยค่ะ เกรดสะสมเอาแค่ 

4 เทอมหรอ 

1 

หนูสามารถโอนชาํระไดไ้หมคะ  1 

สาขาไหนเธอ 0 

Table 4 Examples of bag of words 

Rows เกรด (1) ชาํระ (2) อบุล (3) สอบ (4) 

1 0 0 0 0 

2 0 0 1 0 

3 1 0 0 0 

4 0 1 0 0 

5 0 0 0 0 

 

3) การแปลงคุณลักษณะของขอ้มูล ขั �นตอนนี�

เป็นการแปลงคุณลกัษณะของขอ้มูล ใหอ้ยู่ในรูปแบบที�

สามารถนําไปประมวลผลเพื�อสร้างแบบจําลอง ซึ�ง

งานวิจยันี�ไดเ้ลือกการสรา้งคลงัคําศพัท์ (bag of word) 

ซึ�งเป็นการแปลงคาํที�ไม่ซํ�ากนัใหเ้ป็นตวับ่งชี�ของคาํ โดย

ที�คาํศพัท์ใดไม่ปรากฎในประโยค ตวับ่งชี�ในประโยคนั �น

จะมคีา่เป็น 0 แต่ถา้คาํศพัทใ์ดปรากฏในประโยค ตวับ่งชี�

ในประโยคนั �นจะมคีา่เป็น 1 แสดงตวัอยา่งดงัตารางที� 4 

 

 

 

การจาํแนกประเภทข้อม ูล 

งานวจิยันี�ไดเ้ลอืก 5 อลักอรทิมึ โดยม ี4 อลักอ

รึทึมเป็นการเรียนรู้ของเครื�องแบบดั �งเดิม (traditional 

machine learning) ได้แก่ อ ัลกอริทึม Random Forest 

(RF) อลักอรทิมึ Naïve Bayes (NB) อลักอรทิมึ Logistic 

Regression (LR) แ ล ะ อัล ก อ ริทึ ม  Support Vector 

Classification (SVC) ด้วยค่าพารามิเตอร์ที�กําหนดไว้

แลว้ (default parameter) และอกีหนึ�งอลักอรทิมึเป็นการ

เรียนรู้ เชิงลึก (deep learning) คือ อัลกอริทึม  Long 

Short-Term Memory (LSTM) โดยการทาํงานของแต่ละ

อลักอรทิมึมรีายละเอยีดดงันี� 

อลักอรทิมึ RF ใช้แนวคดิของการสรา้งต้นไม้

ตัดสินใจ (decision tree) ในการสร้างตัวแบบ โดยจะ

สร้างต้นไม้ตัดสินใจจํานวน N ต้น ตามผู้ใช้กําหนด 

งานวิจัยนี�ได้ใช้มาตรวัด Gini Index ดังสมการที� (1) 

จากนั�นนําผลลพัธ์จากการทาํนายของแต่ละตน้มาคดิเป็น

คําตอบของตวัแบบ โดยเลอืกคําตอบที�ซํ�ากนัมากที�สุด 

(Pal, 2005) 

2n

j

j 1

Gini( t) 1 p


                      (1)     

โดยที�  

t แทนขอ้มูลสําหรบัฝึกและ jp  คอื สดัส่วนของ

จํานวนขอ้มูลที�อยู่ในแต่ละกลุ่ม โดย j เป็นจํานวนกลุ่ม 

นอกจากนี�งานวจิยันี�มกีารมใีชเ้ทคนิค Grid Search เพื�อ

หาค่าพารามิเตอร์ที�เหมาะสม โดยมคี่า n_estimators 

เริ�มต้น 10 ถงึ 100 (ปรบัคา่เพิ�มทลีะ 10) ค่า max_depth 

เริ�มตน้ 5 ถงึ 20 (ปรบัค่าเพิ�มทลีะ 5) และไม่จํากดัความ

ลกึ  

อลักอรทิมึ NB ใช้แนวคดิความน่าจะเป็นด้วย

ทฤษฎขีองเบย์ โดยการหาความสมัพนัธ์ของระหว่างตวั

แปร เพื�อใชใ้นการสรา้งตวัแบบ (Rish, 2001) ดงัสมการ

ที� (2) 
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i
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P(X)
                 (2) 

 

 

  

                   

โดยที� 

 iP(C | X) คอื ค่าความน่าจะเป็นที�เกดิแอททริ

บวิต ์X ก่อนความน่าจะเป็น iC  

 iP(C ) คอื ค่าความน่าจะเป็นในการเกดิคลาส

iC   

 P(X) คอื ค่าความน่าจะเป็นในการเกดิแอททริ

บวิต ์X 

งานวิจัยนี� ได้สร้างตัวแบบจาก Multinomial 

Naive Bayes และมกีารเทคนิคใช ้Grid Search เพื�อหา

ค่าพารามเิตอรท์ี�เหมาะสม โดยมคี่า Alpha เริ�มตน้ 0.01 

ถงึ 10.00 (ปรบัคา่เพิ�มทลีะ 10 เท่า) 

อลักอรทิมึ LR ใช้แนวคดิทางสถิตทิี�วเิคราะห์

สมการแบบถดถอย เพื�อทาํนายโอกาสที�จะเกดิเหตุการณ์

ที�สนใจ แล้วใช้ฟังก์ชันทดสอบสมมติฐานเพื�อจําแนก

ขอ้มลู (Antipov & Pokryshevskaya, 2010) 

 

0 1 1 n n

P(y)
log b b x ...b x

1 P(y)

      
   (3) 

โดยที�  

 P(y) คอื ความน่าจะเป็นในการเกดิเหตุการณ์

ที�สนใจ   

 Q(y) คอื ความน่าจะเป็นเหตุการณ์ที�สนใจไม่

เกดิ 

      b คอื คา่สมัประสทิธิ �การถดถอย  

      x คอื แอททรบิวิต ์ 

 ซึ�งการประมาณคา่สมัประสทิธิ �การถดถอยจะใช้

ความน่าจะเป็นสูงสุด แล้วเทยีบกบัผลการทํานาย เพื�อ

หาค่าทํานายของตวัแปรใหใ้กล้เคยีงกบัข้อมูลจรงิมาก

ที�สดุ นอกจากนี�งานวจิยันี�มกีารมใีชเ้ทคนิค Grid Search 

เพื�อหาคา่พารามเิตอรท์ี�เหมาะสม โดยมคีา่ Penalty เป็น 

L1 และ L2 ค่า C เริ�มตน้ 0.01 ถงึ 100 (ปรบัคา่เพิ�มทลีะ 

10 เท่า)  

 อัล ก อ ริทึม  SVC ( Cortes et al, 1995)  ใ ช้

แนวคิดการหาสัมประสิทธิ �ของสมการ เพื�อสร้างเส้น

แบ่งแยกข้อมูล (hyperplane) โดยมีเส้นขอบ (margin) 

ของเสน้ตรงที�เป็นเสน้แบ่ง เสน้ขอบที�แบ่งกลุ่มกวา้งมาก

ที�สุดของทั �งสองกลุ่ม แต่ถ้าข้อมูลไม่เป็นเชิงเส้นจะใช้

เคอรแ์นว (Kernel) ฟังกช์นั เพื�อใหส้ามารถจาํแนกขอ้มูล

บนระนาบได้หลายมติ ิและเวกเตอร์ที�อยู่ข้างระนาบจะ

เรยีกว่าเวกเตอรส์นับสนุน (support vectors) นอกจากนี�

งานวิจัยนี�มีการมีใช้เทคนิค Grid Search (Bui et al, 

2020). เพื�อหาคา่พารามเิตอรท์ี�เหมาะสม โดยมคีา่ C อยู่

ระหว่าง 0.01 ถึง 100 (ปร ับค่าเพิ�มทีละ 10 เท่า) ค่า 

gamma อยู่ระหว่าง 0.01 ถงึ 100 (ปรบัค่าเพิ�มทลีะ 10 

เท่า) และ Kernel มคีา่เป็น linear, rbf และ poly  

 อลักอรทิมึ LSTM (Schmidhuber et al, 1997)

ใช้แนวคดิของโครงข่ายประสาทเทยีม (artificial neural 

network) โดยเลยีนแบบการทาํงานคลา้ยกบัสมองมนุษย ์

มีพื�นฐานมาจากอลักอรทิมึ Recurrent Neural Network 

(RNN) ซึ�งเป็นตวัแบบประมวลผลขอ้มูลที�มกีารเชื�อมต่อ

กนัอยูร่ะหวา่งชั �นของขอ้มลู ซึ�งจะช่วยใหต้วัแบบสามารถ

รับรู้ความสัมพันธ์ของข้อมูลได้อย่างมีประสิทธิภาพ 

อลักอริทึม LSTM ถูกพัฒนาให้มีความสามารถในการ

จดจําข้อมูลในระยะเวลายาว ๆ โดยมีการเพิ�มชั �นของ

ขอ้มูล ซึ�งจะช่วยใหแ้บบจําลองสามารถจดจําขอ้มูลนาน

ขึ�นได ้ปกตจิะใช้ในงานประมวลผลขอ้มลูภาษามนุษยท์ี�มี

ความซบัซอ้นสูง โดยผูว้จิยัไดอ้อกแบบปรบัแต่งขั �นตอน

การทํางานของอลักอรทิมึ LSTM ดงัรูปที� 3 มีการปรบั

อตัราการเรยีนรูท้ ี� 0.0001 ขนาดของ batch เป็น 32 และ

ประมวลผล 100 อพีอ็ค ดว้ย Adam Optimizer 
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โดยที� 

 iP(C | X) คอื ค่าความน่าจะเป็นที�เกดิแอททริ

บวิต ์X ก่อนความน่าจะเป็น iC  

 iP(C ) คอื ค่าความน่าจะเป็นในการเกดิคลาส

iC   

 P(X) คอื ค่าความน่าจะเป็นในการเกดิแอททริ

บวิต ์X 

งานวิจัยนี� ได้สร้างตัวแบบจาก Multinomial 

Naive Bayes และมกีารเทคนิคใช ้Grid Search เพื�อหา

ค่าพารามเิตอรท์ี�เหมาะสม โดยมคี่า Alpha เริ�มตน้ 0.01 

ถงึ 10.00 (ปรบัคา่เพิ�มทลีะ 10 เท่า) 

อลักอรทิมึ LR ใช้แนวคดิทางสถิตทิี�วเิคราะห์

สมการแบบถดถอย เพื�อทาํนายโอกาสที�จะเกดิเหตุการณ์

ที�สนใจ แล้วใช้ฟังก์ชันทดสอบสมมติฐานเพื�อจําแนก

ขอ้มลู (Antipov & Pokryshevskaya, 2010) 
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โดยที�  

 P(y) คอื ความน่าจะเป็นในการเกดิเหตุการณ์

ที�สนใจ   

 Q(y) คอื ความน่าจะเป็นเหตุการณ์ที�สนใจไม่

เกดิ 

      b คอื คา่สมัประสทิธิ �การถดถอย  

      x คอื แอททรบิวิต ์ 

 ซึ�งการประมาณคา่สมัประสทิธิ �การถดถอยจะใช้
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10 เท่า)  

 อัล ก อ ริทึม  SVC ( Cortes et al, 1995)  ใ ช้

แนวคิดการหาสัมประสิทธิ �ของสมการ เพื�อสร้างเส้น

แบ่งแยกข้อมูล (hyperplane) โดยมีเส้นขอบ (margin) 

ของเสน้ตรงที�เป็นเสน้แบ่ง เสน้ขอบที�แบ่งกลุ่มกวา้งมาก
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เคอรแ์นว (Kernel) ฟังกช์นั เพื�อใหส้ามารถจาํแนกขอ้มูล

บนระนาบได้หลายมติ ิและเวกเตอร์ที�อยู่ข้างระนาบจะ

เรยีกว่าเวกเตอรส์นับสนุน (support vectors) นอกจากนี�

งานวิจัยนี�มีการมีใช้เทคนิค Grid Search (Bui et al, 

2020). เพื�อหาคา่พารามเิตอรท์ี�เหมาะสม โดยมคีา่ C อยู่

ระหว่าง 0.01 ถึง 100 (ปร ับค่าเพิ�มทีละ 10 เท่า) ค่า 

gamma อยู่ระหว่าง 0.01 ถงึ 100 (ปรบัค่าเพิ�มทลีะ 10 

เท่า) และ Kernel มคีา่เป็น linear, rbf และ poly  

 อลักอรทิมึ LSTM (Schmidhuber et al, 1997)

ใช้แนวคดิของโครงข่ายประสาทเทยีม (artificial neural 

network) โดยเลยีนแบบการทาํงานคลา้ยกบัสมองมนุษย ์

มีพื�นฐานมาจากอลักอรทิมึ Recurrent Neural Network 

(RNN) ซึ�งเป็นตวัแบบประมวลผลขอ้มูลที�มกีารเชื�อมต่อ

กนัอยูร่ะหวา่งชั �นของขอ้มลู ซึ�งจะช่วยใหต้วัแบบสามารถ

รับรู้ความสัมพันธ์ของข้อมูลได้อย่างมีประสิทธิภาพ 

อลักอริทึม LSTM ถูกพัฒนาให้มีความสามารถในการ

จดจําข้อมูลในระยะเวลายาว ๆ โดยมีการเพิ�มชั �นของ

ขอ้มูล ซึ�งจะช่วยใหแ้บบจําลองสามารถจดจําขอ้มูลนาน

ขึ�นได ้ปกตจิะใช้ในงานประมวลผลขอ้มลูภาษามนุษยท์ี�มี

ความซบัซอ้นสูง โดยผูว้จิยัไดอ้อกแบบปรบัแต่งขั �นตอน

การทํางานของอลักอรทิมึ LSTM ดงัรูปที� 3 มีการปรบั

อตัราการเรยีนรูท้ ี� 0.0001 ขนาดของ batch เป็น 32 และ

ประมวลผล 100 อพีอ็ค ดว้ย Adam Optimizer 
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Table 5	 LSTM Description.

Line Describe

3 ทำ�การแปลงคำ�ให้เป็นเวกเตอร์ด้วย Word Embedding โดยมีข้อมูลอินพุตเท่ากับจำ�นวนคำ�ทั้งหมดของประโยคมากที่สุดและข้อมูลเอาต์พุต
เท่ากับ 400

4 ชั้นคอลโวลูชันแบบ 1 มิติ ประกอบด้วย 32 filter ความกว้างของ kernel เป็น 3 และกำ�หนด padding เป็น same ที่ใช้ในการเพิ่มขนาดของ 
input โดยไม่เปลี่ยนขนาดของ output และฟังก์ชันกระตุ้นเป็น relu

5 ทำ�การเปลี่ยนขนาดของข้อมูลให้เล็กลงและเอาเฉพาะค่าที่สำ�คัญมาเก็บไว้ ด้วย MaxPool ขนาด 1 มิติ

7 ชั้น LSTM ที่มีขนาด hidden state เท่ากับ 32

8 ทำ�การ Dropout ด้วยอัตราส่วน 0.65 (ตัวเลขนี้ได้จากการทดลองใน Table 6) เพื่อป้องกันแบบจำ�ลองเกิดการ Overfitting

9 สุดท้าย คือ ชั้นที่เชื่อมโยงกับข้อมูลชุด x ก่อนหน้า ซึ่งจะมีจำ�นวนโหนด 2 โหนด และฟังก์ชันกระตุ้นเป็น softmax เป็นฟังก์ชันที่คำ�นวณ 
ความน่าจะเป็นของแต่ละคลาส และค่าที่คำ�นวณจะอยู่ในช่วง [0,1]

	 จาก Figure 3 ผู้วิจัยได้กำ�หนดตัวแปรเร่ิมต้นของ 
MaxLength มีค่าเท่ากับ 30 (ความยาวของประโยคมากที่สุด) 
และ NumWords มีคา่เทา่กับ 20000 (จำ�นวนคำ�ทัง้หมด) โดย
คำ�สั่งที่สำ�คัญอธิบายดัง Table 5 และสรุปจำ�นวนพารามิเตอร์
ทั้งหมดที่ใช้ ดัง Figure 4

Table 6	 Dropout testing with LSTM algorithm (ACC: accuracy).

No. Dropout Train/ACC Test/ACC

1 0.00 100.00 88.27

2 0.10 100.00 90.66*

3 0.20 100.00 90.19

4 0.30 100.00 90.31

5 0.40 100.00 89.92

6 0.50 100.00 90.19

7 0.60 100.00 89.59

8 0.70 100.00 89.83

9 0.80 99.96 89.83

10 0.90 98.80 89.95

  

                   

Table 5 LSTM Description 

Line Describe 

3 ทําการแปลงคําให้เป็นเวกเตอร์ด้วย Word 

Embedding โดยมขีอ้มูลอนิพุตเท่ากบัจํานวน

คําทั �งหมดของประโยคมากที�สุดและข้อมูล

เอาตพ์ตุเท่ากบั 400 

4 ชั �นคอลโวลูชนัแบบ 1 มิติ ประกอบด้วย 32 

filter ความกว้างของ  kernel เ ป็น 3 และ

กําหนด padding เป็น same ที�ใช้ในการเพิ�ม

ขนาดของ input โดยไม่เปลี�ยนขนาดของ 

output และฟังกช์นักระตุน้เป็น relu 

5 ทําการเปลี�ยนขนาดของข้อมูลให้เล็กลงและ

เอาเฉพาะค่าที�สาํคญัมาเกบ็ไว ้ดว้ย MaxPool 

ขนาด 1 มติ ิ

7 ชั �น LSTM ที�มขีนาด hidden state เท่ากบั 32 

8 ทําการ Dropout ด้วยอตัราส่วน 0.65 (ตวัเลข

นี�ไดจ้ากการทดลองในตารางที� 6) เพื�อป้องกนั

แบบจาํลองเกดิการ Overfitting 

9 สุดทา้ย คอื ชั �นที�เชื�อมโยงกบัขอ้มลูชุด x ก่อน

หน้า ซึ�งจะมจํีานวนโหนด 2 โหนด และฟังกช์นั

กระตุ้นเป็น softmax เป็นฟังก์ชันที�คํานวณ

ความน่าจะเ ป็นของแต่ละคลาส และค่าที�

คาํนวณจะอยู่ในช่วง [0,1] 

 

 

จากรปูที� 3 ผูว้จิยัไดก้ําหนดตวัแปรเริ�มตน้ของ 

MaxLength มคี่าเท่ากบั 30 (ความยาวของประโยคมาก

ที�สุด) และ NumWords มีค่าเท่ากับ 20000 (จํานวนคํา

ทั �งหมด) โดยคาํสั �งที�สาํคญัอธิบายดงัตารางที� 5 และสรปุ

จาํนวนพารามเิตอรท์ ั �งหมดที�ใช ้ดงัรปูที� 4 

 

Figure 4 All of the parameters 

Table 6 Dropout testing with LSTM algorithm (ACC: 

accuracy) 

No. Dropout Train/ACC Test/ACC 

1 0.00 100.00 88.27 

2 0.10 100.00 90.66* 

3 0.20 100.00 90.19 

4 0.30 100.00 90.31 
5 0.40 100.00 89.92 
6 0.50 100.00 90.19 

7 0.60 100.00 89.59 

8 0.70 100.00 89.83 

9 0.80 99.96 89.83 

10 0.90 98.80 89.95 
 
การวดัผลและการประเมินผลลพัธ ์ 

งานวจิยันี�ได้ทําการเปรยีบเทยีบประสทิธภิาพ

ของตวัแบบที�สรา้งขึ�นดว้ยการใช้เกณฑค์่าความถูกต้อง 

(accuracy) ค่าความแม่นยํา (precision) ค่าความระลกึ 

(recall) และค่าความถ่วงดุล (F-measure) ดงัสมการที� 

4, 5, 6 และ 7 ตามลําดบั ขอ้มูลสาํหรบัการทดสอบเป็น

ขอ้มูลสําหรบัฝึกปรมิาณ 2 ใน 3 ของขอ้มูลทั �งหมด และ

ขอ้มลูสาํหรบัทดสอบปรมิาณ 1 ใน 3 ของขอ้มูลทั �งหมด 

Figure 4 All of the parameters.

	 การวัดผลและการประเมินผลลัพธ์ 
	 งานวิจัยน้ีได้ทำ�การเปรียบเทียบประสิทธิภาพของ 
ตัวแบบท่ีส ร้างขึ้นด้วยการใช้ เกณฑ์ค่ าความถูกต้อง  
(accuracy) คา่ความแมน่ยำ� (precision) คา่ความระลกึ (recall)  

และค่าความถ่วงดุล (F-measure) ดังสมการที่ 4, 5, 6 และ 
7 ตามลำ�ดับ ข้อมูลสำ�หรับการทดสอบเป็นข้อมูลสำ�หรับ 
ฝึกปริมาณ 2 ใน 3 ของข้อมูลทั้งหมด และข้อมูลสำ�หรับ
ทดสอบปริมาณ 1 ใน 3 ของข้อมูลทั้งหมด
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(4)

(5)

(6)

(7)

	 โดยที่ 

	 TP คือ จำ�นวนที่ทำ�นายถูกคลาส Positive

	 TN คือ จำ�นวนที่ทำ�นายถูกคลาส Negative

	 FP คือ จำ�นวนที่ทำ�นายผิดคลาส Positive

	 FN คือ จำ�นวนที่ทำ�นายผิดคลาส Negative

ผลการทดลอง
	 งานวิจัยนี้ได้ทำ�การจำ�แนกข้อความงานรับเข้า เพื่อ
แจง้เตอืนเฉพาะบางขอ้ความทีต่อ้งใหผู้เ้ชีย่วชาญตอบ โดยใช ้
5 อัลกอริทึม ดังนี้ อัลกอริทึม RF อัลกอริทึม NB อัลกอริทึม 
LR อัลกอริทึม SVC และอัลกอริทึม LSTM การทดลองโดย 
เขียนคำ�ส่ังด้วยภาษา Python ไลบรารี่ Scikit-Learn และ 
Keras ข้อมูลที่ใช้ในงานวิจัยนี้เก็บข้อมูลจากกลุ่มแชทใน 
แอปพลิเคชันไลน์ งานรับเข้าคณะวิทยาศาสตร์ มหาวิทยาลัย
อุบลราชธานี ต้ังแต่วันที่ 18/08/2022 ถึงวันที่ 12/12/2022 
มีจำ�นวนข้อความท้ังหมด 3179 ผ่านการเตรียมข้อมูลแล้ว
เหลือ 2784 ข้อความ แบ่งเป็นข้อมูลสำ�หรับฝึกด้วยวิธีการสุ่ม
ได้ 1948 ข้อความ และเป็นข้อมูลสำ�หรับทดสอบสุ่มได้ 836 
ข้อความ แต่ด้วยชุดข้อมูลสำ�หรับฝึกมีคลาสที่ไม่สมดุลกัน  
โดยคลาส 0 มีจำ�นวนข้อมูล 1550 ข้อความ ส่วนคลาส 1  
มจีำ�นวนขอ้มลู 398 ขอ้ความ ผูว้จิยัไดใ้ชเ้ทคนคิการปรบัขอ้มลู
ให้สมดุล SMOTE (Chawla et al, 2002) โดยการสุ่มเพิ่ม
ขอ้มลูจากคลาสจำ�นวนนอ้ยใหม้คีา่เทา่กนักบัคลาสจำ�นวนมาก 
(over sampling) และวัดประสิทธิภาพของแบบจำ�ลองด้วยค่า 
ความถูกต้อง (ค่าความแม่นยำ� และค่าความระลึก แสดงใน 
Table 7 - 9

  

                   

TP TN
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TP FP TN FN



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                  (4) 
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Precision
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
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TP

Recall
TP FN




                 (6) 

2 Precision Recall
F measure

Precision Recall

 
 


              (7) 

โดยที�  

TP คอื จาํนวนที�ทาํนายถูกคลาส Positive 

TN คอื จาํนวนที�ทาํนายถูกคลาส Negative 

FP คอื จาํนวนที�ทาํนายผดิคลาส Positive 

FN คอื จาํนวนที�ทาํนายผดิคลาส Negative 

 

ผลการทดลอง 

งานวจิยันี�ไดท้ําการจําแนกขอ้ความงานรบัเขา้ 
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NB 96.00 76.00 85.00 

LR 95.00 87.00 90.00 

SVC 94.00 85.00 89.00 

LSTM 93.00 94.00* 94.00* 

 

Table 9 The testing results of specific chats  

(Class = 1) 

Algorithms Precision Recall F-measure 

RF 58.00 89.00* 71.00 

NB 49.00 89.00 63.00 

LR 61.00 81.00 70.00 

SVC 58.00 78.00 67.00 

LSTM 75.00* 74.00 75.00* 

 

จากตารางที� 9 อลักอรทิมึ RF มคี่าความความ

ระลกึในการทาํนายคลาสขอ้ความเฉพาะเจาะจงมากที�สดุ 

คอื ร้อยละ 89 และอลักอรทิมึ LSTM มคี่าความแม่นยํา

และความถ่วงดลุสงูที�สุดระดบัที�เท่ากนั คอื รอ้ยละ 75 

 

Table 7	 The testing results of accuracy.

Algorithms Test/ACC

RF 84.80

NB 78.82

LR 85.52

SVC 83.97

LSTM 90.66*

	 จาก Table 7 แสดงให้เห็นว่าอัลกอริทึม LSTM มีค่า
ความถูกต้องมากที่สุด คือ ร้อยละ 90.66 และอัลกอริทึม LR 

อัลกอริทึม RF อัลกอริทึม SVC และอัลกอริทึม NB มีค่าความ
ถูกต้องรองลงมาตามลำ�ดับ

Table 8	 The testing results of general chats (Class = 0).

Algorithms Precision Recall F-measure

RF 97.00* 84.00 90.00

NB 96.00 76.00 85.00

LR 95.00 87.00 90.00

SVC 94.00 85.00 89.00

LSTM 93.00 94.00* 94.00*

	 จาก Table 8 อัลกอริทึม RF มีค่าความแม่นยำ�ใน
การทำ�นายคลาสข้อความทั่วไปมากที่สุด คือ ร้อยละ 97 และ

อัลกอรทิมึ LSTM มีคา่ความระลึกและคา่ความถ่วงดลุทีสู่งสุด
ระดับที่เท่ากัน คือ ร้อยละ 94
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	 จาก Table 9 อัลกอริทึม RF มีค่าความความระลึก
ในการทำ�นายคลาสข้อความเฉพาะเจาะจงมากที่สุด คือ  
ร้อยละ 89 และอัลกอริทึม LSTM มีค่าความแม่นยำ�และ
ความถ่วงดุลสูงที่สุดระดับที่เท่ากัน คือ ร้อยละ 75

สรุปผลและอภิปรายผล
	 งานวิจัยนี้ได้นำ�เสนอวิธีการจำ�แนกข้อความจาก
กลุ่มแชทในแอปพลิเคชันไลน์ งานรับเข้าคณะวิทยาศาสตร์ 
มหาวิทยาลัยอุบลราชธานี เพ่ือแจ้งเตือนเฉพาะบางข้อความ
ที่เหมาะสม ช่วยลดจำ�นวนการอ่านข้อความของผู้เชี่ยวชาญ
ลง โดยการทดลองผู้วิจัยได้ทำ�การทดสอบด้วยวิธีการเปรียบ
เทยีบมาตรวดั คา่ความถกูตอ้ง คา่ความแมน่ยำ� คา่ความระลกึ 
และค่าความถ่วงดุล กับ 5 อัลกอริทึม ดังน้ี อัลกอริทึม RF  
อลักอรทิมึ NB อลักอรทิมึ LR อลักอรทิมึ SVC และอลักอรทิมึ 
LSTM จากผลการวจิยัพบวา่อลักอรทิมึ LSTM มปีระสิทธิภาพ
มากที่สุดในการจำ�แนกข้อความ เพราะมีค่าความถูกต้องมาก
ทีส่ดุ คา่ความแมน่ยำ�มากทีส่ดุ เมือ่คลาสเปน็ 1 คา่ความระลกึ
มากที่สุด เมื่อคลาสเป็น 0 และค่าความถ่วงดุลมากที่สุด เมื่อ
คลาสเป็น 0 และ 1 จะเห็นได้ชัดว่าอัลกอริทึม LSTM ไม่ได้
มีค่าความแม่นยำ�สูงที่สุดในคลาสเป็น 0 แต่ในคลาสเป็น 1  
อลักอรทิมึ LSTM มคีา่ความแมน่ยำ�สงูทีส่ดุ (คลาสเปน็ 1 มอีกี
หนึง่ความหมายคอืขอ้ความทีผู่เ้ชีย่วชาญตอ้งตอบ) อลักอรทิมึ  
LSTM สามารถจำ�แนกข้อมูลได้ดีในทั้งสองคลาสมากกว่า 
อลักอรทิมึอืน่ทีส่ามารถจำ�แนกขอ้มลูไดด้ใีนคลาสเดยีว เพราะ
มีจำ�นวนพารามิเตอร์มากถึงแปดล้านตัว ดังนั้นอัลกอริทึม 
LSTM จึงเหมาะสมนำ�ไปสร้างแบบจำ�ลอง เพื่อใช้งานในการ
จำ�แนกข้อความกลุ่มแชทในแอปพลิเคชันไลน์ งานรับเข้า
คณะวทิยาศาสตร ์มหาวทิยาลยัอบุลราชธาน ีซึง่สอดคลอ้งกบั 
งานวิจัย (ศรัญญา กาญจนวัฒนา และคณะ, 2565) ที่มีค่า
ความถูกต้องมากท่ีสุดในการจำ�แนกข้อมูลท่ีเป็นข้อความ 
ซับซ้อน แต่อัลกอริทึม LSTM ไม่สามารถจำ�แนกข้อมูลได้ 
ถูกต้องทั้งหมด มีบางข้อความที่ทำ�นายผิดพลาด คือ  
1) ข้อความที่ต้องการผู้เชี่ยวชาญแต่แบบจำ�ลองทำ�นายเป็น
ข้อมูลทั่วไป เช่น “สาขาวิทยาการข้อมูล ต้องยื่นพอร์ตทุกคน 

ใช่ม้ัยคะรวมถึงเด็กซิ่ว” 2) ข้อความท่ัวไปท่ีผู้ใช้ถามเพื่อน 
ในกลุ่ม แต่แบบจำ�ลองทำ�นายเป็นข้อความที่ ต้องการ 
ผู้เชี่ยวชาญ เช่น “มีกลุ่มไลน์วิทชีวะไหมคะ” การทำ�วิจัยต่อไป
ควรนำ�ขอ้ความคำ�ถามทีไ่ดจ้ากการทำ�นายของแบบจำ�ลอง ไป
แยกประเภทคำ�ถามยอ่ยเฉพาะดา้น เพือ่ใหโ้ปรแกรมสามารถ
ตอบคำ�ถามได้อย่างอัตโนมัติแทนผู้เชี่ยวชาญ จะช่วยลดงาน
ของผู้เชี่ยวชาญ และส่งผลทางอ้อมจะช่วยลดความเครียด 
จากการทำ�งานของผู้เชี่ยวชาญ 
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