
การเปรียบเทียบประสิทธิภาพของสถิติทดสอบสำ�หรับทดสอบภาวะความเท่ากันของ 
ความแปรปรวนสำ�หรับข้อมูลที่มีการแจกแจงแบบไม่ปรกติ
An efficiency comparison of test statistics for testing homogeneity of variances for 
non-normally distributed data

สุกัญญา ยอดนวล1, จุฬารัตน์ ชุมนวล2 และ กรกช วิจิตรสงวน เจ็ดวรรณะ2*

Sukanya Yodnual1, Jularat Chumnaul2 and Korakot Wichitsa-nguan Jetwanna2*

Received: 24 February 2023; Revised: 11 April 2023; Accepted: 28 April 2023

บทคัดย่อ
งานวิจัยนี้มีวัตถุประสงค์เพื่อศึกษาและเปรียบเทียบประสิทธิภาพของสถิติทดสอบสำ�หรับทดสอบภาวะความเท่ากันของ 
ความแปรปรวนของประชากร 3 วิธี ได้แก่ สถิติทดสอบของ Levene สถิติทดสอบของ Brown-Forsythe และสถิติทดสอบของ  
Fligner-Killeen เมือ่ขอ้มลูไมม่กีารแจกแจงปรกต ิโดยจำ�นวนกลุม่ประชากรทีศ่กึษา คอื 3 กลุม่ การแจกแจงของประชากรทีศ่กึษา 
คือ การแจกแจงแกมมา ((α, β) = (2, 2), (3, 2), (4, 2), (6, 2), (10, 2)) การแจกแจงไวบูล ((α, β) = (2, 6.105), (2, 7.478),  
(2, 8.635), (2, 10.575), (2, 13.652)) การแจกแจงลอจสิตกิ ((µ, s) = (2, 1.559), (2, 1.910), (2, 2.205), (2, 2.701), (2, 3.487)) 
และการแจกแจงเอกรูป ((a, b) = (0, 9.798), (0, 12), (0, 13.856), (0, 16.971), (0, 21.909)) และพิจารณาเฉพาะกรณีขนาด
ตวัอยา่งแตล่ะกลุม่เทา่กนั สำ�หรบัเกณฑท์ีใ่ชใ้นการเปรยีบเทยีบประสทิธภิาพของสถติทิดสอบทัง้ 3 วธิ ีคอื ความสามารถในการ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 ความแกร่ง และกำ�ลังการทดสอบ โดยสถิติทดสอบที่สามารถควบคุมความ
นา่จะเปน็ของความผดิพลาดแบบที ่1 ไดแ้ละใหค้า่ประมาณกำ�ลงัการทดสอบสงูทีส่ดุจะสรปุวา่เปน็สถติทิดสอบทีม่ปีระสทิธภิาพ
ดทีีส่ดุ ผลการศกึษาพบวา่ กรณขีอ้มลูมกีารแจกแจงลอจสิตกิและการแจกแจงเอกรปู สถติทิดสอบของ Levene มปีระสทิธภิาพดี
กวา่สถติทิดสอบของ Brown-Forsythe และสถติทิดสอบของ Fligner-Killeen เกอืบทกุกรณเีนือ่งจากสามารถควบคมุความนา่จะ
เปน็ของความผดิพลาดแบบที ่1 ไดแ้ละใหค้า่ประมาณกำ�ลงัการทดสอบสงูทีส่ดุ สว่นกรณขีอ้มลูมกีารแจกแจงไวบลู สถติทิดสอบ
ของ Levene ยังคงมีประสิทธิภาพดีกว่าสถิติทดสอบทั้งสองตัวเมื่อตัวอย่างแต่ละกลุ่มมีขนาดตั้งแต่ 30 ขึ้นไป และกรณีข้อมูล 
มีการแจกแจงแกมมา สถิติทดสอบของ Fligner-Killeen มีประสิทธิภาพดีที่สุดในทุกกรณี

คำ�สำ�คัญ:	 ความเท่ากันของความแปรปรวน, ความน่าจะเป็นที่จะเกิดความผิดพลาดแบบที่ 1, ความแกร่ง, กำ�ลังการทดสอบ 

Abstract
This research aimed to study and compare the efficiency of three test statistics for testing homogeneity of variances, 
(Levene’s test, Brown-Forsythe’s test, and Figner-Killeen’s test) when data are not normally distributed. The number 
of populations considered in this study was three groups and considered only when sample sizes of all groups were 
equal. The distributions considered in this study were Gamma distributions ((α, β) = (2, 2), (3, 2), (4, 2), (6, 2), (10, 
2))), Weibull distributions ((α, β) = (2, 6.105), (2, 7.478), (2, 8.635), (2, 10.575), (2, 13.652)), Logistic distributions  
((µ, s) = (2, 1.559), (2, 1.910), (2, 2.205), (2, 2.701), (2, 3.487)), and Uniform distributions ((a, b) = (0, 9.798),  
(0, 12), (0, 13.856), (0, 16.971), (0, 21.909)). The criteria used to compare the efficiency of proposed test statistics 
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were the ability to control the probability of type 1 error, robustness, and power of a test. In this study, the test statistic 
that could control the probability of type 1 error and had the highest empirical power was concluded to be the best 
test statistic. The results showed that Levene’s test performed better than Brown-Forsythe’s test and Figner-Killeen’s 
test in almost all cases when data followed Logistic and Uniform distributions because it could control the probability 
of type 1 error and had the higher empirical power. In the case of Weibull distribution, Levene’s test still performed 
better than other tests when the sample size of each group was 30 or more. Finally, Figner-Killeen’s was the best in 
all cases when data followed the Gamma distribution.

Keywords:	 Homogeneity of variances, probability of type I error, robustness, power of a test

บทนำ�
ในการวิ เคราะห์ข้อมูลงานวิจัยโดยใช้สถิติ เชิงอนุมาน  
(statistical inference) ผูว้จัิยจำ�เปน็ตอ้งเลอืกสถติวิเิคราะหใ์ห้
เหมาะสมกับข้อมูล เพื่อให้ได้ข้อสรุปไปยังประชากรที่ถูกต้อง
และนา่เชือ่ถอื ยกตวัอยา่งเชน่ การเปรยีบเทยีบความแตกตา่ง 
ของค่าเฉลี่ยประชากรมากกว่า 2 กลุ่มโดยใช้สถิติทดสอบ
เอฟ (F-test) ของการวิเคราะห์ความแปรปรวน (analysis of 
variance) มีเงื่อนไขหรือข้อตกลงเบื้องต้น (assumptions)  
ที่สำ�คัญคือ ตัวอย่างต้องถูกสุ่มมาจากประชากรที่มีการ
แจกแจงปรกติ (normal distribution) และมีความแปรปรวน
เท่ากัน (homogeneity of variances) แต่ในทางปฏิบัติ  
เรามกัพบวา่ลกัษณะของขอ้มลูไมเ่ปน็ไปตามขอ้ตกลงเบือ้งตน้  
และหากนักวิจัยยังคงใช้การวิเคราะห์ความแปรปรวนด้วย 
สถิติทดสอบเอฟในการวิ เคราะห์ข้อมูล ผลที่ ได้อาจมี
ความคลาดเคลื่อน ดังนั้นก่อนการศึกษาเปรียบเทียบความ
แตกต่างของค่าเฉลี่ยประชากรมากกว่า 2 กลุ่มโดยใช้สถิติ 
ทดสอบเอฟของการวเิคราะหค์วามแปรปรวน ผูว้จัิยจงึจำ�เปน็
ตอ้งตรวจสอบขอ้ตกลงเบือ้งตน้ของขอ้มลูกอ่นเสมอเพือ่ใหไ้ด้
ผลการวิเคราะห์ข้อมูลที่ถูกต้องและน่าเชื่อถือ 

	 สำ�หรับการทดสอบภาวะความเท่ากันของความ
แปรปรวนซึง่เปน็หนึง่ในขอ้ตกลงเบือ้งตน้ของการเปรยีบเทยีบ 
ความแตกต่างของค่าเฉลี่ยประชากรที่เป็นอิสระกัน เป็นที่
ทราบกันดีว่าในกรณีประชากร 2 กลุ่มมีการแจกแจงปรกติ 
สถิติทดสอบเอฟ เป็นสถิติทดสอบท่ีมีประสิทธิภาพดีที่สุด 
สว่นกรณปีระชากรมากกวา่ 2 กลุม่ และประชากรแตล่ะกลุม่มี
การแจกแจงปรกติ สถิติทดสอบของ Bartlett (Bartlett’s test) 
เป็นสถิติทดสอบที่มีประสิทธิภาพดีท่ีสุด อย่างไรก็ตาม หาก
ขอ้มูลทีน่ำ�มาวเิคราะหม์กีารแจกแจงแบบอืน่หรอืไมไ่ดม้าจาก
ประชากรที่มีการแจกแจงปรกติ สถิติทดสอบดังกล่าวข้างต้น
อาจมีประสิทธิภาพลดลง ยกตัวอย่างเช่น สถิติทดสอบของ 
Bartlett มีแนวโน้มไม่สามารถความคุมความน่าจะเป็นของ
ความผิดพลาดแบบท่ี 1 ได้ เม่ือข้อมูลเบนออกการแจกแจง
ปรกติ (Conover et al., 1981; Lim & Loh, 1996; Wang  
et al., 2017) เป็นต้น 

	 ในหลายปีที่ผ่านมา นักสถิติหลายท่านได้คิดค้น
และพัฒนาสถิติทดสอบสำ�หรับทดสอบภาวะความเท่ากัน
ของความแปรปรวนสำ�หรับกรณีประชากรไม่มีการแจกแจง
ปรกติ ยกตัวอย่างเช่น Levene (1960) ได้เสนอสถิติทดสอบ
สำ�หรับทดสอบภาวะความเท่ากันของความแปรปรวน โดย
ใช้การแปลงข้อมูลให้อยู่ในรูปของค่าสัมบูรณ์ของส่วนเบี่ยง
เบนระหว่างค่าสังเกตกับค่าเฉลี่ยตัวอย่างที่ถูกสุ่มมาจาก
ประชากรแต่ละชุด โดยจากการศึกษาพบว่า สถิติทดสอบของ 
Levene มีความแกร่งในกรณีที่ประชากรไม่มีการแจกแจง
ปรกติ ต่อมา Brown และ Forsythe (Brown & Forsythe, 
1974) ได้พัฒนาสถิติทดสอบจากวิธีการของ Levene โดยใช้ 
ค่ามัธยฐานแทนค่าเฉลี่ยตัวอย่าง โดยแทนค่าสังเกตแต่ละค่า 
ด้วยค่าสัมบูรณ์ของส่วนเบี่ยงเบนระหว่างค่าสังเกตกับค่า
มัธยฐานของตัวอย่าง ทำ�ให้สถิติทดสอบนี้มีความแกร่งเมื่อ
ประชากรไม่มีการแจกแจงปรกติเช่นเดียวกับสถิติทดสอบ
ของ Levene (Conover et al., 1981) สำ�หรับในประเทศไทย 
มีนักสถิติหลายท่านได้ทำ�การศึกษาประสิทธิภาพของสถิติ
ทดสอบสำ�หรบัทดสอบภาวะความเทา่กนัของความแปรปรวน 
ทัง้นี ้เพือ่เปน็แนวทางในการเลอืกใชส้ถติทิดสอบใหเ้หมาะสม 
กับลักษณะข้อมูล ยกตัวอย่างเช่น วรางคณา เรียนสุทธิ์ 
(2561) ได้ทำ�การเปรียบเทียบประสิทธิภาพของสถิติทดสอบ
อิงพารามิเตอร์สำ�หรับการทดสอบภาวะความเท่ากันของ 
ความแปรปรวน ผลการศกึษาพบวา่ สถติทิดสอบของ Bartlett 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
ได้ตามเกณฑ์และให้กำ�ลังการทดสอบสูงเมื่อประชากรมีการ
แจกแจงปรกต ิแตเ่มือ่ประชากรมกีารแจกแจงเบซ้า้ยและเบข้วา 
ที่มีความโด่งสูงหรือต่ำ�มากกว่าปรกติ สถิติทดสอบของ 
Bartlett ไมส่ามารถควบคมุความนา่จะเปน็ของความผดิพลาด
แบบที ่1 ได ้และเมือ่ประชากรมกีารแจกแจงเบซ้า้ยหรอืเบข้วา
ที่มีความโด่งสูงกว่าปรกติ สถิติทดสอบของ Brown-Forsythe 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1  
ได้มากกว่าสถิติทดสอบของ Bartlett และสถิติทดสอบของ 
Levene (วรางคณา เรียนสุทธิ, 2561) ในขณะที่สายชล  
สินสมบูรณ์ทอง (2561) ได้ทำ�การเปรียบเทียบประสิทธิภาพ
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ของสถิติทดสอบสำ�หรับทดสอบความเท่ากันของความ
แปรปรวนของประชากร 3 กลุ่ม ภายใต้การแจกแจงที่มี
ความโด่งมากและความเบ้มาก ผลการศึกษาพบว่า ในกรณี
ที่ข้อมูลมีการแจกแจงปรกติที่มีลักษณะโด่งมาก สถิติทดสอบ
ของ Lehman (Lehman’s test) มีกําลังการทดสอบสูงสุดใน
เกือบทุกสถานการณ์ ยกเว้นในกรณีตัวอย่างขนาดเล็ก สถิติ
ทดสอบของ Bartlett มีกําลังการทดสอบสูงสุด ในกรณีที่
ข้อมูลมีการแจกแจงแกมมาท่ีมีความโด่งมาก สถิติทดสอบ 
ของ Levene และสถติทิดสอบของ Bartlett มกีาํลงัการทดสอบ
สงูสดุ (สายชล สนิสมบรูณท์อง, 2561) และวรางคณา เรยีนสทุธิ ์ 
(2562) ได้ทำ�การเปรียบเทียบประสิทธิภาพของสถิติทดสอบ
ไม่อิงพารามิเตอร์สำ�หรับการทดสอบภาวะความเท่ากันของ
ความแปรปรวน ผลการศึกษาพบว่า สถิติทดสอบของ Mood 
(Mood’s test) มีความเหมาะสมมากกว่าสถิติทดสอบของ 
Klotz (Klotz’s test) เมื่อตัวอย่างมีขนาดเล็กและขนาดกลาง 
และข้อมูลมีการแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่งสูง
กว่าปรกติ ส่วนในกรณีที่ความแตกต่างของความแปรปรวน
ประชากรนอ้ย หรอืตวัอยา่งมขีนาดกลางทีม่ขีนาดเทา่กนัและ
ข้อมูลมีการแจกแจงเบ้ซ้ายหรือเบ้ขวาท่ีมีความโด่งต่ำ�กว่า
ปรกต ิหรอืตวัอยา่งมขีนาดใหญ ่และขอ้มลูมกีารแจกแจงปรกติ
หรอืมีการแจกแจงเบซ้า้ยหรอืเบข้วาทีม่คีวามโดง่ต่ำ�กวา่ปรกต ิ
สถติทิดสอบของ Klotz มคีวามเหมาะสมมากกวา่สถติิทดสอบ
ของ Mood (วรางคณา เรียนสุทธิ, 2562)

	 ในการวิจัยครั้งนี้ ผู้วิจัยสนใจศึกษาและเปรียบเทียบ
ประสิทธิภาพของสถิติทดสอบสำ�หรับทดสอบภาวะความเท่า
กันของความแปรปรวน 3 วิธี ได้แก่ สถิติทดสอบของ Levene  
สถิติทดสอบของ Brown-Forsythe และสถิติทดสอบของ  
Fl igner-Ki l leen โดยเกณฑ์ที่ ใช้ ในการเปรียบเทียบ
ประสทิธภิาพของสถติทิดสอบ คอื ความสามารถในการควบคมุ
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 (probability  
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สถติทิดสอบสำ�หรับทดสอบภาวะความเท่ากนัของ
ความแปรปรวน
	 ในการศึกษาครั้งน้ีมีวัตถุประสงค์เพื่อศึกษาและ
เปรียบเทียบประสิทธิภาพของสถิติทดสอบสำ�หรับทดสอบ
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	 อย่างน้อย 1 คู่ โดยที่ i = j และ i,j = 1,2,3 (1)

	 สำ�หรบัสถติทิดสอบทัง้ 3 วธีิมรีายละเอยีดดงัตอ่ไปนี้

	 1. สถิติทดสอบของ Levene (Levene’s test)
	 Levene (1960) ได้เสนอสถิติทดสอบแบบอิง
พารามิเตอร์ที่ใช้สำ�หรับทดสอบภาวะความเท่ากันของความ
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ได้แ ก่  สถิติทดสอบของ Levene สถิติทดสอบของ 
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ทดสอบนี�จะมคีวามแกรง่ในกรณทีี�ประชากรไม่มกีารแจก

แจงปรกติ โดยค่าสถิติทดสอบของ Levene สามารถ
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ix  คอื คา่เฉลี�ยตวัอยา่งกลุ่มที� i  
k   คอื จํานวนกลุ่มของประชากร 

สาํหรบัสถติทิดสอบของ Levene มกีารแจกแจง

ใกลเ้คยีงกบัการแจกแจงเอฟ (F distribution) โดยมอีงศา

เสรีเท่ากับ  1k   และ  n k  ดังนั �น  ในการทดสอบ

สมมุตฐิานภาวะความเท่ากนัของความแปรปรวน เราจะ

ปฏเิสธสมมุตฐิาน 0H  ใน (1) เมื�อ 
; 1,k n kL f    โดย 

  คอื ระดบันยัสาํคญัของการทดสอบ	 
 

 

2. ส ถิ ติ ท ด ส อ บ ข อ ง  Brown–Forsythe ( Brown–
Forsythe’s test)  

Brown and Forsythe ( 1974) ส า ย ช ล  สิน

สมบรูณ์ทอง, 2561) ไดเ้สนอสถติทิดสอบสาํหรบัทดสอบ

ภาวะความเท่ากนัของความแปรปรวนที�ไดพ้ฒันามาจาก

สถิติทดสอบของ Levene โดยใช้ค่ามัธย-ฐานแทน

ค่าเฉลี�ยตวัอย่าง ด้วยเหตุนี�  จึงทําให้สถิติทดสอบของ 

Brown-Forsythe มีความแกร่งในกรณีที�ประชากรไม่มี

การแจกแจงปรกติ โดยค่าสถิติทดสอบของ Brown–

Forsythe สามารถคาํนวณไดด้งัสมการ (3) 
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3. ส ถิ ติ ท ด ส อ บ ข อ ง  Fligner- Killeen ( Fligner-
Killeen’s test) 
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ทดสอบแบบไม่องิพารามเิตอรส์าํหรบัทดสอบภาวะความ

เท่ากนัของความแปรปรวน ซึ�งเหมาะสาํหรบัขอ้มลูที�ไม่มี

การแจกแจงปรกติ  เ ป็นสถิติทดสอบที�แก้ไขโดย 
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ทดสอบนี�จงึถูกเรยีกว่า สถติทิดสอบของ Fligner-Killeen 

แบบมัธยฐาน (Niu, 2004)โดยค่าสถิติทดสอบของ 

Levene สามารถคาํนวณไดด้งัสมการ (4) 
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3. ส ถิ ติ ท ด ส อ บ ข อ ง  Fligner- Killeen ( Fligner-
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ทดสอบแบบไม่องิพารามเิตอรส์าํหรบัทดสอบภาวะความ

เท่ากนัของความแปรปรวน ซึ�งเหมาะสาํหรบัขอ้มลูที�ไม่มี

การแจกแจงปรกติ  เ ป็นสถิติทดสอบที�แก้ไขโดย 

Conover et al. (1981) โดยการใชอ้นัดบัของ | |ij jx x   

เมื�อ jx  คือ มัธยฐานของประชากรที� j  ดังนั �น สถิติ

ทดสอบนี�จงึถูกเรยีกว่า สถติทิดสอบของ Fligner-Killeen 

แบบมัธยฐาน (Niu, 2004)โดยค่าสถิติทดสอบของ 

Levene สามารถคาํนวณไดด้งัสมการ (4) 
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jA  คอื คะแนนเฉลี�ยสาํหรบัตวัอยา่งอนัดบัที� j  

a   คอื คะแนนเฉลี�ยรวม  

 และ 

   
  

                   

ส ถิ ติ ทด ส อ บส ําหร ับทด ส อ บภา ว ะค วาม
เท่ากนัของความแปรปรวน 
     ในการศกึษาครั �งนี�มวีตัถุประสงคเ์พื�อศกึษาและ

เปรียบเทียบประสิทธิภาพของสถิติทดสอบสําหรับ

ทดสอบภาวะความเท่ากันของความแปรปรวน 3 วิธี 

ได้แก่  สถิติทดสอบของ Levene สถิติทดสอบของ 

Brown–Forsythe และสถิติทดสอบของ Fligner-Killeen 

โดยมสีมมุตฐิานการทดสอบคอื 
2 2 2

0 1 2 3:H      
2 2

1 : i jH    อย่าง น้อย 1 คู่  โดยที�  i j  

และ , 1,2,3i j                                                       (1) 

     สําหร ับสถิติทดสอบทั �ง 3 วิธีมีรายละเอียด

ดงัต่อไปนี� 
 

1. สถิติทดสอบของ Levene (Levene’s test) 
Levene (1960) ได้เสนอสถิติทดสอบแบบอิง

พารามิเตอร์ที�ใช้สําหรบัทดสอบภาวะความเท่ากนัของ

ความแปรปรวนสําหรับประชากร k  กลุ่ม ซึ�งสถิติ

ทดสอบนี�จะมคีวามแกรง่ในกรณทีี�ประชากรไม่มกีารแจก

แจงปรกติ โดยค่าสถิติทดสอบของ Levene สามารถ

คาํนวณไดด้งัสมการ (2) 
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 เมื�อ  

n   คอื จาํนวนขอ้มลูทั �งหมด 
in  คอื ขนาดตวัอยา่งกลุ่มที� i    

ix  คอื คา่เฉลี�ยตวัอยา่งกลุ่มที� i  
k   คอื จํานวนกลุ่มของประชากร 

สาํหรบัสถติทิดสอบของ Levene มกีารแจกแจง

ใกลเ้คยีงกบัการแจกแจงเอฟ (F distribution) โดยมอีงศา

เสรีเท่ากับ  1k   และ  n k  ดังนั �น  ในการทดสอบ

สมมุตฐิานภาวะความเท่ากนัของความแปรปรวน เราจะ

ปฏเิสธสมมุตฐิาน 0H  ใน (1) เมื�อ 
; 1,k n kL f    โดย 

  คอื ระดบันยัสาํคญัของการทดสอบ	 
 

 

2. ส ถิ ติ ท ด ส อ บ ข อ ง  Brown–Forsythe ( Brown–
Forsythe’s test)  

Brown and Forsythe ( 1974) ส า ย ช ล  สิน

สมบรูณ์ทอง, 2561) ไดเ้สนอสถติทิดสอบสาํหรบัทดสอบ

ภาวะความเท่ากนัของความแปรปรวนที�ไดพ้ฒันามาจาก

สถิติทดสอบของ Levene โดยใช้ค่ามัธย-ฐานแทน

ค่าเฉลี�ยตวัอย่าง ด้วยเหตุนี�  จึงทําให้สถิติทดสอบของ 

Brown-Forsythe มีความแกร่งในกรณีที�ประชากรไม่มี

การแจกแจงปรกติ โดยค่าสถิติทดสอบของ Brown–

Forsythe สามารถคาํนวณไดด้งัสมการ (3) 
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สําหร ับการทดสอบสมมุติฐานภาวะความ

เท่ากนัของความแปรปรวน เราจะปฏเิสธสมมตุฐิาน 0H  
ใน (1) เมื�อ 

; ,k n kBF f   

 

3. ส ถิ ติ ท ด ส อ บ ข อ ง  Fligner- Killeen ( Fligner-
Killeen’s test) 

สถติทิดสอบของ Fligner และ Killeen เป็นสถติิ

ทดสอบแบบไม่องิพารามเิตอรส์าํหรบัทดสอบภาวะความ

เท่ากนัของความแปรปรวน ซึ�งเหมาะสาํหรบัขอ้มลูที�ไม่มี

การแจกแจงปรกติ  เ ป็นสถิติทดสอบที�แก้ไขโดย 

Conover et al. (1981) โดยการใชอ้นัดบัของ | |ij jx x   

เมื�อ jx  คือ มัธยฐานของประชากรที� j  ดังนั �น สถิติ

ทดสอบนี�จงึถูกเรยีกว่า สถติทิดสอบของ Fligner-Killeen 

แบบมัธยฐาน (Niu, 2004)โดยค่าสถิติทดสอบของ 

Levene สามารถคาํนวณไดด้งัสมการ (4) 
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jA  คอื คะแนนเฉลี�ยสาํหรบัตวัอยา่งอนัดบัที� j  

a   คอื คะแนนเฉลี�ยรวม  

 คอื มธัยฐานของตวัอยา่ง
กลุ่มที่ i
	 สำ�หรับการทดสอบสมมุติฐานภาวะความเท่ากัน
ของความแปรปรวน เราจะปฏิเสธสมมุติฐาน H0 ใน (1) เมื่อ  
BF ≥ fa; k-1, n-k

	 3. สถิติทดสอบของ Fligner-Killeen (Fligner-
Killeen’s test)
	 สถิติทดสอบของ Fligner และ Killeen เป็นสถิติ
ทดสอบแบบไม่อิงพารามิเตอร์สำ�หรับทดสอบภาวะความเท่า
กันของความแปรปรวน ซึ่งเหมาะสำ�หรับข้อมูลที่ไม่มีการ
แจกแจงปรกติ เป็นสถิติทดสอบที่แก้ไขโดย Conover et al. 
(1981) โดยการใช้อันดับของ 

   
  

                   

ส ถิ ติ ทด ส อ บส ําหร ับทด ส อ บภา ว ะค วาม
เท่ากนัของความแปรปรวน 
     ในการศกึษาครั �งนี�มวีตัถุประสงคเ์พื�อศกึษาและ

เปรียบเทียบประสิทธิภาพของสถิติทดสอบสําหรับ

ทดสอบภาวะความเท่ากันของความแปรปรวน 3 วิธี 

ได้แก่  สถิติทดสอบของ Levene สถิติทดสอบของ 

Brown–Forsythe และสถิติทดสอบของ Fligner-Killeen 

โดยมสีมมุตฐิานการทดสอบคอื 
2 2 2

0 1 2 3:H      
2 2

1 : i jH    อย่าง น้อย 1 คู่  โดยที�  i j  

และ , 1,2,3i j                                                       (1) 

     สําหร ับสถิติทดสอบทั �ง 3 วิธีมีรายละเอียด

ดงัต่อไปนี� 
 

1. สถิติทดสอบของ Levene (Levene’s test) 
Levene (1960) ได้เสนอสถิติทดสอบแบบอิง

พารามิเตอร์ที�ใช้สําหรบัทดสอบภาวะความเท่ากนัของ

ความแปรปรวนสําหรับประชากร k  กลุ่ม ซึ�งสถิติ

ทดสอบนี�จะมคีวามแกรง่ในกรณทีี�ประชากรไม่มกีารแจก

แจงปรกติ โดยค่าสถิติทดสอบของ Levene สามารถ

คาํนวณไดด้งัสมการ (2) 
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 เมื�อ  

n   คอื จาํนวนขอ้มลูทั �งหมด 
in  คอื ขนาดตวัอยา่งกลุ่มที� i    

ix  คอื คา่เฉลี�ยตวัอยา่งกลุ่มที� i  
k   คอื จํานวนกลุ่มของประชากร 

สาํหรบัสถติทิดสอบของ Levene มกีารแจกแจง

ใกลเ้คยีงกบัการแจกแจงเอฟ (F distribution) โดยมอีงศา

เสรีเ ท่ากับ  1k   และ  n k  ดังนั �น  ในการทดสอบ

สมมุตฐิานภาวะความเท่ากนัของความแปรปรวน เราจะ

ปฏเิสธสมมุตฐิาน 0H  ใน (1) เมื�อ 
; 1,k n kL f    โดย 

  คอื ระดบันยัสาํคญัของการทดสอบ	 
 

 

2. ส ถิ ติ ท ด ส อ บ ข อ ง  Brown–Forsythe ( Brown–
Forsythe’s test)  

Brown and Forsythe ( 1974) ส า ย ช ล  สิน

สมบรูณ์ทอง, 2561) ไดเ้สนอสถติทิดสอบสาํหรบัทดสอบ

ภาวะความเท่ากนัของความแปรปรวนที�ไดพ้ฒันามาจาก

สถิติทดสอบของ Levene โดยใช้ค่ามัธย-ฐานแทน

ค่าเฉลี�ยตวัอย่าง ด้วยเหตุนี�  จึงทําให้สถิติทดสอบของ 

Brown-Forsythe มีความแกร่งในกรณีที�ประชากรไม่มี

การแจกแจงปรกติ โดยค่าสถิติทดสอบของ Brown–

Forsythe สามารถคาํนวณไดด้งัสมการ (3) 
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กลุ่มที� i   

สําหร ับการทดสอบสมมุติฐานภาวะความ

เท่ากนัของความแปรปรวน เราจะปฏเิสธสมมตุฐิาน 0H  
ใน (1) เมื�อ 

; ,k n kBF f   

 

3. ส ถิ ติ ท ด ส อ บ ข อ ง  Fligner- Killeen ( Fligner-
Killeen’s test) 

สถติทิดสอบของ Fligner และ Killeen เป็นสถติิ

ทดสอบแบบไม่องิพารามเิตอรส์าํหรบัทดสอบภาวะความ

เท่ากนัของความแปรปรวน ซึ�งเหมาะสาํหรบัขอ้มลูที�ไม่มี

การแจกแจงปรกติ  เ ป็นสถิติทดสอบที�แก้ไขโดย 

Conover et al. (1981) โดยการใชอ้นัดบัของ | |ij jx x   

เมื�อ jx  คือ มัธยฐานของประชากรที� j  ดังนั �น สถิติ

ทดสอบนี�จงึถูกเรยีกว่า สถติทิดสอบของ Fligner-Killeen 

แบบมัธยฐาน (Niu, 2004)โดยค่าสถิติทดสอบของ 

Levene สามารถคาํนวณไดด้งัสมการ (4) 
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 เมื่อ 

   
  

                   

ส ถิ ติ ทด ส อ บส ําหร ับทด ส อ บภา ว ะค วาม
เท่ากนัของความแปรปรวน 
     ในการศกึษาครั �งนี�มวีตัถุประสงคเ์พื�อศกึษาและ

เปรียบเทียบประสิทธิภาพของสถิติทดสอบสําหรับ

ทดสอบภาวะความเท่ากันของความแปรปรวน 3 วิธี 

ได้แก่  สถิติทดสอบของ Levene สถิติทดสอบของ 

Brown–Forsythe และสถิติทดสอบของ Fligner-Killeen 

โดยมสีมมุตฐิานการทดสอบคอื 
2 2 2

0 1 2 3:H      
2 2

1 : i jH    อย่าง น้อย 1 คู่  โดยที�  i j  

และ , 1,2,3i j                                                       (1) 

     สําหร ับสถิติทดสอบทั �ง 3 วิธีมีรายละเอียด

ดงัต่อไปนี� 
 

1. สถิติทดสอบของ Levene (Levene’s test) 
Levene (1960) ได้เสนอสถิติทดสอบแบบอิง

พารามิเตอร์ที�ใช้สําหรบัทดสอบภาวะความเท่ากนัของ

ความแปรปรวนสําหรับประชากร k  กลุ่ม ซึ�งสถิติ

ทดสอบนี�จะมคีวามแกรง่ในกรณทีี�ประชากรไม่มกีารแจก

แจงปรกติ โดยค่าสถิติทดสอบของ Levene สามารถ

คาํนวณไดด้งัสมการ (2) 
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สาํหรบัสถติทิดสอบของ Levene มกีารแจกแจง

ใกลเ้คยีงกบัการแจกแจงเอฟ (F distribution) โดยมอีงศา

เสรีเท่ากับ  1k   และ  n k  ดังนั �น  ในการทดสอบ

สมมุตฐิานภาวะความเท่ากนัของความแปรปรวน เราจะ

ปฏเิสธสมมุตฐิาน 0H  ใน (1) เมื�อ 
; 1,k n kL f    โดย 

  คอื ระดบันยัสาํคญัของการทดสอบ	 
 

 

2. ส ถิ ติ ท ด ส อ บ ข อ ง  Brown–Forsythe ( Brown–
Forsythe’s test)  

Brown and Forsythe ( 1974) ส า ย ช ล  สิน

สมบรูณ์ทอง, 2561) ไดเ้สนอสถติทิดสอบสาํหรบัทดสอบ

ภาวะความเท่ากนัของความแปรปรวนที�ไดพ้ฒันามาจาก

สถิติทดสอบของ Levene โดยใช้ค่ามัธย-ฐานแทน

ค่าเฉลี�ยตวัอย่าง ด้วยเหตุนี�  จึงทําให้สถิติทดสอบของ 

Brown-Forsythe มีความแกร่งในกรณีที�ประชากรไม่มี

การแจกแจงปรกติ โดยค่าสถิติทดสอบของ Brown–

Forsythe สามารถคาํนวณไดด้งัสมการ (3) 
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3. ส ถิ ติ ท ด ส อ บ ข อ ง  Fligner- Killeen ( Fligner-
Killeen’s test) 

สถติทิดสอบของ Fligner และ Killeen เป็นสถติิ

ทดสอบแบบไม่องิพารามเิตอรส์าํหรบัทดสอบภาวะความ

เท่ากนัของความแปรปรวน ซึ�งเหมาะสาํหรบัขอ้มลูที�ไม่มี

การแจกแจงปรกติ  เ ป็นสถิติทดสอบที�แก้ไขโดย 

Conover et al. (1981) โดยการใชอ้นัดบัของ | |ij jx x   

เมื�อ jx  คือ มัธยฐานของประชากรที� j  ดังนั �น สถิติ

ทดสอบนี�จงึถูกเรยีกว่า สถติทิดสอบของ Fligner-Killeen 

แบบมัธยฐาน (Niu, 2004)โดยค่าสถิติทดสอบของ 

Levene สามารถคาํนวณไดด้งัสมการ (4) 
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 คือ มัธยฐาน
ของประชากรที่ j ดังนั้น สถิติทดสอบนี้จึงถูกเรียกว่า สถิติ
ทดสอบของ Fligner-Killeen แบบมัธยฐาน (Niu, 2004) โดย
คา่สถติทิดสอบของ Levene สามารถคำ�นวณไดด้งัสมการ (4)

(4)

	 โดยที่  

	 และ  

	 เมื่อ 

	 Āj คือ คะแนนเฉลี่ยสำ�หรับตัวอย่างอันดับที่ j
	 ā คือ คะแนนเฉลี่ยรวม 

	 สำ�หรับตัวอย่างขนาดใหญ่ สถิติทดสอบของ  
Fligner-Killeen จะมีการแจกแจงแบบไคกำ�ลงัสอง (Chi-square  
distribution) โดยมีองศาเสรีเท่ากับ k-1

เกณฑ์ที่ใช้ในการเปรียบเทียบประสิทธิภาพของ
สถิติทดสอบ
	 สำ�หรับเกณฑ์ท่ีใช้ในการเปรียบเทียบประสิทธิภาพ
ของสถติทิดสอบทัง้ 3 วธิจีะพจิารณาจากความสามารถในการ
ควบคมุความนา่จะเปน็ของความผดิพลาดแบบที ่1 ความแกรง่ 
และกำ�ลังการทดสอบ โดยมีรายละเอียดดังนี้

	 1.  ความน่าจะเป็นของความผิดพลาดแบบที่ 1 
(Probability of type I error)
	 ความผิดพลาดแบบที่ 1 (type I error) คือ ความผิด
พลาดทีเ่กดิจากการปฏิเสธสมมติุฐานหลกั (H0) เมือ่สมมตุฐิาน
หลักเป็นจริง โดยความน่าจะเป็นของความผิดพลาดแบบที่ 1 
เขียนแทนด้วย α
	 สำ�หรับการวิจัยครั้งนี้ จะใช้ค่าประมาณความน่าจะ
เป็นของความผิดพลาดแบบที่ 1 (empirical probability of 
type I error, ) ในการเปรียบเทียบประสิทธิภาพของสถิติ
ทดสอบ โดยค่าประมาณความน่าจะเป็นของความผิดพลาด
แบบที่ 1 จะคำ�นวณจากจำ�นวนครั้งในการปฏิเสธสมมุติฐาน
หลกัเมือ่สมมตุฐิานหลกัเปน็จรงิหารดว้ยจำ�นวนครัง้ในการทำ�
ซ้ำ� (10,000 รอบ) ถ้าสถิติทดสอบใดให้ค่าประมาณความน่า
จะเป็นของความผิดพลาดแบบที่ 1 ตามเกณฑ์ของ Bradley 
(Bradley, 1978) กล่าวคือ ให้ค่าประมาณความน่าจะเป็นของ
ความผิดพลาดแบบที่ 1 อยู่ในช่วง [0.025, 0.075] ที่ระดับ 
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ยังคงสมบัติเดิม

	 สำ�หรับการวิจัยครั้งนี้ จะใช้ค่าประมาณความน่าจะ
เป็นของความผิดพลาดแบบที่ 1 ( ) ในการพิจารณาความ
แกร่งของสถิติทดสอบ ถ้าสถิติทดสอบใดให้ค่าประมาณ
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 ตามเกณฑ์ 
ของ Cochran (Cochran, 1952) กล่าวคือ ให้ค่าประมาณ 
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 อยู่ในช่วง [0.04, 
0.06] ที่ระดับนัยสำ�คัญ 0.05 จะสรุปว่า สถิติทดสอบนั้น 
มีความแกร่ง

	 3. กำ�ลังการทดสอบ (Power of a test)
	 กำ�ลงัการทดสอบ คอื ความนา่จะเป็นของการปฏเิสธ
สมมติุฐานหลกั (H0) เมือ่สมมติุฐานหลกัไมเ่ป็นจรงิ เขยีนแทน
ด้วย 1 - β
	 สำ�หรับการวิจัยครั้งนี้ จะใช้ค่าประมาณกำ�ลังการ
ทดสอบ (1 - ) ในการเปรียบเทียบประสิทธิภาพของสถิติ
ทดสอบ โดยค่าประมาณกำ�ลังการทดสอบจะคำ�นวณจาก
จำ�นวนครั้งในการปฏิเสธสมมุติฐานหลักเมื่อสมมุติฐานหลัก
เป็นเท็จหารด้วยจำ�นวนครั้งในการทำ�ซ้ำ� (10,000 รอบ) ถ้า
สถิติทดสอบใดสามารถควบคุมความน่าจะเป็นของความผิด
พลาดแบบที่ 1 ได้และให้ค่าประมาณกำ�ลังการทดสอบสูงสุด 
จะสรุปว่าสถิติทดสอบนั้นมีประสิทธิภาพดีที่สุด

   
  

                   

ส ถิ ติ ทด ส อ บส ําหร ับทด ส อ บภา ว ะค วาม
เท่ากนัของความแปรปรวน 
     ในการศกึษาครั �งนี�มวีตัถุประสงคเ์พื�อศกึษาและ

เปรียบเทียบประสิทธิภาพของสถิติทดสอบสําหรับ

ทดสอบภาวะความเท่ากันของความแปรปรวน 3 วิธี 

ได้แก่  สถิติทดสอบของ Levene สถิติทดสอบของ 

Brown–Forsythe และสถิติทดสอบของ Fligner-Killeen 

โดยมสีมมุตฐิานการทดสอบคอื 
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     สําหร ับสถิติทดสอบทั �ง 3 วิธีมีรายละเอียด

ดงัต่อไปนี� 
 

1. สถิติทดสอบของ Levene (Levene’s test) 
Levene (1960) ได้เสนอสถิติทดสอบแบบอิง

พารามิเตอร์ที�ใช้สําหรบัทดสอบภาวะความเท่ากนัของ

ความแปรปรวนสําหรับประชากร k  กลุ่ม ซึ�งสถิติ

ทดสอบนี�จะมคีวามแกรง่ในกรณทีี�ประชากรไม่มกีารแจก

แจงปรกติ โดยค่าสถิติทดสอบของ Levene สามารถ

คาํนวณไดด้งัสมการ (2) 
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สาํหรบัสถติทิดสอบของ Levene มกีารแจกแจง

ใกลเ้คยีงกบัการแจกแจงเอฟ (F distribution) โดยมอีงศา
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สมมุตฐิานภาวะความเท่ากนัของความแปรปรวน เราจะ
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2. ส ถิ ติ ท ด ส อ บ ข อ ง  Brown–Forsythe ( Brown–
Forsythe’s test)  

Brown and Forsythe ( 1974) ส า ย ช ล  สิน

สมบรูณ์ทอง, 2561) ไดเ้สนอสถติทิดสอบสาํหรบัทดสอบ

ภาวะความเท่ากนัของความแปรปรวนที�ไดพ้ฒันามาจาก

สถิติทดสอบของ Levene โดยใช้ค่ามัธย-ฐานแทน

ค่าเฉลี�ยตวัอย่าง ด้วยเหตุนี�  จึงทําให้สถิติทดสอบของ 

Brown-Forsythe มีความแกร่งในกรณีที�ประชากรไม่มี

การแจกแจงปรกติ โดยค่าสถิติทดสอบของ Brown–

Forsythe สามารถคาํนวณไดด้งัสมการ (3) 
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3. ส ถิ ติ ท ด ส อ บ ข อ ง  Fligner- Killeen ( Fligner-
Killeen’s test) 

สถติทิดสอบของ Fligner และ Killeen เป็นสถติิ

ทดสอบแบบไม่องิพารามเิตอรส์าํหรบัทดสอบภาวะความ

เท่ากนัของความแปรปรวน ซึ�งเหมาะสาํหรบัขอ้มลูที�ไม่มี

การแจกแจงปรกติ  เ ป็นสถิติทดสอบที�แก้ไขโดย 

Conover et al. (1981) โดยการใชอ้นัดบัของ | |ij jx x   

เมื�อ jx  คือ มัธยฐานของประชากรที� j  ดังนั �น สถิติ

ทดสอบนี�จงึถูกเรยีกว่า สถติทิดสอบของ Fligner-Killeen 

แบบมัธยฐาน (Niu, 2004)โดยค่าสถิติทดสอบของ 

Levene สามารถคาํนวณไดด้งัสมการ (4) 
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วิธีการวิจัย
	 การวิจัยครั้ งนี้ เป็นการวิจัย เชิ งจำ �ลองข้อมูล  
(simulation study) ด้วยโปรแกรม RStudio โดยผู้วิจัยได้
กำ�หนดขอบเขตและขั้นตอนการดำ�เนินการวิจัยดังนี้

	 1. ขอบเขตการวิจัย
	 ผู้วิจัยได้กำ�หนดขอบเขตการดำ�เนินการวิจัยดังนี้ 
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กลุ่มและขนาดตัวอย่างแต่ละกลุ่มเท่ากันโดยกำ�หนดขนาด
ตวัอยา่งครอบคลมุทัง้กรณตีวัอยา่งขนาดเลก็ ขนาดปานกลาง 
และขนาดใหญ่ รายละเอียดดัง Table 1

Table 1	 Sample sizes considered in this study.

Cases Sample sizes (n
1
, n

2
, n

3
)

Small (5, 5, 5), (10, 10, 10)

Medium (20, 20, 20), (30, 30, 30)

Large (70, 70, 70), (100, 100, 100)

	 2. กำ�หนดความแตกต่างของความแปรปรวนโดยใช้
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Table 2	 Population variance ratios based on φ.

Levels Ratios φ

Slightly (0 < φ < 1.5) 8:12:16 1.155

Moderately (1.5 ≤ φ < 3) 8:16:24 2.309

Highly (φ ≥ 3) 8:24:40 4.619

	 3. กำ�หนดการแจกแจงของประชากรที่ศึกษา 4  
การแจกแจง คือ การแจกแจงแกมมา (Gamma distribution) 
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(logistic distribution) และการแจกแจงเอกรูป (uniform 
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	 4. กำ�หนดระดับนัยสำ�คัญ (α) เท่ากับ 0.05
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	 6. โปรแกรมทีใ่ชใ้นการศกึษาคอื โปรแกรม R-Studio 
เวอร์ชั่น 4.2.2

Table 3	 Parameters of Gamma distribution.

(α, β) E(X)* Var(X)**

(2, 2) 4 8

(3, 2) 6 12

(4 2) 8 16

(6, 2) 12 24

(10, 2) 20 40

* E(X) = αβ, ** Var(X) = αβ2

Table 4	 Parameters of Weibull distribution.

(α, β) E(X)* Var(X)**

(2, 6.105) 5.41 8

(2, 7.478) 6.63 12

(2, 8.635) 7.65 16

(2, 10.575) 9.37 24

(2, 13.652) 12.10 40
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ศกึษาแสดงดงั Figure 1-4 
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	 2. ขั้นตอนการดำ�เนินการวิจัย
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เท่ากันของความแปรปรวนดังนี้

	 H0 : σ
2
1 = 8, σ2

2 = 8, σ2
3 = 8

	 H1 : σ
2
i � 8, σ2

j อย่างน้อย 1 คู่

	 โดยที่ i � j และ i, j = 1, 2, 3
	 โดยที่ σ2

1, σ2
2, σ2

3 คือ ความแปรปรวนของ
ประชากรกลุ่มที่ 1, 2, และ 3 ตามลำ�ดับ

	 2) จำ�ลองข้อมูลภายใต้สมมุติฐานหลัก (H0) ในข้อ 
1. ที่เป็นจริง โดยกำ�หนดค่าของเลขสุ่มเริ่มต้นคือ 23456

	 3) คำ�นวณค่าสถิติทดสอบและ p-value ทั้ง 3 วิธี

	 4) เปรียบเทียบ p-value กับระดับนัยสำ�คัญ 0.05  
โดยถา้ p-value นอ้ยกวา่หรอืเทา่กบัระดบันยัสำ�คญั จะตดัสนิใจ 
ปฏิเสธสมมุติฐานหลัก และถ้า p-value มากกว่าระดับ 
นัยสำ�คัญจะตัดสินใจยอมรับสมมุติฐานหลัก

	 5) บันทึกจำ�นวนครั้งที่ปฏิเสธสมมุติฐานหลัก

	 6) ทำ�ซ้ำ�ข้อ 1-4 จำ�นวน 10,000 ครั้ง

	 7) คำ�นวณค่าประมาณความน่าจะเป็นของความผิด
พลาดแบบที่ 1 ของสถิติทดสอบแต่ละตัว 

	 8) เปรยีบเทยีบคา่ประมาณความนา่จะเปน็ของความ
ผิดพลาดแบบที่ 1 ของสถิติทดสอบทั้ง 3 วิธีกับเกณฑ์ของ 
Bradley ถ้าค่าประมาณความน่าจะเป็นของความผิดพลาด
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3-6 และลกัษณะการแจกแจงต่างๆ ภายใตพ้ารามเิตอร์ที�

ศกึษาแสดงดงั Figure 1-4 

4. กาํหนดระดบันัยสาํคญั ( ) เท่ากบั 0.05 

5. กําหนดเกณฑ์ที� ใช้ในการเปรียบเทียบ

ประสทิธภิาพของสถติทิดสอบ คอื ความสามารถในการ

ควบคุมความน่าจะเป็นของความผิดพลาดแบบที� � 

ความแกร่ง และกําลงัการทดสอบ 

6. โปรแกรมที�ใชใ้นการศกึษาคอื โปรแกรม R-

Studio เวอรช์ั �น �.�.� 
 

Table 3 Parameters of Gamma distribution 

( , )   *( )E X  **( )Var X  

(2, 2) 4 8 

(3, 2) 6 12 

(4 2) 8 16 

(6, 2) 12 24 

(10, 2) 20 40 
* ( )E X  , ** 2( )Var X   
 
Table 4 Parameters of Weibull distribution 

( , )   *( )E X  **( )Var X

(2, 6.105) 5.41 8 

(2, 7.478) 6.63 12 

(2, 8.635) 7.65 16 

(2, 10.575) 9.37 24 

(2, 13.652) 12.10 40 

* ( ) (1 1 / )E X     , **
2

2 2 1( ) 1 1Var X 
 

                     
 

Table 5 Parameters of Logistic distribution 

( , )s  *( )E X  **( )Var X  

(2, 1.559) 2 8 

(2, 1.910) 2 12 

(2, 2.205) 2 16 

(2, 2.701) 2 24 

(2, 3.487) 2 40 

* ( )E X  , **
2 2

( )
3
s

Var X


  
 

Table 6 Parameters of Uniform distribution 

( , )a b  *( )E X  **( )Var X  

(0, 9.798) 2 8 

(0, 12) 2 12 

(0, 13.856) 2 16 

(0, 16.971) 2 24 

(0, 21.909) 2 40 

* ( )
2
a b

E X


 , ** 21 ( )( )
12

b aVar X   

 

   
Figure 1 Gamma distributions under various 

parameters 
 

 
Figure 2 Weibull distributions under various 

parameters 
 

   
  

                   

 
Figure 3 Logistic distributions under various 

parameters 

 

 
Figure 4 Uniform distributions under various 

parameters 

 

2. ข ั �นตอนการดาํเนินการวิจยั 
 ขั �นตอนการดําเนินการวิจัยแยกเป็น 2 กรณี 

ดงันี�  

2.1 การศึกษาความสามารถในการควบคมุ
ความน่าจะเป็นของความผิดพลาดแบบที� �  

ขั �น ต อ น ก า ร จํ า ล อ ง ข้ อ มู ล เ พื� อ ศึ ก ษ า

ความสามารถในการควบคุมความน่าจะเป็นของความ

ผดิพลาดแบบที� � ของสถติทิดสอบทั �ง 3 วธิมีดีงัต่อไปนี� 

 1. กําหนดสมมุติฐานสําหรบัการทดสอบภาวะ

ความเท่ากนัของความแปรปรวนดงันี� 
2 2 2

0 1 2 3: 8, 8, 8H       
2 2

1 : i jH    อย่าง น้อย 1 คู่  โดยที�  i j   

และ , 1,2,3i j   

โดยที� 2 2 2
1 2 3, ,   คอื ความแปรปรวนของประชากรกลุ่ม

ที� 1, 2, และ 3 ตามลาํดบั 

2. จําลองข้อมูลภายใต้สมมุติฐานหลัก ( 0H ) 

ในขอ้ 1. ที�เป็นจรงิ โดยกําหนดค่าของเลขสุ่มเร ิ�มตน้คอื 

23456 

 3. คํานวณค่าสถิติทดสอบและ p-value ทั �ง 3 

วธิ ี

 4. เปรียบเทียบ p-value กับระดับนัยสําคัญ 

0.05 โดยถา้ p-value น้อยกว่าหรอืเทา่กบัระดบันยัสาํคญั 

จะตัดสินใจปฏิเสธสมมุติฐานหลัก และถ้า  p-value 

มากกว่าระดบันัยสําคญัจะตดัสนิใจยอมรบัสมมุติฐาน

หลกั 

 5. บนัทกึจาํนวนครั �งที�ปฏเิสธสมมุตฐิานหลกั 

 6. ทาํซํ�าขอ้ 1-4 จาํนวน 10,000 ครั �ง 

 7. คํานวณค่าประมาณความน่าจะเป็นของ

ความผดิพลาดแบบที� � ของสถติทิดสอบแต่ละตวั  

 8. เปรยีบเทยีบค่าประมาณความน่าจะเป็นของ

ความผิดพลาดแบบที� 1 ของสถิติทดสอบทั �ง 3 วิธีกับ

เกณฑ์ของ Bradley ถ้าค่าประมาณความน่าจะเป็นของ

ความผดิพลาดแบบที� 1 อยู่ในช่วง [0.5 , 1.5 ] หรอื 

[0.025, 0.075] จะสรุปว่า สถิติทดสอบนั �นสามารถ

ควบคุมความน่าจะเป็นของความผดิพลาดแบบที� 1 ได ้

และสถิติทดสอบที�ให้ค่าประมาณความน่าจะเป็นของ

ความผิดพลาดแบบที� 1 อยู่ในช่วง [0.04, 0.06] ตาม

เกณฑ์ของ Cochran จะสรุปว่า สถติทิดสอบนั�นมคีวาม

แกร่ง 

2.2 การศึกษากาํลงัการทดสอบ  
 ขั �นตอนการจําลองข้อมูลเพื�อศึกษากําลังการ

ทดสอบของสถติทิดสอบทั �ง 3 วธิมีดีงัต่อไปนี� 

1. กําหนดสมมุตฐิานสําหรบัการทดสอบภาวะ

ความเท่ากนัของความแปรปรวน 3 กรณี ดงั Table 7 

 

Table 7 Hypotheses for power study 

Cases Hypotheses   

1 2 2 2
0 1 2 3:H      

2 2 2
1 1 2 3: 8, 12, 16H       

1.155 
 

2 2 2 2
0 1 2 3:H      

2 2 2
1 1 2 3: 8, 16, 24H       

2.309 
 

3 2 2 2
0 1 2 3:H      

2 2 2
1 1 2 3: 8, 24, 40H       

4.619 

 

2. จําลองข้อมูลภายใต้สมมุติฐานทางเลือก       

( 1H ) ในข้อ �. ที�เป็นจริง โดยกําหนดค่าของเลขสุ่ม

เริ�มต้นคอื 23456 

   
  

                   

 
Figure 3 Logistic distributions under various 

parameters 

 

 
Figure 4 Uniform distributions under various 

parameters 
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[0.025, 0.075] จะสรุปว่า สถิติทดสอบนั �นสามารถ

ควบคุมความน่าจะเป็นของความผดิพลาดแบบที� 1 ได ้
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 ขั �นตอนการจําลองข้อมูลเพื�อศึกษากําลังการ
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Table 7 Hypotheses for power study 

Cases Hypotheses   
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2. จําลองข้อมูลภายใต้สมมุติฐานทางเลือก       
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เริ�มต้นคอื 23456 

Figure 1 Gamma distributions under various parameters.

Figure 2 Weibull distributions under various parameters.

Figure 3 Logistic distributions under various parameters.

Figure 4 Uniform distributions under various parameters.

Table 6	 Parameters of Uniform distribution.

(a, b) E(X)* Var(X)**

(0, 9.798) 2 8

(0, 12) 2 12

(0, 13.856) 2 16

(0, 16.971) 2 24

(0, 21.909) 2 40

* 

   
  

                   

Table 2 Population variance ratios based on   

Levels  Ratios   

Slightly (0 1.5)   

Moderately (1.5 3)   

Highly ( 3)   

8:12:16 

8:16:24 

8:24:40 

1.155 

2.309 

4.619 
 

3. กําหนดการแจกแจงของประชากรที�ศกึษา 4 

การแจกแจง  คือ  การแจกแจงแกมมา (Gamma 

distribution) การแจกแจงไวบูล (Weibull distribution) 

การแจกแจงลอจสิตกิ (logistic distribution) และการแจก

แจ ง เอกรูป  (uniform distribution) ราย ละเอียดการ

กําหนดค่าพารามิเตอร์ของการแจกแจงต่าง ๆ เพื�อให้

ข้อมูลมคีวามเบ้ความโด่งที�แตกต่างกนัแสดงดงั Table 

3-6 และลกัษณะการแจกแจงต่างๆ ภายใตพ้ารามเิตอร์ที�

ศกึษาแสดงดงั Figure 1-4 

4. กาํหนดระดบันัยสาํคญั ( ) เท่ากบั 0.05 

5. กําหนดเกณฑ์ที� ใช้ในการเปรียบเทียบ
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Table 6 Parameters of Uniform distribution 
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Figure 1 Gamma distributions under various 

parameters 
 

 
Figure 2 Weibull distributions under various 

parameters 
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แบบที่ 1 อยู่ในช่วง [0.5 α, 1.5 α] หรือ [0.025, 0.075] จะ
สรุปว่า สถิติทดสอบนั้นสามารถควบคุมความน่าจะเป็นของ
ความผิดพลาดแบบที่ 1 ได้ และสถิติทดสอบที่ให้ค่าประมาณ
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 อยู่ในช่วง [0.04, 
0.06] ตามเกณฑ์ของ Cochran จะสรุปว่า สถิติทดสอบนั้น 
มีความแกร่ง

	 2.2 การศึกษากำ�ลังการทดสอบ 
	 ขัน้ตอนการจำ�ลองขอ้มลูเพือ่ศกึษากำ�ลงัการทดสอบ
ของสถิติทดสอบทั้ง 3 วิธีมีดังต่อไปนี้

	 1) กำ�หนดสมมตุฐิานสำ�หรบัการทดสอบภาวะความ
เท่ากันของความแปรปรวน 3 กรณี ดัง Table 7

Table 7	 Hypotheses for power study.

Cases Hypotheses φ

1 H0 : σ
2
1, σ

2
2, σ

2
3

H1 : σ
2
1 = 8, σ2

2 = 12, σ2
3 = 16

1.155

2 H0 : σ
2
1, σ

2
2, σ

2
3

H1 : σ
2
1 = 8, σ2

2 = 16, σ2
3 = 24

2.309

3 H0 : σ
2
1, σ

2
2, σ

2
3

H1 : σ
2
1 = 8, σ2

2 = 24, σ2
3 = 40

4.619

	 2) จำ�ลองข้อมูลภายใต้สมมุติฐานทางเลือก (H1) ใน
ข้อ 1. ที่เป็นจริง โดยกำ�หนดค่าของเลขสุ่มเริ่มต้นคือ 23456

	 3) คำ�นวณค่าสถิติทดสอบและ p-value ทั้ง 3 วิธี

	 4) เปรียบเทยีบ p-value กบัระดบันยัสำ�คญั 0.05 โดย
ถ้า p-value น้อยกว่าหรือเท่ากับระดับนัยสำ�คัญ จะตัดสินใจ 
ปฏิเสธสมมุติฐานหลัก และถ้า p-value มากกว่าระดับ 
นัยสำ�คัญจะตัดสินใจยอมรับสมมุติฐานหลัก

	 5) บันทึกจำ�นวนครั้งที่ปฏิเสธสมมุติฐานหลัก

	 6) ทำ�ซ้ำ�ข้อ 1-4 จำ�นวน 10,000 ครั้ง

	 7) คำ�นวณค่าประมาณกำ�ลังการทดสอบ (empirical 
power) ของสถิติทดสอบแต่ละตัว

	 8) เปรยีบเทยีบคา่ประมาณกำ�ลงัการทดสอบ เฉพาะ
สถิติทดสอบที่สามารถควบคุมความน่าจะเป็นของความผิด
พลาดแบบที่ 1 ได้เท่านั้น โดยสถิติทดสอบที่มีค่าประมาณ
กำ�ลังการทดสอบสูงสุด จะสรุปว่าสถิติทดสอบน้ันเป็นสถิติ
ทดสอบที่มีประสิทธิภาพดีที่สุด

ผลการวิจัย
	 ผลการวิจัยจำ�แนกออกเป็น 2 ส่วนดังนี้

	 1.  ผลการศึกษาความสามารถในการควบคุม
ความน่าเป็นของความผิดพลาดแบบที่ 1 
	 ผลการศึกษาความสามารถในการควบคุมความน่า
เป็นของความผิดพลาดแบบที่ 1 ของสถิติทดสอบทั้ง 3 วิธี 
แสดงดัง Table 8-11 และ Figure 5

Table 8	 Empirical probability of type I error when data 
follow Gamma distribution.

Sample sizes
Test statistics

L BF FK

(5, 5, 5) 0.1407 0.0087 0.0003

(10, 10, 10) 0.1363 0.0448* 0.0531*

(20, 20, 20) 0.1289 0.0419* 0.0556*

(30, 30, 30) 0.1244 0.0455* 0.0616*

(70, 70, 70) 0.1266 0.0489* 0.0724*

(100, 100, 100) 0.1247 0.0480* 0.0754

Note: L = Levene’s test, BF = Brown-Forsythe’s test,  
FK = Fligner-Killeen’s test, * Probability of type I error in control

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจงแกมมา ผล
การศึกษาพบว่า สถิติทดสอบของ Brown-Forsythe และสถิติ
ทดสอบของ Fligner-Killeen สามารถควบคุมความน่าจะเป็น
ของความผิดพลาดแบบที่ 1 ได้เกือบทุกกรณี ยกเว้นกรณี
ตัวอย่างขนาดเล็ก ((n1, n2, n3) = (5, 5, 5)) ส่วนสถิติทดสอบ
ของ Levene ไม่สามารถควบคุมความน่าจะเป็นของความผิด
พลาดแบบที ่1 ได ้และใหค้า่ประมาณความนา่จะเปน็ของความ
ผิดพลาดแบบที่ 1 สูงกว่าระดับนัยสำ�คัญของการทดสอบทุก
กรณี อย่างไรก็ตาม สถิติทดสอบของ Levene มีแนวโน้มที่จะ 
ให้ค่าประมาณความน่าจะเป็นของความผิดพลาดแบบที่ 1  
ลดลงเมื่อขนาดตัวอย่างเพิ่มขึ้น (Table 8)
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Table 9	 Empirical probability of type I error when data 
follow Weibull distribution. 

Sample sizes
(n1, n2, n3)

Test statistics

L BF FK

(5, 5, 5) 0.0966 0.0038 0.0002

(10, 10, 10) 0.0816 0.0363* 0.0351*

(20, 20, 20) 0.0754 0.0376* 0.0369*

(30, 30, 30) 0.0725* 0.0398* 0.0405*

(70, 70, 70) 0.0686* 0.0460* 0.0483*

(100, 100, 100) 0.0685* 0.0483* 0.0510*

Note: L = Levene’s test, BF = Brown-Forsythe’s test,  
FK = Fligner-Killeen’s test, * Probability of type I error in control

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจงไวบูล ผล
การศึกษาพบว่า สถิติทดสอบของ Brown-Forsythe และสถิติ
ทดสอบของ Fligner-Killeen สามารถควบคุมความน่าจะเป็น
ของความผิดพลาดแบบท่ี 1 ได้เกือบทุกกรณี ยกเว้นกรณี
ตัวอย่างขนาดเล็ก ((n1, n2, n3) = (5, 5, 5)) ส่วนสถิติทดสอบ
ของ Levene ไม่สามารถควบคุมความน่าจะเป็นของความผิด
พลาดแบบที่ 1 ได้ในกรณีตัวอย่างขนาดเล็ก ((n1, n2, n3) = 
(5, 5, 5) และ (10, 10, 10)) และขนาดกลาง ((n1, n2, n3) = 
(20, 20, 20)) และให้ค่าประมาณความน่าจะเป็นของความผิด
พลาดแบบที ่1 สงูกวา่ระดบันยัสำ�คญัของการทดสอบทกุกรณ ี
อย่างไรก็ตาม สถิติทดสอบของ Levene มีแนวโน้มที่จะให้ค่า
ประมาณความนา่จะเปน็ของความผดิพลาดแบบที ่1 ลดลงเมือ่
ขนาดตัวอย่างเพิ่มขึ้นเช่นเดียวกับกรณีประชากรทั้ง 3 กลุ่มมี
การแจกแจงแกมมา (Table 9)

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจง ลอจิสติก 
ผลการศึกษาพบว่า สถิติทดสอบของ Levene สถิติทดสอบ
ของ Brown-Forsythe และสถิติทดสอบของ Fligner-Killeen 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
ได้เกือบทุกกรณี ยกเว้นกรณีตัวอย่างขนาดเล็ก ((n1, n2, n3) 
= (5, 5, 5)) (Table 10)

Table 10	 Empirical probability of type I error when data 
follow Logistic distribution. 

Sample sizes
(n1, n2, n3)

Test statistics

L BF FK

(5, 5, 5) 0.0859 0.0048 0.0002

(10, 10, 10) 0.0690* 0.0342* 0.0339*

(20, 20, 20) 0.0595* 0.0392* 0.0386*

(30, 30, 30) 0.0531* 0.0404* 0.0398*

(70, 70, 70) 0.0532* 0.0472* 0.0450*

(100, 100, 100) 0.0530* 0.0494* 0.0471*

Note: L = Levene’s test, BF = Brown-Forsythe’s test,  
FK = Fligner-Killeen’s test, * Probability of type I error in control

Table 11	 Empirical probability of type I error when data 
follow Uniform distribution. 

Sample sizes
(n1, n2, n3)

Tests

L BF FK

(5, 5, 5) 0.0906 0.0019 0.0002

(10, 10, 10) 0.0704* 0.0303* 0.0245

(20, 20, 20) 0.0573* 0.0288* 0.0265*

(30, 30, 30) 0.0548* 0.0316* 0.0294*

(70, 70, 70) 0.0496* 0.0368* 0.0398*

(100, 100, 100) 0.0521* 0.0436* 0.0440*

Note: L = Levene’s test, BF = Brown-Forsythe’s test,  
FK = Fligner-Killeen’s test, * Probability of type I error in control

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจงเอกรูป  
ผลการศกึษาพบวา่ สถติทิดสอบของ Levene และสถติทิดสอบ 
ของ Brown-Forsythe สามารถควบคุมความน่าจะเป็นของ
ความผดิพลาดแบบที ่1 ได้เกอืบทกุกรณ ียกเวน้กรณตัีวอยา่ง
ขนาดเล็ก ((n1, n2, n3) = (5, 5, 5)) และสถิติทดสอบของ 
Fligner-Killeen ไม่สามารถควบคุมความน่าจะเป็นของความ
ผิดพลาดแบบที่ 1 ได้ในกรณีตัวอย่าง (n1, n2, n3) มีขนาด 
(5, 5, 5) และ (10, 10, 10) (Table 11)

	 2. ผลการศึกษาความแกร่ง
	 จาก Table 8-11 พบว่า กรณีประชากรทั้ง 3 กลุ่ม
มีการแจกแจงแกมมา สถิติทดสอบของ Brown-Forsythe  
มีความแกร่งเกือบทุกสถานการณ์ ยกเว้นกรณีตัวอย่าง 
ขนาดเล็ก ((n1, n2, n3) = (5, 5, 5)) สำ�หรับกรณีประชากรทั้ง  
3 กลุ่มมีการแจกแจงไวบูลและการแจกแจงลอจิสติก สถิติ
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ทดสอบของ Brown-Forsythe และสถิติทดสอบของ  
Fligner-Killeen มีความแกร่งเม่ือตัวอย่างมีขนาดใหญ่  
((n1, n2, n3) = (70, 70, 70) และ (100, 100, 100)) ส่วน
สถิติทดสอบของ Levene มีความแกร่งในกรณีที่ประชากร
ทั้ง 3 กลุ่มมีการแจกแจงลอจิสติกและการแจกแจงเอกรูป 
และตัวอย่างแต่ละกลุ่มมีขนาด 20 ขึ้นไป

	 3. ผลการศึกษากำ�ลังการทดสอบ
	 ผลการศึกษากำ�ลังการทดสอบของสถิติทดสอบท้ัง  
3 วิธี แสดงดัง Table 12 และ Figure 6

	 กรณีประชากรท้ัง 3 กลุ่มมีการแจกแจงแกมมา 
ผลการศึกษาพบว่า สถิติทดสอบของ Fligner-Killeen  
มีประสิทธิภาพดีที่สุดเนื่องจากให้กำ�ลังการทดสอบสูงสุด 
ทุกกรณี 

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจงไวบูล สถิติ
ทดสอบของ Brown-Forsythe ให้กำ�ลังการทดสอบสูงสุด
สำ�หรับทุกค่า φ เมื่อตัวอย่างมีขนาดเล็ก สำ�หรับตัวอย่าง
ขนาดกลางและขนาดใหญ่ สถิติทดสอบของ Levene ให้กำ�ลัง

การทดสอบสงูสดุในกรณคีา่ φ เทา่กบั 1.155 และ 2.309 สว่น
กรณีค่า φ เท่ากับ 4.619 สถิติทดสอบของ Levene ให้กำ�ลัง
การทดสอบสงูสดุสำ�หรบัตวัอยา่งขนาดกลาง และเมือ่ตวัอยา่ง
มีขนาดใหญ่ สถิติทดสอบท้ัง 3 วิธี ให้กำ�ลังการทดสอบสูง 
ไม่แตกต่างกัน

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจงลอจิสติก 
สถิติทดสอบของ Levene มีประสิทธิภาพดีที่สุดเนื่องจากให้
กำ�ลังการทดสอบสูงสุดทุกกรณี รองลงมาคือ สถิติทดสอบ
ของ Brown-Forsythe และสถิติทดสอบของ Fligner-Killeen  
ตามลำ�ดับ

	 กรณีประชากรทั้ง 3 กลุ่มมีการแจกแจงเอกรูป สถิติ
ทดสอบของ Levene ให้กำ�ลังการทดสอบสูงสุดเกือบทุกกรณี 
ยกเว้นกรณีตัวอย่างขนาดใหญ่และค่า φ เท่ากับ 1.155 และ 
2.309 สถิติทดสอบของ Fligner-Killeen ให้กำ�ลังการทดสอบ
สูงสุด และสถิติทดสอบทั้ง 3 วิธี ให้กำ�ลังการทดสอบสูง 
ไม่แตกต่างกันเมื่อตัวอย่างมีขนาดใหญ่และค่า φ เท่ากับ 
4.619    

  

                   

 
Figure 5 Empirical probability of type I error of three test statistics when data follow Gamma, Weibull, 

Logistic, and Uniform distribution. 

 

Table 12 Empirical power of Levene's test, Brown-Forsythe's test and Fligner-Killeen’s test. 

Sample 

Sizes 
  
 

Gamma distribution Weibull distribution Logistic distribution Uniform distribution 

L BF FK L BF FK L BF FK L BF FK 
(5, 5, 5) 1.155 - - - - - - - - - - - - 

2.309 - - - - - - - - - - - - 
4.619 - - - - - - - - - - - - 

(10, 10, 10) 1.155 - 0.0852 0.0917* - 0.0800* 0.0756 0.1269* 0.0725 0.0697 0.1782* 0.0893 0.0785 

2.309 - 0.1568 0.1626* - 0.1496* 0.1390 0.2106* 0.1311 0.1242 0.3380* 0.1866 0.1699 

4.619 - 0.2918 0.3035* - 0.285* 0.2723 0.3716* 0.2452 0.2362 0.5950* 0.3797 0.3461 

(20, 20, 20) 1.155 - 0.1681 0.1894* - 0.1608* 0.1554 0.1834* 0.1402 0.1354 0.3244* 0.2171 0.2344 

2.309 - 0.3767 0.3960* - 0.3731* 0.3586 0.3853* 0.3148 0.2964 0.6677* 0.5343 0.5411 

4.619 - 0.7059 0.7149* - 0.6945* 0.6821 0.6990* 0.6248 0.6041 0.9378* 0.8833 0.8688 

(30, 30, 30) 1.155 - 0.2628 0.2964* 0.3384* 0.2553 0.2519 0.2592* 0.2209 0.2058 0.4746* 0.3812 0.4420 

2.309 - 0.5800 0.6093* 0.6686* 0.5829 0.5672 0.5597* 0.5099 0.4859 0.8664* 0.8040 0.8338 

4.619 - 0.9064 0.9150* 0.9435* 0.9138 0.9007 0.8820* 0.8530 0.8345 0.9955* 0.9909 0.9884 

(70, 70, 70) 1.155 - 0.5799 0.6482* 0.6724* 0.6151 0.6092 0.5576* 0.5374 0.5083 0.8750 0.8501 0.9344* 

2.309 - 0.9458 0.9610* 0.9711* 0.9610 0.9544 0.9295* 0.9242 0.9105 0.9990 0.9987 0.9997* 

4.619 - 0.9996 0.9997* 0.9999 0.9999 0.9998 0.9995* 0.9994 0.9987 1.0000 1.0000 1.0000 

(100, 100, 100) 1.155 - 0.7571 0.8190* 0.8289* 0.7973 0.7903 0.7279* 0.7168 0.6959 0.9676 0.9622 0.9914* 

2.309 - 0.9906 0.9948* 0.9971* 0.9956 0.9949 0.9872* 0.9861 0.9811 1.0000 1.0000 1.0000 

4.619 - 0.9999 1.0000* 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

Note: L = Levene’s test, BF = Brown–Forsythe’s test, FK = Fligner-Killeen’s test, - Probability of type I error not in control,                 

* Highest power 

 

 

Figure 5 Empirical probability of type I error of three test statistics when data follow Gamma, Weibull,  
Logistic, and Uniform distribution.
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Table 12	 Empirical power of Levene’s test, Brown-Forsythe’s test and Fligner-Killeen’s test.

Sample 
Sizes φ

Gamma distribution Weibull distribution Logistic distribution Uniform distribution

L BF FK L BF FK L BF FK L BF FK

(5, 5, 5) 1.155 - - - - - - - - - - - -

2.309 - - - - - - - - - - - -

4.619 - - - - - - - - - - - -

(10, 10, 10) 1.155 - 0.0852 0.0917* - 0.0800* 0.0756 0.1269* 0.0725 0.0697 0.1782* 0.0893 0.0785

2.309 - 0.1568 0.1626* - 0.1496* 0.1390 0.2106* 0.1311 0.1242 0.3380* 0.1866 0.1699

4.619 - 0.2918 0.3035* - 0.285* 0.2723 0.3716* 0.2452 0.2362 0.5950* 0.3797 0.3461

(20, 20, 20) 1.155 - 0.1681 0.1894* - 0.1608* 0.1554 0.1834* 0.1402 0.1354 0.3244* 0.2171 0.2344

2.309 - 0.3767 0.3960* - 0.3731* 0.3586 0.3853* 0.3148 0.2964 0.6677* 0.5343 0.5411

4.619 - 0.7059 0.7149* - 0.6945* 0.6821 0.6990* 0.6248 0.6041 0.9378* 0.8833 0.8688

(30, 30, 30) 1.155 - 0.2628 0.2964* 0.3384* 0.2553 0.2519 0.2592* 0.2209 0.2058 0.4746* 0.3812 0.4420

2.309 - 0.5800 0.6093* 0.6686* 0.5829 0.5672 0.5597* 0.5099 0.4859 0.8664* 0.8040 0.8338

4.619 - 0.9064 0.9150* 0.9435* 0.9138 0.9007 0.8820* 0.8530 0.8345 0.9955* 0.9909 0.9884

(70, 70, 70) 1.155 - 0.5799 0.6482* 0.6724* 0.6151 0.6092 0.5576* 0.5374 0.5083 0.8750 0.8501 0.9344*

2.309 - 0.9458 0.9610* 0.9711* 0.9610 0.9544 0.9295* 0.9242 0.9105 0.9990 0.9987 0.9997*

4.619 - 0.9996 0.9997* 0.9999 0.9999 0.9998 0.9995* 0.9994 0.9987 1.0000 1.0000 1.0000

(100, 100, 
100)

1.155 - 0.7571 0.8190* 0.8289* 0.7973 0.7903 0.7279* 0.7168 0.6959 0.9676 0.9622 0.9914*

2.309 - 0.9906 0.9948* 0.9971* 0.9956 0.9949 0.9872* 0.9861 0.9811 1.0000 1.0000 1.0000

4.619 - 0.9999 1.0000* 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

Note: L = Levene’s test, BF = Brown-Forsythe’s test, FK = Fligner-Killeen’s test, - Probability of type I error not in control, * Highest power    
  

                   

 
Figure 6 Empirical power of three test statistics when data follow Gamma, Weibull, Logistic, and Uniform 

distribution. 

 

นอกจากนี� จาก Figure 6 แสดงใหเ้หน็ว่า กาํลงั

การทดสอบของสถติทิดสอบทั �ง 3 วธิีมแีนวโน้มเพิ�มขึ�น

เมื�อขนาดตวัอย่างทั �ง 3 กลุ่มเพิ�มขึ�นและเมื�ออตัราส่วน

ความแปรปรวนของประชากรทั �ง 3 กลุ่มเพิ�มขึ�น (ค่า   

เพิ�มขึ�น) 

 

สร ุปและวิจารณ์ผลการวิจยั 
จากผลการเปรยีบเทยีบประสทิธภิาพของสถติิ

ทดสอบสําหรบัทดสอบภาวะความเท่ากันของความ

แปรปรวน 3 วิธี คือ สถิติทดสอบของ Levene สถิติ

ทดสอบของ Brown-Forsythe และสถิติทดสอบของ 

Fligner-killeen โดยพิจารณาจากความสามารถในการ

ควบคุมความน่าจะเป็นของความผิดพลาดแบบที� � 

ความแกรง่ และกําลงัการทดสอบ สามารถสรุปไดด้งันี� 
 

1. ความสามารถในการควบคมุความน่าจะเป็นของ
ความผิดพลาดแบบที� � และความแกร่ง 

จากการศึกษาความสามารถในการควบคุม

ความน่าจะเป็นของความผดิพลาดแบบที� � ตามเกณฑ์

ของ Bradley (ค่าประมาณความน่าจะเป็นของความ

ผดิพลาดแบบที� � อยูใ่นช่วง [0.025, 0.075] ที�ระดบั 

 

นยัสาํคญั �.��) และความแกร่งตามเกณฑข์อง Cochran 

(ค่าประมาณความน่าจะเป็นของความผดิพลาดแบบที� � 

อยู่ ในช่วง [0.04, 0.06] ที�ระดับนัยสําค ัญ �.��) ผล

ก า ร ศึ ก ษ า พ บ ว่ า  ส ถิ ติ ท ด ส อ บ ข อ ง  Levene มี

ประสทิธิภาพตํ�าที�สุดในกรณีที�ประชากรมีการแจกแจง

แกมมาที�มีลกัษณะเบ้ขวาและโด่งตํ�า ( ( , )   = (2, 2)) 

เนื�องจากไม่สามารถควบคุมความน่าจะเป็นของความ

ผิดพลาดแบบที� � ได้ตามเกณฑ์ของ Bradley และให้

ค่าประมาณความน่าจะเป็นของความผดิพลาดแบบที� 1 

สงูกว่าระดบันัยสาํคญัของการทดสอบทุกกรณ ีอย่างไรก็

ตาม สถิติทดสอบของ Levene สามารถควบคุมความ

น่าจะเป็นของความผิดพลาดแบบที� � ได้ดีขึ�น เมื�อ

ประชากรมีการแจกแจงไวบูล (มีความเบ้น้อยกว่าการ

แจกแจงแกมมา) และตวัอย่างมขีนาดใหญ่ และสามารถ

ควบคุมความน่าจะเป็นของความผดิพลาดแบบที� � ไดด้ี

และมคีวามแกร่งเมื�อประชากรมลีกัษณะการแจกแจงที�

สมมาตรมากขึ�น (การแจกแจงลอจสิตกิและการแจกแจง

เอกรปู) ซึ�งผลการวจิยัที�ไดส้อดคลอ้งกบังานวจิยัของดวง

พร หชัชะวณชิ (2557) ที�พบวา่ สถติทิดสอบของ Levene 

ไม่ใช่สถติทิดสอบที�ดทีี�สดุ ยงัมสีถติทิดสอบอื�น ๆ ที�ใหผ้ล

การทดสอบดกีวา่ ทั �งนี�ขึ�นอยูก่บัการแจกแจงของขอ้มลู  

Figure 6 Empirical power of three test statistics when data follow Gamma, Weibull, Logistic, and Uniform distribution.
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	 นอกจากนี้ จาก Figure 6 แสดงให้เห็นว่า กำ�ลังการ
ทดสอบของสถิติทดสอบทั้ง 3 วิธีมีแนวโน้มเพิ่มขึ้นเมื่อขนาด
ตัวอย่างทั้ง 3 กลุ่มเพิ่มขึ้นและเมื่ออัตราส่วนความแปรปรวน
ของประชากรทั้ง 3 กลุ่มเพิ่มขึ้น (ค่า φ เพิ่มขึ้น)

สรุปและวิจารณ์ผลการวิจัย
	 จากผลการเปรียบเทียบประสิทธิภาพของสถิติ
ทดสอบสำ�หรบัทดสอบภาวะความเทา่กนัของความแปรปรวน 
3 วิธี คือ สถิติทดสอบของ Levene สถิติทดสอบของ Brown-
Forsythe และสถิติทดสอบของ Fligner-killeen โดยพิจารณา 
จากความสามารถในการควบคุมความน่าจะเป็นของความ 
ผิดพลาดแบบที่ 1 ความแกร่ง และกำ�ลังการทดสอบ สามารถ
สรุปได้ดังนี้

	 1. ความสามารถในการควบคุมความน่าจะเป็น
ของความผิดพลาดแบบที่ 1 และความแกร่ง
	 จากการศกึษาความสามารถในการควบคมุความนา่
จะเป็นของความผิดพลาดแบบที่ 1 ตามเกณฑ์ของ Bradley 
(ค่าประมาณความน่าจะเป็นของความผิดพลาดแบบท่ี 1 อยู่
ในช่วง [0.025, 0.075] ที่ระดับนัยสำ�คัญ 0.05) และความ
แกร่งตามเกณฑ์ของ Cochran (ค่าประมาณความน่าจะเป็น
ของความผิดพลาดแบบที่ 1 อยู่ในช่วง [0.04, 0.06] ที่ระดับ 
นยัสำ�คญั 0.05) ผลการศกึษาพบวา่ สถติทิดสอบของ Levene  
มีประสิทธิภาพต่ำ�ท่ีสุดในกรณีท่ีประชากรมีการแจกแจง
แกมมาทีม่ลีกัษณะเบข้วาและโดง่ต่ำ� (α, β = (2, 2)) เนือ่งจาก
ไม่สามารถควบคมุความนา่จะเปน็ของความผดิพลาดแบบที ่1  
ได้ตามเกณฑ์ของ Bradley และให้ค่าประมาณความน่าจะ
เป็นของความผิดพลาดแบบท่ี 1 สูงกว่าระดับนัยสำ�คัญของ
การทดสอบทุกกรณี อย่างไรก็ตาม สถิติทดสอบของ Levene 
สามารถควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 
ได้ดีขึ้นเมื่อประชากรมีการแจกแจงไวบูล (มีความเบ้น้อยกว่า
การแจกแจงแกมมา) และตัวอย่างมีขนาดใหญ่ และสามารถ
ควบคุมความน่าจะเป็นของความผิดพลาดแบบที่ 1 ได้ดีและ 
มีความแกร่งเมื่อประชากรมีลักษณะการแจกแจงที่สมมาตร
มากขึ้น (การแจกแจงลอจิสติกและการแจกแจงเอกรูป)  
ซ่ึงผลการวจิยัทีไ่ดส้อดคลอ้งกบังานวจิยัของดวงพร หชัชะวณชิ  
(2557) ที่พบว่า สถิติทดสอบของ Levene ไม่ใช่สถิติทดสอบ
ทีด่ทีีส่ดุ ยงัมีสถติทิดสอบอืน่ๆ ทีใ่หผ้ลการทดสอบดกีวา่ ทัง้นี้
ขึ้นอยู่กับการแจกแจงของข้อมูล 

	 สำ�หรับสถิติทดสอบของ Brown-Forsythe และ
สถิติทดสอบของ Fligner-Killeen จากผลการศึกษาพบว่า 
สถิติทดสอบของ Brown-Forsythe และสถิติทดสอบของ  
F l igner -K i l leen สามารถควบคุมความน่า เป็นของ 
ความผิดพลาดแบบที่ 1 ได้สำ�หรับทุกการแจกแจงท่ีศึกษา 

และในเกือบทุกสถานการณ์ ยกเว้นกรณีตัวอย่างขนาดเล็ก

	 2. กำ�ลังการทดสอบ
	 จากการศึกษากำ�ลังการทดสอบของสถิติทดสอบ
ทั้ง 3 วิธี โดยพิจารณาเฉพาสถิติทดสอบที่สามารถควบคุม
ความน่าจะเป็นของความผิดพลาดแบบที่ 1 ตามเกณฑ์ของ 
Bradley ได้ ผลการศึกษาพบว่า กรณีประชากรมีการแจกแจง
ลอจิสติกและการแจกแจงเอกรูปสถิติทดสอบของ Levene มี
ประสิทธิภาพดีกว่าสถิติทดสอบของ Brown-Forsythe และ
สถิติทดสอบของ Fligner-Killeen ในเกือบทุกสถานการณ์
เนื่องจากให้ค่าประมาณกำ�ลังการทดสอบที่สูงกว่า ส่วนกรณี
ประชากรมีการแจกแจงไวบูล สถิติทดสอบของ Levene จะ
มีประสิทธิภาพดีกว่าสถิติทดสอบของ Brown-Forsythe และ
สถิติทดสอบของ Fligner-Killeen เมื่อตัวอย่างแต่ละกลุ่มมี
ขนาดตัง้แต ่30 ขึน้ไป ซึง่ผลการวจิยัทีไ่ดส้อดคลอ้งกบังานวจิยั
ของ Conover et al. (1981) Lim & Loh (1996) และ Wang  
et al. (2017) ทีพ่บวา่ ถงึแมว้า่สถติทิดสอบของ Brown-Forsythe 
จะสามารถควบคมุความนา่จะเปน็ของความผดิพลาดแบบที ่1 
ไดเ้กอืบทกุลกัษณะการแจกแจงของขอ้มลูแตส่ถติทิดสอบวธิน้ีี 
มีแนวโน้มให้ค่ากำ�ลังการทดสอบต่ำ� สำ�หรับกรณีประชากร
มีการแจกแจงแกมมา สถิติทดสอบของ Fligner-Killeen มี
ประสิทธิภาพดีกว่าสถิติทดสอบตัวอื่นๆ ในทุกสถานการณ์ 
ซึ่งผลการวิจัยที่ได้สอดคล้องกับงานวิจัยของ Conover et al. 
(1981) ที่พบว่า สถิติทดสอบของ Fligner-Killeen มีความ
แกรง่และกำ�ลงัการทดสอบสูงเมือ่ข้อมูลมกีารแจกแจงแกมมา
ที่มีพารามิเตอร์ β = 2

	 3. ความสัมพันธ์ระหว่างขนาดตัวอย่าง ค่า 
พารามิเตอร์ไม่มีศูนย์กลาง และประสิทธิภาพของสถิติ
ทดสอบ
	 สำ�หรับสถิติทดสอบของ Levene ผลการศึกษา 
พบว่า สถิติทดสอบของ Levene มักจะให้ค่าประมาณความ 
น่าจะเป็นของความผิดพลาดแบบที่ 1 สูงกว่าระดับนัยสำ�คัญ
ของการทดสอบเสมอ แต่เมื่อขนาดตัวอย่างเพิ่มขึ้น สถิติ
ทดสอบของ Levene มีแนวโน้มที่จะให้ค่าประมาณความ
น่าจะเป็นของความผิดพลาดแบบที่ 1 ลดลงและเพิ่มความ
สามารถในการควบคมุความนา่จะเป็นของความผดิพลาดแบบ
ที ่1 นอกจากนีย้งัพบวา่ การเพิม่ขนาดตวัอยา่ง สง่ผลใหก้ำ�ลงั 
การทดสอบของสถิติทดสอบทั้ง 3 วิธีสูงขึ้น และเมื่อค่า
พารามิเตอร์ไม่มีศูนย์กลาง (φ) เพิ่มขึ้นหรืออัตราส่วนความ
แปรปรวนของประชากรทั้ง 3 กลุ่มเพิ่มขึ้น จะทำ�ให้กำ�ลังการ
ทดสอบเพิ่มขึ้นตามไปดว้ย ดงันั้น การเพิ่มขนาดตัวอยา่งและ
ค่าพารามิเตอร์ไม่มีศูนย์กลางจะส่งผลให้ประสิทธิภาพของ 
สถิติทดสอบทั้ง 3 วิธีสูงขึ้น
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ข้อเสนอแนะ
	 ในงานวิจัยครั้งต่อไป สามารถขยายขอบเขตการ
ศึกษาประสิทธิภาพของสถิติทดสอบสำ�หรับทดสอบภาวะ
ความเท่ากันของความแปรปรวนของประชากรให้กว้างขึ้น 
โดยอาจศึกษาการแจกแจงท่ีนำ�เสนอในบทความนี้ที่มีค่า 
พารามิเตอร์อื่นๆ แตกต่างจากท่ีผู้วิจัยได้ศึกษาไว้หรือใช้การ
แจกแจงอื่นๆ ที่มีลักษณะความเบ้ และความโด่งแตกต่างกัน 
เช่น การแจกแจงพาเรโต (Pareto distribution) การแจกแจง
เลขชีก้ำ�ลงัคู ่(double exponential distribution) การแจกแจงบตีา 
(beta distribution) เป็นต้น และควรเพิ่มสถิติทดสอบวิธีอื่นๆ  
ที่นอกเหนือจากที่ได้ศึกษาไปแล้ว 
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