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บทคัดย่อ
กลุม่โรคทีมี่ความผดิปกตขิองความยดืหยุน่ของปอดโดยเฉพาะอยา่งยิง่โรคนวิโมโคนโิอซสี (Pneumoconiosis) เปน็โรคทีพ่บมาก
ในผู้คนที่มีการสัมผัสสภาพแวดล้อมที่มีฝุ่นแร่ การตรวจสมรรถภาพปอดด้วยวิธีสไปโรเมตรีย์ (Spirometry) เป็นวิธีมาตรฐานใน
การทดสอบสมรรถภาพการทํางานของปอด อย่างไรก็ตาม วิธีดังกล่าวมีข้อจํากัดเนื่องจากค่าใช้จ่ายและอุปกรณ์ในการตรวจมี
ราคาแพง และประสบการณ์ของผู้อ่านผลการตรวจ ส่งผลให้ผู้พนักงานกลุ่มเส่ียงไม่สามารถเข้าถึงการตรวจสมรรถภาพปอด
ได้ทันท่วงที การศึกษานี้มีวัตถุประสงค์เพ่ือนําการเรียนรู้ของเครื่องมาใช้ทำ�นายระดับความรุนแรงของความผิดปกติของความ
ยืดหยุ่นของปอดเบื้องต้น ก่อนท่ีจะนําไปสู่การตรวจสไปโรเมตรีย์ต่อไป โดยแบ่งระดับความรุนแรงของความยืดหยุ่นของปอด
เป็น 3 กลุ่ม คือ กลุ่มปกติ รุนแรงน้อย และ รุนแรงปานกลางถึงมาก การศึกษาได้นำ�ข้อมูลจากการตรวจสมรรถภาพปอดใน
กลุ่มพนักงานของโรงงานเฟอร์นิเจอร์ ทั้งหมด 685 คน จากศึกษาภาคตัดขวาง มาใช้สร้างแบบจําลองการเรียนรู้ของเครื่องด้วย
เทคนิค 6 แบบ ได้แก่ Logistic Regression, Decision Tree, Random Forest, Gradient Boosting, XGBoost และ Support 
Vector Machine (SVM) พบว่าผลลัพธ์การฝึกแบบจําลองที่ดีที่สุด คือ แบบจําลอง Random Forest ร่วมกับเทคนิคการจัดการ
ข้อมูลไม่สมดุล และการคัดเลือกตัวแปรที่สําคัญ 20 ตัวแปรด้วยวิธีการ Recursive Feature Elimination (RFE) พบว่า กลุ่มตัว
แปรทีสํ่าคญัในการทำ�นายระดบัความรนุแรง ไดแ้ก ่น้ําหนกั สว่นสงู อาย ุประวตักิารศกึษา ชัว่โมงการทํางาน การสบูบหุรี ่การใช้
หนา้กากอนามัย และอาการบางอยา่งเกีย่วกบัระบบทางเดนิหายใจ เชน่ หายใจตดิขดั และอาการการมเีสมหะ โดยมคีา่เฉลีย่ของ 
F1-score, precision, recall และ accuracy เท่ากับ 0.74, 0.74, 0.76 และ 0.75 ตามลําดับ แบบจําลองทำ�นายประสิทธิภาพปอด 
ถูกนำ�ไปสร้างเป็นเว็บแอปพลิชันเพื่อให้สามารถใช้งานได้ง่าย และได้มีการนําไปให้พนักงานในโรงงานตรวจคัดกรองเบ้ืองต้น 
ซึ่งผู้ใช้มีความพึงพอใจต่อประสิทธิภาพการคัดกรอง ความสะดวกรวดเร็วในการใช้งาน และการประหยัดค่าใช้จ่ายจากการใช้
แอปพลิเคชันตรวจคัดกรองนี้ 

คําสําคัญ:	 กลุ่มโรคที่มีการจํากัดการขยายตัวของปอด, พนักงานโรงงาน, สไปโรเมตรีย์, การเรียนรู้ของเคร่ือง,  
เว็บแอปพลิเคชัน

Abstract
Restrictive lung disease such as pneumoconiosis is the most common disease among people working in dusty  
environment such as mines and in industry. The gold standard diagnosis for this disease is spirometry, which is used 
to evaluate the lung performance. However, this tool has certain limitations such as high service costs, limited access 
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บทนำ�
หนึง่ในกลุม่โรคทีจํ่ากดัการขยายตวัของปอดทีพ่บไดม้ากทีส่ดุ
ในประเทศไทย ได้แก่ โรคฝุ่นจับปอด (pneumoconiosis) ซึ่ง
เป็นโรคที่มักเกิดในผู้ท่ีประกอบอาชีพอยู่ในสภาพแวดล้อม 
ที่มีฝุ่นมาก เช่น เหมือง หรือโรงงาน โรคฝุ่นจับปอดเป็นหนึ่ง
ในโรคที่พบมากที่สุดในกลุ่มโรคหลอดลมอุดก้ันเรื้อรังทั้งใน
ประเทศไทยและนานาชาติ การสัมผัสฝุ่นในโรงงานสามารถ
สร้างความเสียหายให้กับสมรรถภาพปอดอย่างถาวรได้ 
(Kunpeuk et al., 2021) การตรวจสมรรถภาพปอดมีวิธีการ
มาตรฐาน (gold standard) คือวิธีสไปโรเมตรีย์ (spirometry) 
ซึ่งเป็นการตรวจสมรรถภาพปอดด้วยเครื่อง Spirometer 

	 ค่าความยืดหยุ่นของปอด (restrictive defect) ใช้
เป็นมาตรฐานในการวินิจฉัยโรคฝุ่นจับปอดหรือโรคท่ีมีความ
ผดิปกตขิองปอด เชน่ โรคหลอดลมโปง่พอง (bronchiectasis), 
โรคหอบหืด (asthma) โรคถุงลมโป่งพอง (emphysema) และ 
หลอมลมฝอยอกัเสบเฉยีบพลนั (acute bronchiolitis) เปน็ตน้ 
(Martinez-Pitre et al., 2022) อย่างไรก็ดี การตรวจด้วยวิธี 
Spirometry มีข้อจํากัดหลายประการ ได้แก่ งบประมาณใน
การจัดซื้อเครื่อง Spirometer ความเชี่ยวชาญของบุคลากร  
ผู้ให้บริการ Spirometry มาตรฐานของอุปกรณ์ที่ต้องใช้ควบคู่
กับเครื่องตรวจ เป็นต้น ส่งผลให้ทั่วประเทศ มีโรงพยาบาล
เพียงร้อยละ 47 เท่าน้ันท่ีมีเครื่อง Spirometer ไว้สําหรับให้
บริการผู้ป่วย (Martinez-Pitre et al., 2022)

	 เพื่อแก้ไขข้อจำ�กัดเกี่ยวกับค่าใช้จ่ายและบุคลากร
ดังกล่าวข้างต้น ผู้วิจัยจึงนำ�เทคโนโลยีการเรียนรู้ของเครื่อง 
(machine learning) มาใช้ในการคัดแยกผู้มีความเสี่ยงโรค
ปอด โดยได้มีการนำ�เทคโนโลยีการเรียนรู้ของเครื่องมาใช้กับ
การวิเคราะห์ความเสี่ยงจากการศึกษาก่อนหน้า โดยเฉพาะ 
โรคมะเร็งปอด (Gould et al., 2021, Guo et al., 2022, Chandran 
et al., 2023) โดยแนวคิดของการเรียนรู้ของเครื่อง (machine 

learning) คือการให้ระบบคอมพิวเตอร์เรียนรู้และสร้างแบบ
จำ�ลองจากข้อมูลเพื่อแก้ปัญหา ซึ่งมีความแตกต่างหลักจาก
การแก้ปัญหาด้วยการเขียนโปรแกรมแบบด้ังเดิมที่ใส่ข้อมูล 
ขาเข้า (input) และกําหนดกฎหรือชุด คําส่ัง (program)  
บางอย่างเพื่อให้ได้ผลลัพธ์ที่ต้องการ ในขณะที่การเรียนรู้ 
ของเครื่องเป็นการใส่ข้อมูลให้คอมพิวเตอร์ประมวลผลเพื่อ
เรียนรู้ความสัมพันธ์ระหว่างข้อมูลขาเข้ากับข้อมูลขาออก
เพื่อให้ได้ขั้นตอนการประมวลผลหรือแบบจําลองสําหรับ 
การดําเนินการกับข้อมูลอื่นๆ ที่ตามมาในภายหลัง เช่น  
งานวจิยัการสรา้งแบบจาํลองเพือ่นาํไปใชใ้นการทาํนายโอกาส
เกิดโรคที่พบมาก (Kumar et al., 2021) งานของ Steven J 
Pascoe และคณะศกึษาการนําลกัษณะทางคลนิกิมาใชสํ้าหรบั 
การทํานายผลตรวจสําหรับเครื่อง spirometry ของโรคปอด 
อุดกั้น (Pascoe et al., 2018) งานของ Alan Kaplan และ
คณะศึกษาการใช้งานการเรียนรู้ของเครื่องสําหรับการทํางาน 
กับการแพทย์ที่ เกี่ยวข้องกับระบบทางเดินหายใจและ 
ความเป็นไปได้ในการวินิจฉัยโรคหอบหืดและโรคปอดอุดกั้น
เรื้อรัง (Kaplan et al., 2021) และงานของ Hongbo Liu ศึกษา 
การใช้ งานการเรียนรู้ของเครื่องสําหรับการวินิจฉัยโรคฝุ่น 
จับปอดจากข้อมูลแรงงานโรงงานถ่านหิน (Liu et al., 2009) 
จากการศึกษา พบว่าโดยส่วนใหญ่ของงานวิจัยดังที่กล่าวมา
เน้นไปที่การวินิจฉัยกลุ่มโรคที่มีการอุดกั้นทางเดินทางเดิน
หายใจ (obstructive lung disease) โดยเฉพาะอย่างยิ่งโรค
ปอดอดุกัน้เรือ้รงั การเรยีนรูข้องเครือ่งโดยรวมใหค้วามแมน่ยํา
ทีน่า่พอใจ โดยมคีา่ Receiver Operating Characteristic curve  
(ROC Curve) มากกว่า 0.87แบบจำ�ลองที่ใช้งานกันอย่าง 
แพร่หลายในงานด้านวิทยาศาสตร์ข้อมูลในการจำ�แนก 
ความผดิปกติแบบแบง่กลุ่ม (classification) (Hazra et al., 2017) 
ได้แก่ Logistic Regression, Random Forest และ Support  
Vector Machine อย่างไรก็ตาม งานวิจัยส่วนมากยังไม่มีการ
ศึกษาการคัดกรองโรคในกลุ่มโรคที่ปอดมีขนาดเล็กกว่าปกติ  

to the device, and availability of specialists. These limitations impede early detection of this disease. The objective 
of this study is to utilize machine learning algorithms to predict the severity of restrictive lung defects among factory 
workers, aiding in early identification before proceeding to the spirometry test. Three severity classes considered. - 
Normal, Mild, and Moderate or Severe. By using spirometry’s results and behavioral data among 685 workers from a 
cross-sectional study in a furniture factory in Thailand, six machine learning algorithms were developed. They were 
Logistic Regression, Decision Tree, Random Forest, Gradient Boosting, XGBoost and Support Vector Machine (SVM). 
The best model was Random Forest with Synthetic Minority Oversampling (SMOTE) to deal with imbalance class and 
Recursive Feature Elimination (RFE) to select most important features. The important features for prediction were 
weight, height, age, education, hours of work, smoking and mask wearing at the f1-score = 0.746, precision = 0.743, 
recall = 0.756, and accuracy = 0.75. The model was deployed through a web application for ease of use and the 
application was used among the factory workers for early screening of the disease. The users were satisfied with the 
application for its effectiveness, ease of use, time, and cost savings.

Keywords:	 Restrictive lung disease, factory workers, spirometry, machine learning, web application
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( res t r i c t i ve lung d isease)  เช่น โรคฝุ่น จับปอด  
(pneumoconiosis) ซึ่งพบมากในกลุ่มแรงงานในโรงงานที่มี
ฝุ่น โดยทั้ง 2 กลุ่มโรคสามารถวินิจฉัยได้จากค่า Obstructive  
(ภาวะมีการอดุกัน้หรอืมกีารตบีของหลอดลม) และ Restrictive 
(ภาวะมีการจํากดัการขยายตวัของปอด) จากเครือ่ง spirometry  
ดังนั้นการศึกษานี้จึงนำ�การใช้การเรียนรู้ของเครื่องมาฝึก 
เพื่อใช้เป็นเครื่องมือคัดกรองเบ้ืองต้น สำ�หรับผู้เข้ารับการ
ทดสอบโอกาสประสบภาวะและระดับความผิดปกติของ 
ความยืดหยุ่นของปอด (restrictive defect) อันเป็นการเพิ่ม
โอกาสในการเข้าถึงการประเมินประสิทธิภาพปอดในระยะ
แรกของความผิดปกติ และนําแบบจําลองมาพัฒนาเป็น 
เว็บแอปพลิเคชัน เพื่อใช้ในการวิเคราะห์สมรรถภาพปอด
พนักงานกลุ่มเสี่ยงต่อไป

วัตถุประสงค์ของการวิจัย
	 1. เพื่อศึกษาการทำ�นายความผิดปกติในการ 
ขยายตัวของปอดโดยการใช้เทคนิกการเรียนรู้ของเครื่อง

	 2. เพื่อประยุกต์ใช้การเรียนรู้ของเครื่องร่วมกับ 
การพัฒนาเว็บแอปพลิเคชันสําหรับการวิเคราะห์สมรรถภาพ
ปอด

วิธีดําเนินการวิจัย

การจำ�แนกความรุนแรงของความผิดปกติ
	 โดยการให้ผู้รับการทดสอบหายใจผ่านเครื่อง  
Spirometer โดยเร็วและแรง เครื่องจะมีการประมวลค่าต่างๆ
เกี่ยวกับสมรรถภาพปอด ค่าที่มีความสําคัญประกอบด้วย  
ค่าแสดงปริมาตรอากาศท่ีถูกขับออกมาในวินาทีแรกของการ
หายใจออกอย่างเร็วและแรงเต็มที่ (force expiratory volume 
in one second: FEV1) ค่าปริมาตรสูงสุดของอากาศที่หายใจ
ออกจนกระทั่งหายใจเข้าเต็มที่ (force vital capacity: FVC) 
และคา่ทีแ่สดงการอดุกัน้ของหลอดลม (FEV1/FVC) ซึง่จะบอก
ถงึระดบัของการอดุตนั (obstructive defect) และความยดืหยุน่ 
(restrictive defect) ของปอด (HITAP, 2017) แต่ก็จําเป็น
ต้องใช้ข้อมูลอื่นๆ ในการคัดกรองด้วย เช่น ผลการซักประวัติ 
หรือผลการตรวจร่างกายอื่นๆ โดย ในผู้ที่มีความยืดหยุ่น 
ของปอดผดิปกต ิ(restrictive defect) จะมคีา่ FEV1 และ FVC 
ที่น้อยกว่าปกติแต่ค่า FEV1/ FVC เป็นปกติ ดัง Table 1

การเรียนรู้ของเครื่อง
	 การเรียนรู้ของเครื่อง (machine learning) คือ
แนวคิดเพื่อให้ระบบคอมพิวเตอร์สามารถเรียนรู้จากข้อมูล 
เพือ่แกป้ญัหาดว้ยตนเองโดยใชข้อ้มลู ซึง่มคีวามแตกตา่งจาก
การแก้ปัญหาด้วยการเขียนโปรแกรมแบบดั้งเดิม เนื่องจาก
การเขียนโปรแกรมแบบดั้งเดิมจะเป็นการใส่ข้อมูลขาเข้า  

(input) และกำ�หนดกฏหรือชุดคำ�ส่ัง (program) บางอย่าง 
เพื่อให้ได้ผลลัพธ์ที่ต้องการ ในขณะที่การเรียนรู้ของเครื่อง
เป็นการใส่ข้อมูลให้คอมพิวเตอร์ประมวลผลเพื่อเรียนรู้ 
ความสัมพันธ์ระหว่างข้อมูลขาเข้ากับข้อมูลขาออกเพื่อให้ได้
ขั้นตอนการประมวลผลหรือแบบจำ�ลอง สำ�หรับการใช้กับ
ข้อมูลอื่นๆ ที่จะเกิดขึ้นมาในภายหลัง โดยมีตัวอย่างคือ การ
สร้างแบบจำ�ลองเพื่อนำ�ไปใช้ในการทำ�นายโอกาสเกิดโรค
หัวใจ เป็นต้นโดยการเรียนรู้ของเครื่องถูกแบ่งออกเป็น 3 
ประเภท ได้แก่

	 1. การเรียนรู้แบบมีผู้สอน (supervised learning)  
คอื การเรยีนรูผ้า่นโจทยท์ีม่เีฉลยคำ�ตอบชดัเจน กลา่วคอืขอ้มลู 
ที่มีการระบุลักษณะของประเภทข้อมูลที่ต้องการทำ�นาย  
(labels) โดยมีรูปแบบ ทั้งหมด 2 รูปแบบได้แก่

	 1.1 Classification task เป็นโจทย์ที่มีการกำ�หนด
เฉลยเป็นกลุ่ม ยกตัวอย่างเช่นใช้ข้อมูลส่วนบุคคลได้แก่ เพศ 
อายุ น้ำ�หนัก และส่วนสูงเพื่อทำ�นายว่าบุคคลเป็นหมาย 
มีความเสี่ยงต่อการเป็นโรคเบาหวานหรือไม่ เป็นต้น

	 1.2 Regession task เป็นโจทย์ที่มีการกำ�หนดเฉลย
เปน็ตวัเลข และดำ�เนนิการหาสมการทางคณติศาสตรเ์พือ่สร้าง
สมการที่สามารถทำ�นายค่าได้ใกล้เคียงกับค่าเฉลยมากที่สุด 
ยกตัวอย่างเช่นใช้ข้อมูลสภาพแวดล้อม และส่ิงอำ�นวยความ
สะดวกใกลเ้คยีง เพือ่ทำ�นายราคาบา้นในพืน้ทีท่ีส่นใจ เป็นต้น

	 โดยในงานวิจัยนี้เป็นการใช้การเรียนรู้ของเครื่อง 
ในรปูแบบการเรยีนรูแ้บบมผีูส้อน ในงานประเภท Classification  
task โดยใช้ข้อมูลจากแบบสำ�รวจเพื่อมาใช้ทำ�นายระดับ 
ความเสี่ยงของการประสบภาวะปอดยืดหยุ่นผิดปกตินั่นเอง

	 2. การเรียนรู้แบบไม่มีผู้สอน (unsupervised  
learning) คือการเรียนรู้ที่ไม่มีคำ�ตอบตายตัวถูกกำ�หนดให้  
ถูกแบ่งเป็น 2 รูปแบบได้แก่

	 2.1 Clustering task คือการให้แบบจำ�ลองศึกษา
ลักษณะข้อมูลและทำ�การแบ่งกลุ่มข้อมูลตามลักษณะที่แบบ
จำ�ลองพบ

	 2.2 Dimentionality reduction คือการลดจำ�นวน
มิติของข้อมูลโดยทำ�ให้ลักษณะของข้อมูลเดิมน้อยท่ีสุด เช่น
การลดข้อมูลจากลักษณะทรงกลม 3 มิติ เหลือเพียงวงกลม 
บนระนาบ 2 มิติ เป็นต้น

	 3. การเรียนรู้แบบเสริมกำ�ลัง (reinforcement  
learning) คือ การเรียนรู้ท่ีให้คอมพิวเตอร์ได้ เรียนรู้เพื่อหา
แนวทางปฏิสัมพันธ์กับส่ิงแวดล้อมแล้วได้ผลลัพธ์ท่ีดีที่สุด 
สำ�หรับการเรียนรู้แบบนี้จะต้องมีการกำ�หนดนโยบายการ
ให้รางวัลว่าในสถานการณ์ไหนจะให้รางวัลเท่าไหร่ ตัวอย่าง
เช่น alphaGo ที่ถูกฝึกให้เล่นเกมโกะเอาชนะผู้เล่นแชมป์โลก
ได้ เป็นต้น



Machine learning for predicting the severity of  
restrictive lung defect among factory workers

87Vol 43. No 2, March-April 2024

การทดสอบประสิทธิภาพแบบจำ�ลองด้วย Confusion 
metrix
	 เป็นหนึ่งในวิธีที่นิยมใช้ในการประเมินความถูกต้อง
ของแบบจำ�ลองเพ่ือวัดประสิทธิภาพสำ�หรับการนำ�มาใช้จริง
โดยกกรณีที่ยกมาแสดงเป็นการวัดประสิทธิภาพสำ�หรับการ
แบ่งกลุ่มเป็น 2 กลุ่ม (binary classification) โดยเริ่มต้นจะมี
ค่าที่ต้องสนใจทั้งหมด 4 ค่าได้แก่

	 1. True Positive (TP) คอืการทีแ่บบจำ�ลองสามารถ
ทำ�นายเหตกุารณท์ีส่นใจเกดิขึน้ไดถ้กูตอ้ง ซึง่ในกรณขีองงาน
นีค้อื ทำ�นายวา่ผูร้บัการทดสอบวา่มโีอกาสเสีย่งเปน็โรคฝุน่จบั
ปอด และผูร้บัการทดสอบเสีย่งเปน็โรคฝุน่จับปอดจรงิ เปน็ตน้

	 2. False Positive (FP) คอืการทีแ่บบจำ�ลองทำ�นายวา่ 
เกิดเหตุการณ์ท่ีสนใจแต่ความจริงแล้วเหตุการณ์ที่สนใจ 
ไม่เกิดขึ้น

	 3. True Negative (TN) คอืการทีแ่บบจำ�ลองทำ�นาย
ว่าเหตุการณ์ที่สนใจไม่เกิดขึ้นได้อย่างถูกต้อง เช่นทำ�นายว่า
ผูรั้บการทดสอบไมเ่ปน็โรคโรคฝุน่จบัปอด และผูร้บัการทดสอบ
นั้นไม่เป็นโรคฝุ่นจับปอดจริง เป็นต้น

	 4. False Negative (FN) คือการท่ีแบบจำ�ลอง
ทำ�นายวา่เหตกุารณท์ีส่นใจไมเ่กดิขึน้ แตใ่นความจรงิแลว้เกดิ
เหตุการณ์ที่สนใจขึ้น 

	 โดยจากค่าทั้ง 4 ค่าที่ได้จากการทดสอบจะสามารถ
นำ�ไปคำ�นวณหาค่าความแม่นยำ�ได้ทั้งหมด 3 ค่า ได้แก่

	 1. Accuracy (

4. False Negative (FN) คอืการที�แบบจําลองทาํนาย

ว่าเหตุการณ์ที�สนใจไมเ่กดิขึ�น แต่ในความจรงิแลว้เกดิ

เหตุการณ์ที�สนใจขึ�น  

โดยจากคา่ทั �ง � คา่ที�ไดจ้ากการทดสอบจะสามารถ

นําไปคาํนวณหาคา่ความแม่นยาํไดท้ั �งหมด � ค่า 

ไดแ้ก ่

1. Accuracy (
���

����������
) เป็นค่าที�ใช้

สาํหรบัการวดัแบบจาํลองในภาพรวมสามารถแบง่

ขอ้มลูไดถ้กูกลุ่ม อย่างไรกต็ามค่านี�อาจไมม่ี

ประสทิธภิาพมากนกัหากมคีวามไมส่มดลุยระหว่าง

กลุ่มเกดิขึ�น เชน่ Positive 90% และ Negative 10% 

หากแบบจําลองทาํนายทกุๆขอ้มลูเป็น Positive จะ

พบว่ามคีา่ Accuracy = 90% แต่ประสทิธภิาพของ

แบบจาํลองไม่ดนีกัจงึควรใชค้า่อื�นๆดงัต่อไปนี� 

2.Precision (
��

�����
) หรือ True Positive Rate 

เป็นคา่ที�ใชว้ดัความแม่นยาํที�สนใจเฉพาะกบัการ

ทาํนายกลุม่ที�สนใจเท่านั �นว่าจากที�ทาํนายว่าเกดิ

เหตุการณ์ที�สนใจทั �งหมดมคีวามแม่นยาํเพยีงใด 

เหมาะสมกบัการใชท้าํนายเหตุการณ์ที�ตอ้งใชม้ลูคา่สงู

ในการดาํเนนิการ เช่น การตรวจรา่งกายแบบ 

invasive เพราะเป็นกระบวนการทไีมใ่ช่การตรวจแบบ

ทั �วไปและมกีารรบกวนรา่งกายของคนไข ้ดงันั �นจงึตอ้ง

มคีวามแม่นยาํสงู 

3. Recall (
��

�����
) เป็นคา่ที�ใชส้าํหรบัการวดั

ประสทิธภิาพโดยคาํนวณว่าจากกลุ่มที�เกดิเหตุการณ์ที�

สนใจทั �งหมด แบบจําลองสามารถทาํนายไดถ้กูตอ้ง

เพยีงใด เหมาะกบัการใชใ้นการวดัประสทิธภิาพ

แบบจาํลองที�มจุีดมุง่หมายในการคดักรอง เนื�องจากไม่

สนใจว่าแบบจาํลองถกูตอ้งมากเพยีงใด แต่สนใจวา่

แบบจาํลองครอบคลุมกลุม่ที�สนใจแคไ่หน 

4. F1-Score (2 ∗ ���������∗������
�������������

) เป็นคา่ที�

สามารถใชเ้ป็นตวัแทนในการวดัประสทิธภิาพของ

แบบจาํลองทั �งหมดไดใ้นคา่เดยีว เนื�องจากคา่นี�ใช่การ

เฉลี�ยแบบ harmonic จากทั �งคะแนน precision และ 

recall มาแลว้ และมปีระสทิธภิาพมากกว่าการใชค้า่ 

accuracy สาํหรบัการใชว้ดัขอ้มลูที�มคีวามไมส่มดลุ

ระหว่างกลุม่ 

 

) เป็นค่าที่ใช้สำ�หรับ 
การวัดแบบจำ�ลองในภาพรวมสามารถแบ่งข้อมูลได้ถูกกลุ่ม 
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10% หากแบบจำ�ลองทำ�นายทกุๆขอ้มลูเปน็ Positive จะพบวา่
มคีา่ Accuracy = 90% แต่ประสิทธภิาพของแบบจำ�ลองไมด่นีกั 
จึงควรใช้ค่าอื่นๆดังต่อไปนี้
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ระหว่างกลุม่ 

 

) หรือ True Positive Rate 
เป็นค่าที่ใช้วัดความแม่นยำ�ที่สนใจเฉพาะกับการทำ�นายกลุ่ม
ทีส่นใจเทา่นัน้วา่จากทีท่ำ�นายวา่เกดิเหตกุารณท์ีส่นใจทัง้หมด
มีความแม่นยำ�เพียงใด เหมาะสมกับการใช้ทำ�นายเหตุการณ์
ที่ต้องใช้มูลค่าสูงในการดำ�เนินการ เช่น การตรวจร่างกาย
แบบ invasive เพราะเป็นกระบวนการทีไม่ใช่การตรวจแบบ
ทัว่ไปและมกีารรบกวนรา่งกายของคนไข ้ดงันัน้จงึตอ้งมคีวาม
แม่นยำ�สูง

	 3. Recall (

4. False Negative (FN) คอืการที�แบบจําลองทาํนาย

ว่าเหตุการณ์ที�สนใจไมเ่กดิขึ�น แต่ในความจรงิแลว้เกดิ

เหตุการณ์ที�สนใจขึ�น  

โดยจากคา่ทั �ง � คา่ที�ไดจ้ากการทดสอบจะสามารถ

นําไปคาํนวณหาคา่ความแม่นยาํไดท้ั �งหมด � ค่า 

ไดแ้ก ่

1. Accuracy (
���

����������
) เป็นค่าที�ใช้

สาํหรบัการวดัแบบจาํลองในภาพรวมสามารถแบง่

ขอ้มลูไดถ้กูกลุ่ม อย่างไรกต็ามค่านี�อาจไมม่ี

ประสทิธภิาพมากนกัหากมคีวามไมส่มดลุยระหว่าง

กลุ่มเกดิขึ�น เชน่ Positive 90% และ Negative 10% 

หากแบบจําลองทาํนายทกุๆขอ้มลูเป็น Positive จะ

พบว่ามคีา่ Accuracy = 90% แต่ประสทิธภิาพของ

แบบจาํลองไม่ดนีกัจงึควรใชค้า่อื�นๆดงัต่อไปนี� 
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��

�����
) หรือ True Positive Rate 

เป็นคา่ที�ใชว้ดัความแม่นยาํที�สนใจเฉพาะกบัการ

ทาํนายกลุม่ที�สนใจเท่านั �นว่าจากที�ทาํนายว่าเกดิ

เหตุการณ์ที�สนใจทั �งหมดมคีวามแม่นยาํเพยีงใด 

เหมาะสมกบัการใชท้าํนายเหตุการณ์ที�ตอ้งใชม้ลูคา่สงู

ในการดาํเนนิการ เช่น การตรวจรา่งกายแบบ 

invasive เพราะเป็นกระบวนการทไีมใ่ช่การตรวจแบบ

ทั �วไปและมกีารรบกวนรา่งกายของคนไข ้ดงันั �นจงึตอ้ง

มคีวามแม่นยาํสงู 

3. Recall (
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�����
) เป็นคา่ที�ใชส้าํหรบัการวดั

ประสทิธภิาพโดยคาํนวณว่าจากกลุ่มที�เกดิเหตุการณ์ที�

สนใจทั �งหมด แบบจําลองสามารถทาํนายไดถ้กูตอ้ง

เพยีงใด เหมาะกบัการใชใ้นการวดัประสทิธภิาพ

แบบจาํลองที�มจุีดมุง่หมายในการคดักรอง เนื�องจากไม่

สนใจว่าแบบจาํลองถกูตอ้งมากเพยีงใด แต่สนใจวา่

แบบจาํลองครอบคลุมกลุม่ที�สนใจแคไ่หน 

4. F1-Score (2 ∗ ���������∗������
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) เป็นคา่ที�
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แบบจาํลองทั �งหมดไดใ้นคา่เดยีว เนื�องจากคา่นี�ใช่การ

เฉลี�ยแบบ harmonic จากทั �งคะแนน precision และ 

recall มาแลว้ และมปีระสทิธภิาพมากกว่าการใชค้า่ 

accuracy สาํหรบัการใชว้ดัขอ้มลูที�มคีวามไมส่มดลุ

ระหว่างกลุม่ 
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ประสทิธภิาพมากนกัหากมคีวามไมส่มดลุยระหว่าง

กลุ่มเกดิขึ�น เชน่ Positive 90% และ Negative 10% 

หากแบบจําลองทาํนายทกุๆขอ้มลูเป็น Positive จะ

พบว่ามคีา่ Accuracy = 90% แต่ประสทิธภิาพของ
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เหมาะสมกบัการใชท้าํนายเหตุการณ์ที�ตอ้งใชม้ลูคา่สงู

ในการดาํเนนิการ เช่น การตรวจรา่งกายแบบ 

invasive เพราะเป็นกระบวนการทไีมใ่ช่การตรวจแบบ

ทั �วไปและมกีารรบกวนรา่งกายของคนไข ้ดงันั �นจงึตอ้ง

มคีวามแม่นยาํสงู 
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เพยีงใด เหมาะกบัการใชใ้นการวดัประสทิธภิาพ

แบบจาํลองที�มจุีดมุง่หมายในการคดักรอง เนื�องจากไม่

สนใจว่าแบบจาํลองถกูตอ้งมากเพยีงใด แต่สนใจวา่

แบบจาํลองครอบคลุมกลุม่ที�สนใจแคไ่หน 
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) เป็นคา่ที�

สามารถใชเ้ป็นตวัแทนในการวดัประสทิธภิาพของ

แบบจาํลองทั �งหมดไดใ้นคา่เดยีว เนื�องจากคา่นี�ใช่การ

เฉลี�ยแบบ harmonic จากทั �งคะแนน precision และ 

recall มาแลว้ และมปีระสทิธภิาพมากกว่าการใชค้า่ 

accuracy สาํหรบัการใชว้ดัขอ้มลูที�มคีวามไมส่มดลุ

ระหว่างกลุม่ 

 

) เป็นค่าที่
สามารถใช้เป็นตัวแทนในการวัดประสิทธิภาพของแบบ
จำ�ลองทั้งหมดได้ในค่าเดียว เนื่องจากค่านี้ใช่การเฉลี่ยแบบ 
harmonic จากทั้งคะแนน precision และ recall มาแล้ว และ
มีประสิทธิภาพมากกว่าการใช้ค่า accuracy สำ�หรับการใช้วัด
ข้อมูลที่มีความไม่สมดุลระหว่างกลุ่ม

Table 1 Classifying the severity of the disorder.

Group FVC (% Estimate value) FEV1 (% Estimate value) FEV1/FVC (%) FEF25-75% (% Estimated value)

Normal >80 >80 >70 >65

Mild 66-80 66-80 60-70 50-65

Moderate 50-65 50-65 45-59 35-49

Severe <50 <50 <45 <35

ภาพรวมการทํางานของระบบ
	 ภาพรวมการทํางานของระบบประกอบด้วยการนํา
เข้าข้อมูลเพื่อปรับแต่งและทําความสะอาด ก่อนที่จะนําไป
พฒันาแบบจาํลอง ทัง้หมด 6 รปูแบบ คอื Logistic Regression,  
Decision tree, Random Forest, Gradient boosting,  
XGBoost และ Support Vector Machine ซ่ึงเมื่อทําการ
ประเมินและได้แบบจําลองที่ดีที่สุดแล้วจะนํา Python script 
ไปใช้เป็นแกนเบื้องหลังสําหรับการทํานายข้อมูลทดสอบที่ได้

ผา่นหนา้เวบ็ตดิตอ่ผูใ้ชง้านซึง่ไมซ่บัซอ้นและสามารถปรบัแตง่
ได้ง่าย รวมถึงมีข้อมูลเกี่ยวกับโรคเพื่อให้ความรู้กับผู้ใช้งาน 
โครงสร้างการทํางานของระบบเริ่มจากการให้ผู้ใช้ใส่ข้อมูลใน
รูปแบบของไฟล์ csv ที่มีค่าคอลัมน์ตามที่กําหนดไว้ลงผ่าน
ทางเว็บแอปพลิเคชัน จากนั้นระบบจะทํานายโดยใช้โมเดล 
Machine Learning และแสดงผลการทำ�นายผ่านทางหน้าจอ 
โดยเว็บแอปพลิเคชันจะถูกสร้างด้วย Flask framework ที่ใช้
ภาษา Python เป็นหลัก ระบบจะแบ่งเป็น 2 ส่วน คือ ส่วน 
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Frontend (user interface) ทําหน้าที่รับข้อมูลจากผู้ใช้และ
แสดงผลลัพธ์รวมถึงข้อมูลต่างๆ ของเว็บแอปพลิเคชัน เขียน
ดว้ยภาษา HTML, CSS, และ JavaScript และ สว่น Backend 
ซึ่งเป็นส่วนเรียกใช้โมเดล Machine Learning เพื่อทํานาย

ผลลัพธ์ของข้อมูลที่รับเข้ามา และส่งผลลัพธ์ที่ได้กลับไปยัง
ส่วน Frontend เขียนด้วยภาษา Python ใช้ไลบรารี Pandas 
ในการเก็บและจัดการกับข้อมูล และใช้ไลบรารี Scikit-learn  
ในการสร้างโมเดล Machine Learning

ตารางที� 1 การจําแนกความรนุแรงของความผดิปกต ิ

กลุ่ม FVC (% ค่า
คาดคะเน) 

FEV1 (% ค่า
คาดคะเน) 

FEV1/FVC 
(%) 

FEF25-75% (% ค่า
คาดคะเน) 

     

Normal >80 >80 >70 >65 
Mild 66-80 66-80 60-70 50-65 
Moderate 50-65 50-65 45-59 35-49 
Severe <50 <50 <45 <35 

 

ภาพรวมการทาํงานของระบบ 

ภาพรวมการทํางานของระบบประกอบด้วย

การนําเข้าข้อมูลเพื�อปรบัแต่งและทําความสะอาด 

ก่อนที�จะนําไปพฒันาแบบจําลอง ทั �งหมด 6 รูปแบบ 

คื อ  Logistic Regression, Decision tree, Random 

Forest, Gradient boosting, XGBoost  และ Support 

Vector Machine ซึ� ง เ มื� อ ทํ า ก า รป ร ะ เ มินแล ะไ ด้

แบบจําลองที�ดทีี�สุดแลว้จะนํา Python script ไปใชเ้ป็น

แกนเบื�องหลังสําหรบัการทํานายข้อมูลทดสอบที�ได้

ผ่านหน้าเวบ็ตดิต่อผูใ้ชง้านซึ�งไม่ซบัซ้อนและสามารถ

ปรับแต่งได้ง่าย รวมถึงมีข้อมูลเกี�ยวกับโรคเพื�อให้

ความรูก้บัผูใ้ชง้าน โครงสรา้งการทาํงานของระบบเริ�ม

จากการใหผู้ใ้ชใ้ส่ขอ้มลูในรปูแบบของไฟล์  csv ที�มคี่า

คอลมัน์ตามที�กําหนดไว้ลงผ่านทางเว็บแอปพลเิคชนั 

จากนั �นระบบจะทํานายโดยใช้โ ม เดล  Machine 

Learning และแสดงผลการทํานายผ่านทางหน้าจอ 

โ ด ย เ ว็บ แ อป พ ลิ เ ค ชัน จ ะ ถู ก ส ร้ า ง ด้ ว ย  Flask 

framework ที� ใช้ภาษา Python เ ป็นหลัก  ระบบจะ

แบ่งเป็น � ส่วน คอื ส่วน Frontend (user interface) 

ทําหน้าที�รบัข้อมูลจากผู้ใช้และแสดงผลลพัธ์รวมถึง

ข้อมูลต่าง ๆ ของเว็บแอปพลิเคชนั เขยีนด้วยภาษา 

HTML, CSS, และ JavaScript และ สว่น Backend ซึ�ง

เป็นสว่นเรยีกใชโ้มเดล Machine Learning เพื�อทาํนาย

ผลลัพธ์ของข้อมูลที�ร ับเข้ามา และส่งผลลัพธ์ที�ได้

กลบัไปยงัส่วน Frontend เขยีนดว้ยภาษา Python ใช้

ไลบราร ีPandas ในการเกบ็และจดัการกบัขอ้มูล และ

ใช้ไลบราร  ีScikit-learn ในการสรา้งโมเดล Machine 

Learning

 

 
รปูที� � โครงสรา้งการทาํงานโดยรวมของระบบ 

Figure 1 Overall working structure of the system.

การพัฒนาแบบจําลอง

ข้อมูลที่นําเข้า

	 ข้อมูลที่นำ�เข้าในการฝึกแบบจำ�ลอง Machine  
learning เป็น ชุดข้อมูลที่ได้จากงานวิจัยเรื่อง Rubberwood 
dust and lung function among Thai furniture factory  
workers (Thetkathuek et al., 2010) ซึง่เปน็การศกึษาแบบภาค
ตดัขวาง โดยเกบ็ขอ้มลูในชว่งเดอืนเมษายน ถงึตลุาคม ป ีพ.ศ.
2550 จากโรงงานเฟอร์นิเจอร์ไม้ยางพาราในภาคตะวันออก  
ทีไ่ดม้าจากแบบสอบถามพนกังานทีท่าํงานในโรงงานยางพารา
จากผูต้อบแบบสอบถามทัง้หมด 685 คน จากโรงงานยางพารา 
8 แห่งในภาคตะวันออกของประเทศไทย อายุของผู้ตอบ
แบบสอบถามมีตัง้แตอ่าย ุ15-64 ป ีโดยในชดุขอ้มลูจะมขีอ้มลู
ค่าฝุ่นของโรงงาน ข้อมูลทั่วไปของผู้ตอบรับแบบสอบถาม  
ประวตักิารทาํงาน ประวตักิารเจบ็ปว่ย พฤตกิรรมการปอ้งกนั
ในขณะทํางาน และผลของการตรวจสมรรถภาพปอดด้วยวิธี 
Spirometry ชุดข้อมูลน้ีมีคอลัมน์ท้ังหมด 110 คอลัมน์ ซึ่ง
เป็นคอลัมน์ที่สามารถนํามาใช้ในงานนี้ได้ทั้งหมด 86 คอลัมน์
ประกอบด้วยคอลัมน์ท่ีเป็นข้อมูลเชิงคุณภาพ (qualitative 
data) ทั้งหมด 64 คอลัมน์, ข้อมูลเชิงปริมาณ (quantitative 
data) จำ�นวน 13 คอลัมน์และคอลัมน์ที่เกี่ยวข้องกับการแปล
ผล (label data) ทั้งหมด 9 คอลัมน์

การเตรียมข้อมูล
	 1. การนำ�เขา้ชดุขอ้มลูทีเ่กบ็มาจากแบบสอบถามและ
ตรวจคุณภาพของข้อมูล

	 ● ทําการอ่านไฟล์ Excel ด้วยไลบรารี่ pandas

	 ● ศึกษาชนิดของข้อมูลในแต่ละคอลัมน์

	 ● ศึกษาขอบเขตของคอลัมน์ที่ให้ค่าเป็นตัวเลข

	 ● ศึกษาความสมดุลของคลาสจากการดูจํานวนหรือ
ร้อยละของข้อมูลที่อยู่ในแต่ละคลาส

	 2. การจัดการข้อมูลที่ยังไม่สมบูรณ์

	 ● ทําการตัดคอลัมน์ที่มีข้อมูลซ้ำ�กัน

	 ● ทําการตัดแถวข้อมูลบางแถวที่มีคุณภาพต่ำ� เช่น 
มีข้อมูลไม่สอดคล้องกับคอลัมน์

	 ● ทําการแทนค่าลงในช่องว่าง เนื่องจากบางคร้ัง
ข้อมูลจากแบบสอบถามจะมีการเว้นหรือข้ามคำ�ถามตามคำ�
ตอบในข้อก่อนหน้า

	 ● แปลงชนิดของข้อมูลในบางคอลัมน์ที่เป็นตัวเลข
ให้เป็นตัวอักษร ให้ตรงกับความหมายของข้อมูลในเชิงลำ�ดับ 
ไม่ใช่เชิงค่าตัวเลข

	 3. การสํารวจข้อมูลเบื้องต้น

	 ● สํารวจความสัมพันธ์ระหว่างตัวแปรทำ�นาย 
(feature) กับผลลัพธ์ของการตรวจ Spirometry เช่น การใช้ 
crosstab เพื่อดูการกระจายตัวของผลตรวจเทียบกับตัวแปร
ทำ�นาย หรือการใช้เครื่องมือทางสถิติ เช่น การทดสอบ  
Chi-Square เพื่อทดสอบความสัมพันธ์ระหว่างตัวแปร

	 ● คดัเลอืกตวัแปรทีม่คีวามเกีย่วขอ้งกบัผลลพัธไ์ปใช้
ในการฝึกการเรียนรู้ของเครื่องต่อไป
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	 ● นําข้อมูลส่วนท่ีใช้ในการฝึกไปใช้ฝึกด้วยแบบ 
จําลอง Logistic Regression, Decision Tree, Random 
Forest, Support Vector Machine, Gradient Boosting tree 
และ XGBoost

	 4. การสร้าง ปรับแต่ง และประเมินผลแบบจําลอง

	 ● ทำ�การแบ่งข้อมูลที่คัดเลือกและผ่านการทดสอบ
มาแล้ว เป็นข้อมูลสําหรับฝึกและทดสอบแบบจำ�ลองด้วย
อัตราส่วน 70:30

	 ● จับเวลาในช่วงที่ทําการฝึกแบบจำ�ลอง เพื่อนํา 
ไปใช้วิเคราะห์ผลลัพธ์ในภายหลัง

	 ● ทําการทดสอบประสิทธิภาพของแบบจําลองด้วย
ชุดข้อมูลสําหรับการทดสอบ และวัดผลประสิทธิภาพด้วย 
confusion matrix ร่วมกับการทํา k-fold cross validation  
เพื่อเลือกพารามิเตอร์ที่ดีที่สุด

	 ● ทําการเปรียบเทียบประสิทธิภาพของแบบจําลอง
เพื่อตัดสินใจเลือกแบบจําลองที่ดีที่สุด

การพัฒนาเว็บแอปพลิเคชัน
	 ข้อกําหนดในการออกแบบ

	 เว็บแอปพลิเคชันจะถูกแบ่งออกเป็น 3 หน้า โดยจะ
มีรายละเอียดส่วนประกอบของแต่ละหน้าดังนี้

	 1. หน้าเว็บแอปพลิเคชันสําหรับอธิบายข้อมูลต่างๆ
ของเว็บแอปพลิเคชัน

	 ● ข้อมูลทั่วไปของเว็บแอปพลิเคชัน

	 ● รายละเอียดและตัวอย่างของข้อมูลนำ�เข้าของ 
เว็บแอปพลิเคชัน

	 ● ผลลัพธ์และวิธีการแปลผลของเว็บแอปพลิเคชัน 

	 2. หน้าเว็บแอปพลิเคชันสําหรับการวิเคราะห์ข้อมูล

	 ● มชีอ่งสาํหรบัใสข่อ้มลูลงในเวบ็แอปพลเิคชนั (มกีาร
แสดงตัวอย่างของข้อมูลที่ใส่ไป)

	 ● ผลของการวเิคราะหข์อ้มลูจากการเรยีนรูข้องเครือ่ง

	 3. หน้าเว็บแอปพลิเคชันสําหรับอธิบายข้อมูลของ 
ผู้จัดทํา

	 ● ข้อมูลติดต่อของผู้จัดทำ� และมหาวิทยาลัย 

	 ●  อธิบายข้อมูลทั่วไปต่างๆ ในการจัดทําเว็บ 
แอปพลิเคชัน

ผลการวิจัย
	 ผลการดาํเนนิงานของสว่นการเรยีนรูข้องเครือ่งแบบ
ประเมินความพึงพอใจในการใช้เว็บแอปพลิเคชัน

	 การประเมนิความพงึพอใจในการใชเ้วบ็แอปพลเิคชนั
ได้จากการสัมภาษณ์ผู้ใช้เว็บแอปพลิเคชัน 3 ด้าน ได้แก่ ด้าน
การออกแบบและการจัดรูปแบบ ด้านเนื้อหา และ ด้านการใช้
งาน หัวข้อการประเมินทั้งหมด ประกอบด้วย 

	 1. ด้านการออกแบบและการจัดรูปแบบ จะประเมิน
ความสวยงามและความทันสมัยของเว็บแอปพลิเคชัน ความ
น่าสนใจของหน้าเว็บแอปพลิเคชันพลิเคชัน และความง่ายใน
การอ่านข้อความในสีพื้นหลังและสีตัวอักษรที่เลือกใช้

	 2. ด้านเนื้อหา จะประเมินความถูกต้องและชัดเจน
ของเนื้อหา ปริมาณของเนื้อหาว่ามีความเพียงพอต่อการทํา
ความเขา้ใจหรอืไม ่การจดัลําดบัเนือ้หาเปน็ขัน้ตอน และความ
ต่อเนื่องของเนื้อหา 

	 3. ด้านการใช้งาน จะประเมินความง่ายของการใช้
งานจรงิ ความสามารถในการนำ�ไปใชง้านจรงิ ผลลพัธท์ีไ่ดจ้าก 
การทํานาย ประโยชนใ์นการใชง้านเวบ็แอปพลเิคชนั และภาพ
รวมของเว็บแอปพลิเคชันต่อความต้องการของผู้ใช้

		  1. ผู้ใช้สามารถทราบผลการทํานายโดยอาศัย
ข้อมูลนำ�เข้าคู่กับโครงสร้างในการวิเคราะห์จากผู้พัฒนา  
(prediction model)

		  2. ผูใ้ชแ้ละผูพ้ฒันาสามารถดูรายละเอยีดทีเ่กีย่ว
กับเว็บแอปพลิเคชัน (about us)

	 ในภาพรวมของการดําเนินงานของส่วนการเรียนรู้
ของเครื่อง แบ่งออกเป็น 5 ส่วน ได้แก่

การสํารวจข้อมูล
	 จากการสํารวจข้อมูลเบื้องต้นพบว่าข้อมูลสําหรับ 
การดาํเนนิการมลีกัษณะเปน็ไฟลป์ระเภท csv ขนาด 685 แถว 
110 คอลัมน์ ซึ่งประกอบไปด้วยคอลัมน์ที่ไม่ได้ใช้ประกอบ 
การฝึกแบบจําลอง เนื่องจากเป็นข้อมูลทับซ้อนหรือข้อมูล 
ออ่นไหว เชน่ รายละเอยีดชือ่ผูเ้ขา้รบัการทดสอบสไปโรเมตรยี ์ 
ชื่อโรงงาน จังหวัดท่ีต้ังของโรงงาน จำ�นวน 27 คอลัมน์ 
คอลัมน์ที่ใช้สําหรับการฝึกแบบจําลองทั้งหมด 77 คอลัมน์ 
แบ่งเป็นข้อมูลเชิงคุณภาพ (categorical data) ซึ่งเป็ยข้อมูล
ทีส่ามารถแบง่เปน็กลุม่ได ้เชน่ขอ้มลูแผนกทีท่ำ�งานอยู ่ขอ้มลู
สถานะการแตง่งาน เปน็ตน้ทัง้หมด 63 คอลมัน ์และขอ้มลูเชงิ
ปรมิาณ (numerical data) ซึง่เป็นขอ้มลูทีม่ลีกัษณะเป็นตวัเลข 
เช่น น้ำ�หนัก ส่วนสูง จำ�นวนชั่วโมงในการทำ�งานทั้งหมด 14  
คอลัมน์ และคอลัมน์ผลการวินิจฉัยที่ได้จากการตรวจ 
สไปโรเมตรยีจ์ำ�นวน 6 คอลมัน ์โดยภาพรวมการสาํรวจขอ้มลู
เบื้องต้นเป็นดัง Figure 6

	 ข้อมูลของคอลัมน์ที่ใช้สําหรับการฝึกแบบจําลอง
สามารถแบ่งออกเป็นกลุ่มย่อยได้ทั้งหมด 4 กลุ่ม ได้แก่
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	 • กลุ่มข้อมูลส่วนบุคคล เช่น เพศ อายุ ความสูง  
นํ้าหนัก

	 • กลุม่ขอ้มลูทีเ่กีย่วขอ้งกบัโรงงาน เชน่ ฝา่ยทีท่าํงาน 
ปริมาณฝุ่นในพื้นที่ทํางาน ชั่วโมงการทํางานต่อวัน 

	 • กลุ่มข้อมูลประเภทพฤติกรรมด้านสุขภาพ เช่น  
การสูบบุหรี่ การดื่มสุรา การใช้หน้ากากอนามัย

	 • ข้อมูลประวัติการเจ็บป่วย เช่น ประวัติการเป็นโรค

ทางเดินหายใจต่างๆ ประวัติการแน่นหน้าอก ประวัติการไอ

	 ส่วนข้อมูลเป้าหมายเป็นข้อมูลกลุ่มผลตรวจ 
สไปโรเมตรีย์ ได้แก่ ค่าร้อยละของค่า FVC ร้อยละของค่า 
FEV ร้อยละของค่า FEV ต่อ FVC ค่า FEF 25-75 ผลวินิจฉัย  
obstructive defect และผลวินิจฉัย restrictive defect ซึ่งเป็น
ข้อมูลที่จะถูกใช้สําหรับการฝึกแบบจําลองในงานนี้ ผลการ 
สํารวจจํานวนผลวินิจฉัย restrictive defect แต่ละกลุ่ม  
ได้ผลลัพธ์ดัง Figure 2 และ 3

 

 
รปูที� 4: ภาพรวมการสาํรวจขอ้มลูและประเภทของขอ้มลู 

 

 
รปูที� 5: การสาํรวจกลุม่ขอ้มลูในขอ้มลูผลการตรวจ Restrictive defect 

 

จากการสํารวจพบว่าผลการวนิิจฉัยแบ่งเป็น 4 

ประเภทคอืสภาพปอดปกต ิ (normal) มจีํานวนขอ้มูล

ทั �งหมด 433 แถว, สภาพปอดเริ�มมีความผิดปกติ 

(mild) มจีํานวนขอ้มลูทั �งหมด 210 แถว, สภาพปอดมี

ความผิดปกติ (moderate) มีจํานวนข้อมูล 36 แถว 

และสภาพปอดผิดปกติร้ายแรง (severe) มีจํานวน

ขอ้มลู 6 แถว 

 

การทาํความสะอาดข้อมลู 

• แก้ไขค่ าวินิ จฉัย restrictive defect เนื� อ งจาก

หลังจากสํารวจข้อมูลแล้วพบว่ามีการบนัทึกผล

วินิจฉัยของคอลมัน์ restrictive defect ผิดพลาด 

ทาํใหต้อ้งบนัทกึเพื�อแกไ้ขใหม ่ 

• แก้ไขการบันทึกค่าในตัวแปรอื�น ๆ ที�มีปัญหา 

เนื�องจากพบว่าข้อมูลเชิงคุณภาพบางคอลมัน์มี

ขอ้มูลเกนิที�กําหนด หลงัจากแปลงชนิดของขอ้มูล

ใหเ้ป็นตวัเลข  

• normalize data เนื�องจากขอ้มูลเชงิปรมิาณในชุด

ขอ้มูลนี�มรีะยะที�หา่งกนัคอ่นขา้งมาก อาจสง่ผลตอ่

ประสิทธิภาพของแบบจําลองได้ จึงทําการ 

normalize ด้ ว ย วิธี  Min-Max scaling คือ  กา ร

กาํหนดใหค้่าทั �งหมดอยูร่ะหว่างช่วง 0 ถงึ 1 

• ทํ า  one-hot encoding เ นื� อ ง จ ากข้ อมู ล เ ชิ ง

คุณภาพในงานนี�มีประเภทของขอ้มูลมากกว่า 2 

ประเภทจงึแยกแต่ละคอลมัน์ออกไปเป็นคอลมัน์

ละ 1 ค่าเช่นจากคอลมัน์ Domicil ที�บรรจุค่าถิ�น
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Figure 2 Overview of survey data and types of data

Figure 3 Survey of data groups in Restrictive defect test

	 จากการสํารวจพบว่าผลการวินิจฉัยแบ่งเป็น 4 
ประเภทคือสภาพปอดปกติ (normal) มีจํานวนข้อมูลทั้งหมด 
433 แถว, สภาพปอดเริม่มคีวามผดิปกต ิ(mild) มจีาํนวนขอ้มลู 
ทั้งหมด 210 แถว, สภาพปอดมีความผิดปกติ (moderate)  
มีจํานวนข้อมูล 36 แถว และสภาพปอดผิดปกติร้ายแรง  
(severe) มีจํานวนข้อมูล 6 แถว

การทําความสะอาดข้อมูล
	 แก้ไขค่าวินิจฉัย restrictive defect เน่ืองจากหลัง
จากสาํรวจขอ้มลูแลว้พบวา่มกีารบนัทกึผลวนิจิฉยัของคอลมัน ์
restrictive defect ผิดพลาด ทําให้ต้องบันทึกเพื่อแก้ไขใหม่ 

	 แก้ไขการบันทึกค่าในตัวแปรอื่นๆ ที่ มีปัญหา 
เนื่องจากพบว่าข้อมูลเชิงคุณภาพบางคอลัมน์มีข้อมูลเกิน 
ที่กำ�หนด หลังจากแปลงชนิดของข้อมูลให้เป็นตัวเลข 

	 normalize data เนื่องจากข้อมูลเชิงปริมาณ
ในชุดข้อมูลนี้มีระยะที่ห่างกันค่อนข้างมาก อาจส่งผลต่อ
ประสิทธิภาพของแบบจําลองได้ จึงทําการ normalize ด้วยวิธี 
Min-Max scaling คอื การกำ�หนดใหค้า่ทัง้หมดอยูร่ะหวา่งชว่ง 
0 ถึง 1

	 ทํา one-hot encoding เนื่องจากข้อมูลเชิงคุณภาพ
ในงานนี้มีประเภทของข้อมูลมากกว่า 2 ประเภทจึงแยกแต่ละ
คอลมันอ์อกไปเปน็คอลมันล์ะ 1 คา่เชน่จากคอลมัน ์Domicil ที่
บรรจุค่าถิ่นกําเนิดไว้มีการกําหนดค่าเป็น 1 ถึง 6 จะถูกแบ่ง
ออกเป็น 6 คอลัมน์ได้แก่ คอลัมน์ Domicil-1 ที่มีค่า เพียง  
0, 1 เทา่นัน้ เป็นจาํนวนทัง้หมด 6 ตาราง เป็นต้น เรยีกวธิกีารนี ้
ว่าการทํา One-hot encoding
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การทดลองเพื่อหากลุ่มที่เหมาะสมที่สุดสําหรับการฝึก
การเรียนรู้ของเครื่อง
	 การทดลองนี้ทำ�การฝึกฝนแบบจําลอง 6 แบบได้แก่ 
Logistic Regression, Decision tree, Random Forest,  
Gradient boosting, XGBoost และ SVM โดยใช้ไฮเปอร์
พารามิเตอร์ตั้งต้น และใช้ค่า f1-score ในการประเมินผล 
โดยเป็นงานประเภท Multi-class classification task โดยมี

ข้อมูล label เป็นข้อมูลผลการตรวจประสิทธิภาพปอดเป็น 3 
กลุ่มได้แก่ Normal, Mild และกลุ่มสุดท้ายคือข้อมูลที่รวมกลุ่ม 
Moderate และ Severe ไวด้้วยกนั เรยีกวา่ Moderate+Severe 
โดยมีกลุ่ม Normal 432 แถว กลุ่ม Mild 208 แถว กลุ่ม 
Moderate+Severe 45 แถว ประสิทธิภาพของท้ัง 6 แบบ
จำ�ลองแสดงดัง Table 2

Table 2	 Results of the 3 groups training experiment using lung performance data.

Model
f1-score

Normal group
f1-score

Mild group
f1-score 

Moderate+Severe group
Training time

Logistic Regression 0.68 0.17 0.00 78 ms

Decision Tree 0.63 0.28 0.07 34 ms

Random Forest 0.75 0.20 0.00 299 ms

Gradient Boosting 0.72 0.21 0.22 920 ms

XGBoost 0.71 0.27 0.13 1270 ms

SVM 0.70 0.19 0.07 51 ms

Table 3	 Amount of data in 3 groups comparism before and after oversampling of lung performance test data.

Lung Function  
Test

No. of Raws before  
oversampling

No. of Raws after  
oversampling

Normal 432 432

Mild 208 432

Moderate and Severe 45 432

Table 4	 Results of the 3 groups training experiment using lung performance data.

Model
f1-score

Normal group
f1-score

Mild group
f1-score 

Moderate and Severe group
Training time

Logistic Regression 0.69 0.61 0.84 124 ms

Decision Tree 0.59 0.65 0.84 24 ms

Random Forest 0.76 0.78 0.95 310 ms

Gradient Boosting 0.72 0.69 0.92 1500 ms

XGBoost 0.72 0.73 0.94 729 ms

SVM 0.72 0.63 0.85 105 ms

	 จาก Table 2 พบว่าสามารถประเมินค่า f1-score  
ได้ทั้ง 3 กลุ่ม อย่างไรก็ตามประสิทธิภาพที่ได้ไม่น่าพอใจ แต่
เนื่องด้วยข้อจํากัดของความต่างกันระหว่างกลุ่มไม่สามารถ
แก้ไขได้ด้วยเพียงการรวมกลุ่มของข้อมูล ดังน้ันจึงมีการใช้
เครื่องมือที่ใช้จัดการข้อมูลท่ีมีขนาดไม่สมดุลดังการทดลอง
ต่อไป

การจัดการข้อมูลที่มีขนาดไม่สมดุลด้วย SMOTE  
(synthetic minority oversampling technique)
	 เนื่องจากจํานวนข้อมูลในกลุ่ม Moderate and 
Severe มีปริมาณค่อนข้างน้อย งานวิจัยนี้จึงใช้เทคนิคการ 
oversampling เพื่อเพิ่มจํานวนข้อมูลส่วนน้อยให้มีจํานวน 
ใกล้เคียงกับข้อมูลส่วนมากด้วยวิธี SMOTE (synthetic  
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minority oversampling technique) จำ�นวนข้อมูลก่อนและ
หลังประยุกต์ใช้วิธี SMOTE แสดงดัง Table 3

	 การทําวิธีสังเคราะห์ข้อมูลเพิ่ม จะเพิ่มจํานวนข้อมูล
ของกลุ่มที่มีข้อมูลน้อยท้ังหมดให้มีจํานวนเท่ากับจำ�นวน
ขอ้มูลของกลุม่ทีใ่หญท่ีส่ดุ ในสว่นขอ้มลูทีต่รวจ ประสทิธภิาพ
ปอดแบบ 3 กลุ่มดำ�เนินการฝึกแบบจําลองต่างๆ ด้วยค่า  
Hyperparameter ตั้งต้นของ Library scikit-learn และได้
ผลลัพธ์ดัง Table 4

	 จาก Table 4 พบว่าหลังจากนําข้อมูลที่ผ่านการทํา 
Oversampling มาใชใ้นการฝกึพบวา่ เมือ่มจํีานวนกลุม่ทีน่อ้ย
ลงทําให้ค่า f1-score ในกลุ่ม Normal และ Mild มีแนวโน้มที่
จะมีค่าดีขึ้นเล็กน้อย ส่วนกลุ่ม Moderate and Severe ยังคง 
มีโอกาสเกิดปัญหา overfitting เน่ืองจากข้อสมมติฐาน 2 
ประการไดแ้กก่ารทีข่อ้มลูมคีา่ f1-score เพ่ิมขึน้อยา่งมาก เมือ่ 
เปรียบเทียบกับผลแบบจำ�ลองก่อนการทำ� oversampling 
เช่นในแบบจำ�ลอง Logistic Regression (0.00 และ 0.84) 
เปน็ตน้ กอปรกบัจำ�นวนขอ้มลูตัง้ตน้ทีใ่นกลุม่เยอะสดุมจีำ�นวน 

432 ข้อมูล เมื่อเทียบกับกลุ่ม Moderate and Severe ท่ีมี
จำ�นวนน้อยที่สุดมีเพียง 45 ข้อมูล (Table 3) ซึ่งด้วยหลักการ 
ของ Oversampling จะทำ�การเพิ่มข้อมูลจากลักษณะของ
จำ�นวนข้อมูลเดิมให้มีจำ�นวนเท่ากับข้อมูลกลุ่มใหญ่ ดังนั้น 
จึงมีสมมติฐานว่าจำ�นวนชุดข้อมูลที่น้อยอาจทำ�ให้มีรูปแบบที่
น้อยเกินไปในการทำ� Oversampling จึงเกิดการ Overfitting 
ในแบบจำ�ลองขึ้นได้

การปรับค่าไฮเปอร์พารามิเตอร์ของแบบจําลองร่วมกับ 
k-fold cross validation
	 การทํา 5-fold cross validation ร่วมกับการปรับ 
ไฮเปอร์พารามิเตอร์ถูกนำ�มาใช้เพื่อหาโครงสร้างแบบจําลอง 
ที่ ให้ประสิทธิภาพของการเรียนรู้ของเครื่องได้ดีที่สุด  
โดยเริ่มจากการใช้วิธี Randomized search เพื่อการหาช่วง
ที่แบบจําลองจะสามารถให้ประสิทธิภาพได้ดี ตามด้วยการใช้ 
Grid search ในการหาค่าไฮเปอร์พารามิเตอร์ท่ีแบบจําลอง 
ให้ประสิทธิภาพดีในช่วงที่มีขนาดเล็กลง และประเมินผล 
ด้วยการใช้ค่า f1-score โดยได้ผลลัพธ์ดัง Table 5

Table 5	 Results after hyperparameter adjustment.

Model Optimal hyperparameter value Everage f1-score

Logistic Regression Solvers = lbfgs 0.70023

Decision Tree Max depth = 32, Max features = 20, Min sample leaf = 15 0.674431

Random Forest Max features = 15, Min samples leaf = 2, 
Min samples split = 10, Max depth = 64

0.745796

Gradient Boosting n_Estimators = 500, Max depth = 9, Learning rate = 1 0.731759

XGBoost Max depth = 7, Gamma = 2, Min child weight = 4 0.714132

SVM Kernel = rbf, Decision function shape = ovo, Gamma = scale 0.739056

	 จากผลลัพธ์ใน Table 5 พบว่าเม่ือทําการ Cross 
validate แลว้แบบจาํลอง Random Forest ทีผ่า่นการปรบัปรงุ
ไฮเปอรพ์ารามเิตอรใ์หค้า่เฉลีย่ f1-score มากทีส่ดุที ่0.745796 
โดยแบบจำ�ลองใช้ตัวแปรทำ�นายที่มี ซึ่งเราสามารถปรับปรุง 
แบบจําลองโดยลดจํานวนตัวแปรลงและทําการปรับปรุง 
ไฮเปอรพ์ารามิเตอรอ์ืน่ๆเพือ่ใหไ้ดแ้บบจําลองทีม่ปีระสทิธภิาพ
ที่สุดและง่ายต่อการใช้งานของผู้ใช้งานต่อไป

การเลือกตัวแปรที่สําคัญในการฝึกแบบจําลอง
	 การเลือกตัวแปรที่สําคัญสําหรับการฝึกแบบจําลอง
ใช้วิธี RFE (recursive feature elimination) ซึ่งเป็นเครื่องมือ 
สาํหรบัการคดัเลอืกโดยกลวธิกีารเลอืกขึน้อยูก่บัประเภทแบบ
จําลองที่ใช้ (estimator) และตัวแปรท่ีทำ�ให้แบบจำ�ลองนั้น 

ผิดพลาดน้อยที่สุดในการทำ�นาย โดยทำ�ให้ mean absolute 
error (MAE) ต่ำ�สุด จะถูกใช้เป็นกลุ่มตัวแปรที่สําคัญในการ
ทำ�นายระดับความรุนแรงต่อไป โดยแต่ละแบบจำ�ลองจะมี 
ขั้นตอนการเลือกต่างกัน เช่น กลุ่มแบบจําลองเชิงเส้น (linear 
models) จะใช้ค่าสัมประสิทธิ์ของแต่ละตัวแปร (coefficient)  
ในขณะที่กลุ่มแบบจําลองที่ใช้ต้นไม้เป็นฐาน (tree-based  
models) จะใชค้า่ความสำ�คญัของตัวแปร (feature importance)  
ในการคดัเลอืก หลงัจากนัน้จะทาํการวนทาํซํา้เพือ่หาจาํนวนคู่
ตวัแปรทีเ่หมาะสมทีส่ดุ โดยในงานนีก้าํหนดจาํนวนตวัแปรไว้
ที ่20 ตวัแปร และในการทดลองนีท้ำ�การทดลองเฉพาะขอ้มลู 2 
กลุ่มที่ผ่านการทํา oversampling ด้วยวิธี SMOTE มาเท่านั้น 
ได้ผลดัง Table 6
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	 จาก Table 6 พบว่า แบบจําลอง Random Forest  
มีประสิทธิภาพที่ดีที่สุดซึ่งสามารถให้ค่าเฉลี่ย f1-score 
ระหว่างกลุ่ม Normal, Mild และ Moderate อยู่ที่ 0.74 และ 
20 ตัวแปรที่ดีที่สุดประกอบด้วยตัวแปรเช่น แผนกท่ีทำ�งาน 
ประวัติการสูบบุหรี่ และอายุระหว่าง 21 ถึง 25 ปี ซึ่งจากผล
การทดลองในสว่นการเรยีนรูข้องเครือ่งทัง้หมดสรปุได้วา่ แบบ
จําลองที่เหมาะสมสําหรับการนําไปใช้ในเว็บแอปพลิเคชันคือ 
แบบจําลอง Random Forest แบบ 3 กลุ่มข้อมูล (normal, 
mlid และ moderate+severe) ท่ีผ่านการทํา oversampling 
ด้วยวิธี SMOTE และคัดเลือกตัวแปรท่ีสําคัญด้วย RFE  
จํานวน 20 ตัวแปร 

ผลการดําเนินงานของเว็บแอปพลิเคชัน
	 แบบจำ�ลอง Random forest ในหัวข้อก่อนหน้าถูก 
นำ�ไปใช้ร่วมกับเว็บแอปพลิเคชันที่ได้พัฒนาขึ้นตามที่ได้
ออกแบบไว ้ซึง่สามารถเขา้ถงึไดจ้ากลงิก ์https://whispering-
wildwood-41614-c10f966ed49e.herokuapp.com/ โดยใน
ส่วนของ Frontend หรือ UI ถูกเขียนด้วยภาษา HTML, CSS, 
และ JavaScript และทำ�งานร่วมกันโปรแกรมส่วน Backend 
ผ่าน Flask framework หน้าเว็บแอปพลิเคชันที่ได้ทําการ
ออกแบบไว้ มีทั้งหมด 3 หน้า คือ 1. หน้าหลัก 2. การทํานาย 
3. เกี่ยวกับเรา ตัวอย่างหน้าการทํานายของเว็บแอปพลิเคชัน
แสดงดัง Figure 4

 
รปูที� 6: หน้าการทาํนายของเวบ็แอปพลเิคชนั 

 

ผลการประเมินความพึงพอใจในการใช้เว ็บแอป

พลิเคชนั  

 จากการสมัภาษณ์เชิงลึกผู้ใช้งานเว็บแอป

พลเิคชนัจํานวน �0 ท่านซึ�งเป็นหวัหน้าแผนกโรงงาน

เกี�ยวกบัการใชง้านแอปพลเิคชนัใน � ดา้น สรปุผลการ

ประเมนิความพงึพอใจในแต่ละดา้นไดด้งันี� 

ในด้านความสวยงาม ผู้ใช้มีความพึงพอใจ

เนื�องจากหน้าเว็บแอปพลิเคชนัมีรูปแบบที�ค่อนข้าง

เรยีบง่าย ผู้ใช้ได้แนะนําใหเ้พิ�มรูปภาพหรอืมกีารตก

แต่งหน้าเวบ็เพื�อเพิ�มความสวยงามและความน่าใชง้าน 

ในดา้นเนื�อหา ผูใ้ช้มคีวามพงึพอใจเนื�องจาก 

เนื�อหามคีวามถกูตอ้ง อ่านแลว้สามารถเขา้ใจไดง้า่ย มี

ประโยชน์ในการทําความเข้าใจและการใช้งาน แต่

เนื�อหาบางหวัข้อมีปรมิาณทําให้ผู้ใช้ไม่สามารถทํา

ความเข้าใจไดท้ ั �งหมด จงึไดแ้นะนําใหม้กีารลดเนื�อหา

บางหวัข้อให้น้อยลงหรอืแบ่งเนื�อหาเป็นขอ้ จะทําให้

ผูใ้ชส้ามารถเขา้ใจเนื�อหาไดง้า่ยมากยิ�งขึ�น 

ในด้านการใช้งาน ผู้ใช้พึงพอใจเว็บแอปพลิ

ชนัที�สามารถใช้งานไดส้ะดวก เข้าใจวธิีการใชง้านได้

ง่าย วธิกีารใชง้านไม่ยุง่ยาก โดยรวมเวบ็แอปพลเิคชนั

มปีระโยชน์ในการใชง้าน 

 

สรปุและอภิปรายผล  

ผลจากการสร้างแบบจําลองเพื�อวิเคราะห์

ประสทิธิภาพปอดสําหรบัการคดักรองผู้มีโอกาสเกดิ

กลุ่มโรคที�มกีารจํากดัการขยายตวัของปอดใช้เทคนิค

การเรยีนรูข้องเครื�องประเภทต่างๆ เพื�อหาแบบจาํลอง

ที� เหมาะสมที�สุดจากชุดข้อมูลจากงานวิจัยเร ื�อง 

Rubberwood dust and lung function among Thai 

furniture factory workers พบว่าแบบจาํลอง Random 

Forest ร่วมกับข้อมูลการบันทึกผลตรวจ Restrictive 

defect � กลุ่ม (normal, mild และ moderate + severe) 

จากเครื�อง Spirometry มีประสทิธิภาพดทีี�สุดโดยมคี่า 

accuracy โดยรวม 0.75 และ แบบจําลองที�ได้ถูก

นําไปใช้ในส่วน back-end ของเว็บแอปพลิเคชนั โดย

ใช้รูปแบบของขอ้มูลนําเขา้ เป็นการรบัไฟล์ csv เพื�อ

ทํานายระดบัความรุนแรงของความผดิปกตขิองความ

ยดืหยุ่นของปอดของพนักงานจํานวนมากพรอ้มกนัใน

ครั �งเดยีว โดยผลที�ไดจ้ากแบบสอบถามความพงึพอใจ

ในการใช้งานของผู้ใช้ มีความพงึพอใจอยู่ในระดบัดี 

สอดคล้องกบังานวจิยัของ Kaplan et al. (2021) ที�ทํา

การสํารวจประสทิธภิาพของปัญญาประดษิฐ์และการ

เรียนรู้ของเครื�องในกลุ่มโรคปอดโดยในโรคกลุ่ม 

Chronic obstructive pulmonary disease (COPD)  

และหอบหดืใหผ้ลลพัธ์อยู่ระหว่าง 0.75-1.00 และมคีา่ 

f1-score ของกลุ่ ม  Normal, Mild และ  Moderate + 

Severe เท่ากบั 0.67 0.69 และ 0.88 ตามลําดบั โดย

ตัวแปรที�ช่วยทํานายที�ดีที�สุด ได้แก่ แผนกที�ทํางาน 

ประวตักิารสบูบุหรี� และอายรุะหว่าง 21 ถงึ 25 ปี  โดย

ตวัแปรดงักล่าวบางตวัไดแ้ก่ อายปีุที�ทาํงาน และแผนก

ที�ทํางาน มีความสอดคล้องกบังานวจิัยของ Hongbo 

Liu และคณะ (Liu et al., 2009)  

งานวิจยันี�เลือกใช้เพยีงแบบจําลองพื�นฐาน

และแบบจําลองในกลุ่ม Ensemble เท่านั �น ในอนาคต

Table 6	 Results of 3 groups training with selecting variables in data.

Model Everage f1-score

Logistic Regression 0.59

Decision Tree 0.62

Random Forest 0.74

Gradient Boosting 0.72

XGBoost 0.68

SVM 0.5

 Figure 4 Prediction page of web appication

ผลการประเมนิความพงึพอใจในการใชเ้วบ็แอปพลเิคชนั
	 จากการสัมภาษณ์เชิงลึกผู้ใช้งานเว็บแอปพลิเคชัน 
จาํนวน 10 ทา่นซึง่เปน็หวัหนา้แผนกโรงงานเกีย่วกบัการใชง้าน 
แอปพลิเคชันใน 3 ด้าน สรุปผลการประเมินความพึงพอใจ 
ในแต่ละด้านได้ดังนี้

	 ในด้านความสวยงาม ผู้ใช้มีความพึงพอใจเนื่องจาก
หน้าเว็บแอปพลิเคชันมีรูปแบบท่ีค่อนข้างเรียบง่าย ผู้ใช้ได้
แนะนาํใหเ้พิม่รปูภาพหรอืมกีารตกแตง่หนา้เวบ็เพ่ือเพิม่ความ
สวยงามและความน่าใช้งาน

	 ในดา้นเนือ้หา ผูใ้ชม้คีวามพงึพอใจเนือ่งจาก เน้ือหา
มีความถูกต้อง อ่านแล้วสามารถเข้าใจได้ง่าย มีประโยชน์
ในการทําความเข้าใจและการใช้งาน แต่เนื้อหาบางหัวข้อมี 
ปริมาณทําให้ผู้ใช้ไม่สามารถทำ�ความเข้าใจได้ท้ังหมด จึงได้
แนะนาํใหม้กีารลดเนือ้หาบางหวัขอ้ใหน้อ้ยลงหรอืแบง่เน้ือหา
เป็นข้อ จะทําให้ผู้ใช้สามารถเข้าใจเนื้อหาได้ง่ายมากยิ่งขึ้น

	 ในด้านการใช้งาน ผู้ใช้พึงพอใจเว็บแอปพลิชันที่
สามารถใช้งานได้สะดวก เข้าใจวิธีการใช้งานได้ง่าย วิธีการ
ใช้งานไม่ยุ่งยาก โดยรวมเว็บแอปพลิเคชันมีประโยชน์ใน 
การใช้งาน
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สรุปและอภิปรายผล
	 ผลจากการสร้ า งแบบ จําลอง เพื่ อ วิ เ ค ราะห์  
ประสิทธิภาพปอดสําหรับการคัดกรองผู้มีโอกาสเกิดกลุ่มโรค
ที่มีการจํากัดการขยายตัวของปอดใช้เทคนิคการเรียนรู้ของ
เครื่องประเภทต่างๆ เพ่ือหาแบบจําลองที่เหมาะสมท่ีสุดจาก 
ชุดข้อมูลจากงานวิจัยเรื่อง Rubberwood dust and lung 
function among Thai furniture factory workers พบว่าแบบ
จําลอง Random Forest ร่วมกับข้อมูลการบันทึกผลตรวจ 
Restrictive defect 3 กลุ่ม (normal, mild และ moderate + 
severe) จากเครื่อง Spirometry มีประสิทธิภาพดีที่สุดโดยมี
ค่า accuracy โดยรวม 0.75 และ แบบจำ�ลองที่ได้ถูกนำ�ไป
ใช้ในส่วน back-end ของเว็บแอปพลิเคชัน โดยใช้รูปแบบ 
ของข้อมูลนำ�เข้า เป็นการรับไฟล์ csv เพื่อทํานายระดับความ
รุนแรงของความผิดปกติของความยืดหยุ่นของปอดของ
พนักงานจํานวนมากพร้อมกันในครั้งเดียว โดยผลท่ีได้จาก
แบบสอบถามความพึงพอใจในการใช้งานของผู้ใช้ มีความ 
พงึพอใจอยูใ่นระดบัด ีสอดคลอ้งกบังานวจัิยของ Kaplan et al. 
(2021) ที่ทําการสํารวจประสิทธิภาพของปัญญาประดิษฐ์และ
การเรียนรู้ของเครื่องในกลุ่มโรคปอดโดยในโรคกลุ่ม Chronic 
obstructive pulmonary disease (COPD) และหอบหืดให้
ผลลัพธ์อยู่ระหว่าง 0.75-1.00 และมีค่า f1-score ของกลุ่ม 
Normal, Mild และ Moderate + Severe เท่ากับ 0.67 0.69 
และ 0.88 ตามลําดับ โดยตัวแปรที่ช่วยทำ�นายที่ดีที่สุด ได้แก่ 
แผนกที่ทำ�งาน ประวัติการสูบบุหรี่ และอายุระหว่าง 21 ถึง 
25 ปี โดยตัวแปรดังกล่าวบางตัวได้แก่ อายุปีท่ีทํางาน และ
แผนกทีทํ่างาน มีความสอดคลอ้งกบังานวจัิยของ Hongbo Liu  
และคณะ (Liu et al., 2009) 

	 งานวิจัยน้ีเลือกใช้เพียงแบบจําลองพื้นฐานและ 
แบบจาํลองในกลุม่ Ensemble เทา่นัน้ ในอนาคตเมือ่มจีาํนวน 
ขอ้มูลมากขึน้อาจมกีารทดลองใชแ้บบจาํลองในกลุม่การเรยีนรู ้
เชิงลึก (deep learning) และกลุ่มเครือข่ายประสาทเทียม  
(artificial neural network) เพ่ือค้นหาแบบจําลองที่มี
ประสิทธิภาพดีที่สุดต่อไป 

	 ผลการทดลองในงานวิจัยนี้ถูกใช้ในการทดสอบ
ประสิทธิภาพกับข้อมูลตรวจจากตรวจสไปโรเมตรีย์ในช่วง
เวลาเดียวกัน จึงมีข้อเสนอแนะให้มีการทดสอบประสิทธิภาพ
ของแบบจำ�ลองเทียบกับผลตรวจจริงอีกครั้งเมื่อถึงช่วงเวลา
ในการตรวจในโรงงานในอนาคต เพื่อทำ�การเปรียบเทียบ
ประสิทธิภาพของการใช้งานจริงต่อไป

ข้อเสนอแนะ
	 แบบจาํลองทีไ่ดส้ามารถใชเ้พือ่เปน็เครือ่งมอืคัดกรอง 
เบื้องต้นเพื่อลดเวลาและค่าใช้จ่ายก่อนตัดสินใจตรวจ 
สไปโรมิเตอร์ ในด้านแนวทางการพัฒนา จําเป็นต้องเพิ่ม

ปริมาณข้อมูลที่ใช้ฝึกแบบจำ�ลอง รวมถึงเพิ่มความสมดุลของ
กลุ่มข้อมูลให้มีจํานวนใกล้เคียงกัน เพื่อให้อัลกอริทึมสามารถ
เรียนรู้รูปแบบในข้อมูลที่หลากหลายและได้แบบจำ�ลองที่มี
ประสิทธิภาพสูงขึ้น
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