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บทน�า
มะเรง็ คอ่ กลุม่ขึ้องโรคที�เกดิเน่�องจัากเซึ้ลลข์ึ้องรา่งกายมคีวาม
ผิดปกติ ที� DNA หร่อสารพื่ันธุกรรม ส่งผลให้เซึ้ลล์มีการเจัริญ
เติบโตมีการแบ่งตัวเพื่่�อเพื่ิ�มจัำานวนเซึ้ลล์รวดเร็วและมากกว่า
ปกติ ดังนั�น จั้งอาจัทำาให้เกิดก้อนเน่�อผิดปกติ และในที�สุดก็
จัะทำาให้เกิดการตายขึ้องเซึ้ลล์ในก้อนเน่�อนั�น เน่�องจัากขึ้าด
เล่อดไปเลี�ยงถุ้าเซึ้ลล์พื่วกนี�เกิดอยู่ในอวัยวะใดก็จัะเรียกช่�อ  
“มะเร็ง” ตามอวัยวะนั�น เช่น มะเร็งปอด, มะเร็งสมอง, มะเร็ง
เต้านม, มะเร็งปากมดลูก, มะเร็งเม็ดเล่อดขึ้าว และมะเร็ง
ผิวหนัง เป็นต้น (สถุาบันมะเร็งแห่งชาติ, 2563) “มะเร็ง 
เตา้นม” เป็นมะเรง็ที�พื่บมากที�สดุเป็นอันดับ 1 ขึ้องผู้หญงิไทย  
และเป็นสาเหตุขึ้องการเสียชีวิตอันดับต้น ๆ ในผู้หญิงทั�วโลก  
แนวโน้มคนไทยป่วยเป็นโรคมะเร็งสูงขึ้้�นทุกปีแต่ยังพื่บ 
น้อยกว่าประเทศทางตะวันตกมาก โดยผู้หญิงไทยมีอัตรา 
การพื่บมะเร็งประมาณ 40 คน ในสตรีวัยเจัริญพื่ันธุ์ 100,000 
คน ซึ้้�งถุา้เทยีบกบัประเทศตะวันตกพื่บมะเร็งเต้านมได้มากกวา่ 
100 คน ในสตรีวัยเจัริญพื่ันธุ์ 100,000 คน ส่วนในผู้ชายก็พื่บ
มะเร็งเต้านมได้เช่นกันแต่ไม่บ่อยนัก โดยมีอุบัติการณ์ขึ้อง 
โรคนี�น้อยกว่าผู้หญิงเก่อบ 100 เท่า 

 สถุานการณ์ขึ้องโรคมะเร็งในภาพื่รวมขึ้องประเทศไทย
 จัากสถุิติพื่บว่าโรคมะเร็งเป็นสาเหตุการเสียชีวิตอันดับ 1 คิด
เป็นร้อยละ 16 ขึ้องต้นเหตุการเสียชีวิตทั�งหมดสูงกว่าอันตรา
การเสยีชวีติจัากอบุตัเิหต ุและโรคหวัใจัเฉลี�ย 2 ถุง้ 3 เทา่ หรอ่
มีผู้เสียชีวิตจัากโรคมะเร็งเฉลี�ย 8 รายต่อชั�วโมง ปัจัจัุบันโรค
มะเร็งถุ่อเป็นปัญหาสาธารณสุขึ้ที�สำาคัญขึ้องประเทศไทยและ 
มแีนวโน้มอัตราการเกิดโรคสงูขึ้้�นอยา่งตอ่เน่�อง จัากสถุติพิื่บวา่
มีผู้ป่วยโรคมะเร็งรายใหม่ 139,206 คนต่อปี และในจัำานวนนี� 
มีผู้เสียชีวิต 84,073 คนต่อปี สำาหรับ 5 อันดับแรกขึ้องมะเร็งที�
พื่บบ่อยที�สุด ได้แก่ 1. มะเร็งตับและท่อนำ�าดี 2. มะเร็งเต้านม  
3. มะเรง็ปอด 4. มะเรง็ลำาไสใ้หญแ่ละทวารหนกั และ 5. มะเรง็
ปากมดลูก (ณัฏฐพื่ร นันทิวัฒนา, 2563)

 การทำาเหม่องขึ้้อมูล (data mining) ค่อ การส่บค้น
ความรู้ที�เป็นประโยชน์และน่าสนใจับนฐานขึ้้อมูลขึ้นาดใหญ่  
(knowledge discovery from very large databases: KDD)  
(สายชล สนิสมบรูณท์อง, 2560) หรอ่ที�เรยีกกันวา่การทำาเหมอ่ง
ขึ้อ้มลู เปน็วธิกีารที�ใชจ้ัดัการกบัขึ้อ้มลูขึ้นาดใหญโ่ดยจัะนำาขึ้อ้มลู
ที�มอียูม่าวเิคราะหแ์ลว้ดง้ความรูห้รอ่สิ�งสำาคญัออกมาเพื่่�อใชใ้น
การวิเคราะห์ หร่อทำานายสิ�งต่าง ๆ ที�จัะเกิดขึ้้�นซึ้้�งการค้นหา
ความรูแ้ละความจัรงิที�แฝุ่งอยูใ่นขึ้อ้มลู (knowledge discovery) 
เปน็กระบวนการขุึ้ดค้นสิ�งที�นา่สนใจัในกองข้ึ้อมลูที�มอียู ่เพื่่�อให้
ได้สารสนเทศที�มีประโยชน์ (useful Information) ที�เรายังไม่
ทราบ (unknown data) โดยเป็นสารสนเทศที�มีเหตุผล (valid 
information) และสามารถุนำาไปใช้ได้ (actionable) ซึ้้�งเป็น 
สิ�งสำาคัญที�จัะช่วยการตัดสินใจัในการทำาเหม่องขึ้้อมูลเป็น 

กระบวนการที�สำาคัญในการค้นหาความรู้จัากฐานขึ้้อมูล 
ขึ้นาดใหญ ่ซึ้้�งมีนกัวจิัยัหลายคนได้นำากระบวนการทำาเมอ่งข้ึ้อมลู
มาประยกุตใ์ชใ้นการพื่ยากรณ์ในดา้นตา่ง ๆ  อาทิ อกุฤษฏ ์ศรสีขุึ้ 
และจัารี ทองคำา (2564) ทำาการการเปรียบเทียบประสิทธิภาพื่ 
ขึ้องเทคนิคเหม่องขึ้้อมูล สำาหรับพื่ยากรณ์การเกิดโรค ซึ้้�ง
รวบรวมมาจัากฐานขึ้้อมูล UCI จัำานวนทั�งหมด 3 ชุดขึ้้อมูล 
โดยนำาเอาเทคนิคการเรียนรู้ขึ้องเคร่�อง (machine learning) 
มาใช้กับการทำาเหม่องขึ้้อมูล 5 เทคนิค ได้แก่ Decision Tree 
C4.5, Naïve Bayes, Neural Networks, Random Forest, 
Deep Learning มาทำาการสรา้งแบบจัำาลอง เพื่่�อการพื่ยากรณ์
การเกดิโรคมะเรง็เตา้นม โรคเบาหวาน และโรคไฮโปไทรอยด์ 
จัากการทดลองพื่บวา่ เทคนคิ Decision Tree C4.5 เปน็เทคนคิ
ที�ดีในการสร้างแบบจัำาลองในการพื่ยากรณ์โรคไฮโปไทรอยด์  
และโรคมะเร็งเต้านม โดยให้ค่าความถูุกต้อง 99.86% และ 
75.52% ตามลำาดับ และเทคนิค Deep Learning เป็นเทคนิค
ที�ดีที�สุดในการสร้างแบบจัำาลองในการพื่ยากรณ์โรคเบาหวาน 
โดยใหค้า่ความถุกูตอ้ง 77.47% รวมถุง้งานวจิัยัขึ้อง Nemade 
& Fegade (2023) ใช้เทคนคิการเรียนรูข้ึ้องเคร่�องในการทำานาย
มะเร็งเต้านม ได้แก่ Naïve Bayes, Logistic Regression,  
ซึ้ับพื่อร์ต เวกเตอร์ แมชชีน (support vector machine),  
วิธีการเพื่่�อนบ้านใกล้ที�สุด (k-nearest neighbors), ต้นไม้ 
ตัดสินใจั (decision tree), Random forest, อดาบูสท์  
(adaboost) และเอ็กซึ้์จัีบูสท์ (XGBoost) ถุูกนำามาใช้กับชุด
ขึ้้อมูลมะเร็งเต้านม พื่บว่าต้นไม้ตัดสินใจั (decision Tree)  
ให้มีค่าความถุูกต้องสูงสุดถุ้ง 97%

 ดงันั�น งานวิจัยันี�ผูว้จิัยัมีแนวคิดในการนำาเอาเทคนิค
การทำาเหม่องขึ้้อมูลต้นไม้ต้นสินใจั (decision tree) มาใช้ใน
การจัำาแนกการเป็นโรคมะเร็งเต้านม ซึ้้�งเป็นโรคที�ยังไม่ทราบ
สาเหตุที�แน่ชัด และเป็นกันมากทั�วโลกรวมถุ้งในประเทศไทย  
งานวิจััยนี�จัะเปรียบเทียบประสิทธิภาพื่ขึ้องอัลกอริท้มต้นไม้
ตัดสินใจัในการจัำาแนกการเป็นโรคมะเร็งเต้านม โดยใช้ 
อัลกอริท้มต้นไม้ตัดสินใจั C4.5, C5.0 และ Random forest 
เพื่่�อหาปัจัจััยเสี�ยงที�ทำาให้เกิดโรคมะเร็งเต้านม โดยการแบ่ง
กลุ่มขึ้้อมูลเป็นชุดการเรียนรู้ (training data) และชุดขึ้้อมูล
ทดสอบ (testing data) และวัดประสิทธิภาพื่โมเดลขึ้องแบบ
จัำาลองในแง่ขึ้องค่าความถุูกต้อง (accuracy), เกณฑ์ในการ
ทำานาย AUC (area under ROC curve) และค่าความระล้ก  
(recall) ผลการวิจััยจัะสามารถุนำาไปใช้สำาหรับวางแผนการ
รกัษาหรอ่ให้คำาแนะนำาผูท้ี�มคีวามเสี�ยงสูงในการเป็นโรคมะเร็ง
เต้านม และเม่�อหาแบบจัำาลอง (model) ที�มีความน่าเช่�อถุ่อได้
กส็ามารถุที�จัะนำาขึ้อ้มูลผูท้ี�เขึ้า้รับการตรวจัมะเร็งเตา้นมมาเข้ึ้า
ในแบบจัำาลองเพื่่�อจัะดวู่าผู้ที�เขึ้้ารบัการตรวจัมีโอกาสที�จัะเปน็
โรคมะเร็งเต้านมหร่อไม่ และถุ้าผู้ป่วยอยู่ในกลุ่มที�เป็นมะเร็ง
เต้านมทางแพื่ทย์จัะได้ทำาการตรวจัอย่างละเอียดมากยิ�งขึ้้�น 
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บทคดัย่อ
งานวิจััยนี�มีวัตถุุประสงค์เพื่่�อเปรียบเทียบประสิทธิภาพื่ขึ้องอัลกอริท้มต้นไม้ตัดสินใจั (decision tree algorithm) ในการจัำาแนก
ประเภทโรคมะเร็งเต้านม (breast cancer) และศ้กษาปัจัจััยเสี�ยงที�ทำาให้เกิดโรคมะเร็งเต้านม ผู้วิจััยได้ใช้ขึ้้อมูลเวชระเบียนขึ้อง 
ผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านมจัากคณะแพื่ทยศาสตร์ มหาวิทยาลัยมหาสารคาม ระหว่างปี พื่.ศ. 2553 ถุ้ง พื่.ศ. 2565 จัากการ
ทำาความสะอาดขึ้้อมูลเหล่อขึ้้อมูลทั�งหมด 1,524 ระเบียน ซึ้้�งมีขึ้้อมูลผู้ป่วยที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็งเต้านม จัำานวน  
1,343 ระเบียน และข้ึ้อมูลผู้ป่วยที�มีความเสี�ยงสูงในการเป็นโรคมะเร็งเต้านม จัำานวน 181 ระเบียน จัากผลการศ้กษาพื่บว่า  
ต้นไม้ตัดสินใจั C4.5, C5.0 และ Random forest ให้ค่าความถุูกต้อง (accuracy) ค่อนขึ้้างสูง แต่ค่าเกณฑ์ในการทำานาย AUC 
(area under ROC curve) ค่อนขึ้้างตำ�า เน่�องจัากการทำานายโมเดลไม่สามารถุแยกกลุ่ม (class) ได้ดีพื่อ ซึ้้�งพื่บว่าขึ้้อมูลที�ใช้ 
ในการจัำาแนกคลาสมีจัำานวนขึ้องคลาสมากน้อยไม่เทา่กัน (class imbalance) เพื่่�อแก้ปญัหาข้ึ้อมลูไมส่มดุลในงานวิจัยันี�ใชเ้ทคนิค
การสุม่เพื่ิ�ม (oversampling) เพื่่�อเพื่ิ�มจัำานวนตวัอยา่งในคลาสที�นอ้ยเพื่่�อทำาใหจ้ัำานวนตวัอยา่งในทกุคลาสเทา่กนัหรอ่ใกลเ้คยีงกนั  
และวิธีสุ่มลด (undersampling) ลดตัวอย่างในคลาสที�มีจัำานวนมากลงเพื่่�อทำาให้จัำานวนตัวอย่างในทุกคลาสเท่ากันหร่อ 
ใกล้เคียงกัน พื่บว่าต้นไม้ตัดสินใจั C4.5 และ C5.0 ให้ผลลัพื่ธ์ไม่ต่างจัากเดิมและผลลัพื่ธ์ที�ได้ไม่ต่างกันมากนัก ส่วน Random  
forest ใหค้า่ AUC และคา่ความระลก้ (recall) ที�ดขีึ้้�นเม่�อเปรยีบเทยีบกบัตน้ไมต้ดัสนิใจั C4.5 และ C5.0 ซึ้้�งสงูกวา่ประมาณ 15-20% 

ค�าส�าคญั: มะเร็งเต้านม, ต้นไม้ตัดสินใจั, ขึ้้อมูลไม่สมดุล

Abstract
This research focused on evaluating the effectiveness of the Decision Tree Algorithm in classifying breast cancer, as 
well as investigating the associated risk factors. The study employed medical record data from breast mass patients 
at Mahasarakham University’s Faculty of Medicine, spanning 2010 to 2022. The dataset, post-cleansing, comprised 
1,524 records, with 1,343 representing low-risk breast cancer patients and 181 representing high-risk cases. The 
study indicates that the Decision Tree Algorithms, specifically C4.5, C5.0, and Random Forest, had substantial  
classification accuracy. However, their area under the ROC curve (AUC) values were relatively low due to insufficient  
class separation, which stems from class imbalance. This issue was addressed by employing oversampling to  
augment the minority class instances and undersampling to reduce the majority class instances. The outcomes  
revealed that both C4.5 and C5.0 Decision Trees yielded comparable results, while Random Forest demonstrated  
a superior AUC and recall, approximately 15-20% higher than C4.5 and C5.0.

Keywords: Breast cancer, decision tree, class-imbalance
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บทน�า
มะเรง็ คอ่ กลุม่ขึ้องโรคที�เกดิเน่�องจัากเซึ้ลลข์ึ้องรา่งกายมคีวาม
ผิดปกติ ที� DNA หร่อสารพื่ันธุกรรม ส่งผลให้เซึ้ลล์มีการเจัริญ
เติบโตมีการแบ่งตัวเพื่่�อเพื่ิ�มจัำานวนเซึ้ลล์รวดเร็วและมากกว่า
ปกติ ดังนั�น จั้งอาจัทำาให้เกิดก้อนเน่�อผิดปกติ และในที�สุดก็
จัะทำาให้เกิดการตายขึ้องเซึ้ลล์ในก้อนเน่�อนั�น เน่�องจัากขึ้าด
เล่อดไปเลี�ยงถุ้าเซึ้ลล์พื่วกนี�เกิดอยู่ในอวัยวะใดก็จัะเรียกช่�อ  
“มะเร็ง” ตามอวัยวะนั�น เช่น มะเร็งปอด, มะเร็งสมอง, มะเร็ง
เต้านม, มะเร็งปากมดลูก, มะเร็งเม็ดเล่อดขึ้าว และมะเร็ง
ผิวหนัง เป็นต้น (สถุาบันมะเร็งแห่งชาติ, 2563) “มะเร็ง 
เตา้นม” เป็นมะเรง็ที�พื่บมากที�สดุเป็นอันดับ 1 ขึ้องผู้หญงิไทย  
และเป็นสาเหตุขึ้องการเสียชีวิตอันดับต้น ๆ ในผู้หญิงทั�วโลก  
แนวโน้มคนไทยป่วยเป็นโรคมะเร็งสูงขึ้้�นทุกปีแต่ยังพื่บ 
น้อยกว่าประเทศทางตะวันตกมาก โดยผู้หญิงไทยมีอัตรา 
การพื่บมะเร็งประมาณ 40 คน ในสตรีวัยเจัริญพื่ันธุ์ 100,000 
คน ซึ้้�งถุา้เทยีบกบัประเทศตะวันตกพื่บมะเร็งเต้านมได้มากกวา่ 
100 คน ในสตรีวัยเจัริญพื่ันธุ์ 100,000 คน ส่วนในผู้ชายก็พื่บ
มะเร็งเต้านมได้เช่นกันแต่ไม่บ่อยนัก โดยมีอุบัติการณ์ขึ้อง 
โรคนี�น้อยกว่าผู้หญิงเก่อบ 100 เท่า 

 สถุานการณ์ขึ้องโรคมะเร็งในภาพื่รวมขึ้องประเทศไทย
 จัากสถุิติพื่บว่าโรคมะเร็งเป็นสาเหตุการเสียชีวิตอันดับ 1 คิด
เป็นร้อยละ 16 ขึ้องต้นเหตุการเสียชีวิตทั�งหมดสูงกว่าอันตรา
การเสยีชวีติจัากอบุตัเิหต ุและโรคหวัใจัเฉลี�ย 2 ถุง้ 3 เทา่ หรอ่
มีผู้เสียชีวิตจัากโรคมะเร็งเฉลี�ย 8 รายต่อชั�วโมง ปัจัจัุบันโรค
มะเร็งถุ่อเป็นปัญหาสาธารณสุขึ้ที�สำาคัญขึ้องประเทศไทยและ 
มแีนวโน้มอัตราการเกิดโรคสงูขึ้้�นอยา่งตอ่เน่�อง จัากสถุติพิื่บวา่
มีผู้ป่วยโรคมะเร็งรายใหม่ 139,206 คนต่อปี และในจัำานวนนี� 
มีผู้เสียชีวิต 84,073 คนต่อปี สำาหรับ 5 อันดับแรกขึ้องมะเร็งที�
พื่บบ่อยที�สุด ได้แก่ 1. มะเร็งตับและท่อนำ�าดี 2. มะเร็งเต้านม  
3. มะเรง็ปอด 4. มะเรง็ลำาไสใ้หญแ่ละทวารหนกั และ 5. มะเรง็
ปากมดลูก (ณัฏฐพื่ร นันทิวัฒนา, 2563)

 การทำาเหม่องขึ้้อมูล (data mining) ค่อ การส่บค้น
ความรู้ที�เป็นประโยชน์และน่าสนใจับนฐานขึ้้อมูลขึ้นาดใหญ่  
(knowledge discovery from very large databases: KDD)  
(สายชล สนิสมบรูณท์อง, 2560) หรอ่ที�เรยีกกันวา่การทำาเหมอ่ง
ขึ้อ้มลู เปน็วธิกีารที�ใชจ้ัดัการกบัขึ้อ้มลูขึ้นาดใหญโ่ดยจัะนำาขึ้อ้มลู
ที�มอียูม่าวเิคราะหแ์ลว้ดง้ความรูห้รอ่สิ�งสำาคัญออกมาเพื่่�อใชใ้น
การวิเคราะห์ หร่อทำานายสิ�งต่าง ๆ ที�จัะเกิดขึ้้�นซึ้้�งการค้นหา
ความรูแ้ละความจัรงิที�แฝุ่งอยูใ่นขึ้อ้มลู (knowledge discovery) 
เปน็กระบวนการขุึ้ดค้นสิ�งที�นา่สนใจัในกองข้ึ้อมลูที�มอียู ่เพื่่�อให้
ได้สารสนเทศที�มีประโยชน์ (useful Information) ที�เรายังไม่
ทราบ (unknown data) โดยเป็นสารสนเทศที�มีเหตุผล (valid 
information) และสามารถุนำาไปใช้ได้ (actionable) ซึ้้�งเป็น 
สิ�งสำาคัญที�จัะช่วยการตัดสินใจัในการทำาเหม่องขึ้้อมูลเป็น 

กระบวนการที�สำาคัญในการค้นหาความรู้จัากฐานขึ้้อมูล 
ขึ้นาดใหญ ่ซึ้้�งมีนกัวจิัยัหลายคนได้นำากระบวนการทำาเมอ่งข้ึ้อมลู
มาประยกุตใ์ชใ้นการพื่ยากรณ์ในดา้นตา่ง ๆ  อาทิ อกุฤษฏ ์ศรสีขุึ้ 
และจัารี ทองคำา (2564) ทำาการการเปรียบเทียบประสิทธิภาพื่ 
ขึ้องเทคนิคเหม่องขึ้้อมูล สำาหรับพื่ยากรณ์การเกิดโรค ซึ้้�ง
รวบรวมมาจัากฐานขึ้้อมูล UCI จัำานวนทั�งหมด 3 ชุดขึ้้อมูล 
โดยนำาเอาเทคนิคการเรียนรู้ขึ้องเคร่�อง (machine learning) 
มาใช้กับการทำาเหม่องขึ้้อมูล 5 เทคนิค ได้แก่ Decision Tree 
C4.5, Naïve Bayes, Neural Networks, Random Forest, 
Deep Learning มาทำาการสรา้งแบบจัำาลอง เพื่่�อการพื่ยากรณ์
การเกดิโรคมะเรง็เตา้นม โรคเบาหวาน และโรคไฮโปไทรอยด์ 
จัากการทดลองพื่บวา่ เทคนคิ Decision Tree C4.5 เปน็เทคนคิ
ที�ดีในการสร้างแบบจัำาลองในการพื่ยากรณ์โรคไฮโปไทรอยด์  
และโรคมะเร็งเต้านม โดยให้ค่าความถูุกต้อง 99.86% และ 
75.52% ตามลำาดับ และเทคนิค Deep Learning เป็นเทคนิค
ที�ดีที�สุดในการสร้างแบบจัำาลองในการพื่ยากรณ์โรคเบาหวาน 
โดยใหค้า่ความถุกูตอ้ง 77.47% รวมถุง้งานวจิัยัขึ้อง Nemade 
& Fegade (2023) ใช้เทคนคิการเรียนรูข้ึ้องเคร่�องในการทำานาย
มะเร็งเต้านม ได้แก่ Naïve Bayes, Logistic Regression,  
ซึ้ับพื่อร์ต เวกเตอร์ แมชชีน (support vector machine),  
วิธีการเพื่่�อนบ้านใกล้ที�สุด (k-nearest neighbors), ต้นไม้ 
ตัดสินใจั (decision tree), Random forest, อดาบูสท์  
(adaboost) และเอ็กซึ้์จัีบูสท์ (XGBoost) ถุูกนำามาใช้กับชุด
ขึ้้อมูลมะเร็งเต้านม พื่บว่าต้นไม้ตัดสินใจั (decision Tree)  
ให้มีค่าความถุูกต้องสูงสุดถุ้ง 97%

 ดงันั�น งานวิจัยันี�ผูว้จิัยัมีแนวคิดในการนำาเอาเทคนิค
การทำาเหม่องขึ้้อมูลต้นไม้ต้นสินใจั (decision tree) มาใช้ใน
การจัำาแนกการเป็นโรคมะเร็งเต้านม ซึ้้�งเป็นโรคที�ยังไม่ทราบ
สาเหตุที�แน่ชัด และเป็นกันมากทั�วโลกรวมถุ้งในประเทศไทย  
งานวิจััยนี�จัะเปรียบเทียบประสิทธิภาพื่ขึ้องอัลกอริท้มต้นไม้
ตัดสินใจัในการจัำาแนกการเป็นโรคมะเร็งเต้านม โดยใช้ 
อัลกอริท้มต้นไม้ตัดสินใจั C4.5, C5.0 และ Random forest 
เพื่่�อหาปัจัจััยเสี�ยงที�ทำาให้เกิดโรคมะเร็งเต้านม โดยการแบ่ง
กลุ่มขึ้้อมูลเป็นชุดการเรียนรู้ (training data) และชุดขึ้้อมูล
ทดสอบ (testing data) และวัดประสิทธิภาพื่โมเดลขึ้องแบบ
จัำาลองในแง่ขึ้องค่าความถุูกต้อง (accuracy), เกณฑ์ในการ
ทำานาย AUC (area under ROC curve) และค่าความระล้ก  
(recall) ผลการวิจััยจัะสามารถุนำาไปใช้สำาหรับวางแผนการ
รกัษาหรอ่ให้คำาแนะนำาผูท้ี�มคีวามเสี�ยงสูงในการเป็นโรคมะเร็ง
เต้านม และเม่�อหาแบบจัำาลอง (model) ที�มีความน่าเช่�อถุ่อได้
กส็ามารถุที�จัะนำาขึ้อ้มูลผูท้ี�เขึ้า้รับการตรวจัมะเร็งเตา้นมมาเข้ึ้า
ในแบบจัำาลองเพื่่�อจัะดวู่าผู้ที�เขึ้้ารบัการตรวจัมีโอกาสที�จัะเปน็
โรคมะเร็งเต้านมหร่อไม่ และถุ้าผู้ป่วยอยู่ในกลุ่มที�เป็นมะเร็ง
เต้านมทางแพื่ทย์จัะได้ทำาการตรวจัอย่างละเอียดมากยิ�งขึ้้�น 
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บทคดัย่อ
งานวิจััยนี�มีวัตถุุประสงค์เพื่่�อเปรียบเทียบประสิทธิภาพื่ขึ้องอัลกอริท้มต้นไม้ตัดสินใจั (decision tree algorithm) ในการจัำาแนก
ประเภทโรคมะเร็งเต้านม (breast cancer) และศ้กษาปัจัจััยเสี�ยงที�ทำาให้เกิดโรคมะเร็งเต้านม ผู้วิจััยได้ใช้ขึ้้อมูลเวชระเบียนขึ้อง 
ผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านมจัากคณะแพื่ทยศาสตร์ มหาวิทยาลัยมหาสารคาม ระหว่างปี พื่.ศ. 2553 ถุ้ง พื่.ศ. 2565 จัากการ
ทำาความสะอาดขึ้้อมูลเหล่อขึ้้อมูลทั�งหมด 1,524 ระเบียน ซึ้้�งมีขึ้้อมูลผู้ป่วยที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็งเต้านม จัำานวน  
1,343 ระเบียน และข้ึ้อมูลผู้ป่วยที�มีความเสี�ยงสูงในการเป็นโรคมะเร็งเต้านม จัำานวน 181 ระเบียน จัากผลการศ้กษาพื่บว่า  
ต้นไม้ตัดสินใจั C4.5, C5.0 และ Random forest ให้ค่าความถุูกต้อง (accuracy) ค่อนขึ้้างสูง แต่ค่าเกณฑ์ในการทำานาย AUC 
(area under ROC curve) ค่อนขึ้้างตำ�า เน่�องจัากการทำานายโมเดลไม่สามารถุแยกกลุ่ม (class) ได้ดีพื่อ ซึ้้�งพื่บว่าขึ้้อมูลที�ใช้ 
ในการจัำาแนกคลาสมีจัำานวนขึ้องคลาสมากน้อยไม่เทา่กัน (class imbalance) เพื่่�อแก้ปญัหาข้ึ้อมลูไมส่มดุลในงานวิจัยันี�ใชเ้ทคนิค
การสุม่เพื่ิ�ม (oversampling) เพื่่�อเพื่ิ�มจัำานวนตวัอยา่งในคลาสที�นอ้ยเพื่่�อทำาใหจ้ัำานวนตวัอยา่งในทกุคลาสเทา่กนัหรอ่ใกลเ้คยีงกนั  
และวิธีสุ่มลด (undersampling) ลดตัวอย่างในคลาสที�มีจัำานวนมากลงเพื่่�อทำาให้จัำานวนตัวอย่างในทุกคลาสเท่ากันหร่อ 
ใกล้เคียงกัน พื่บว่าต้นไม้ตัดสินใจั C4.5 และ C5.0 ให้ผลลัพื่ธ์ไม่ต่างจัากเดิมและผลลัพื่ธ์ที�ได้ไม่ต่างกันมากนัก ส่วน Random  
forest ใหค้า่ AUC และคา่ความระลก้ (recall) ที�ดขีึ้้�นเม่�อเปรยีบเทยีบกบัตน้ไมต้ดัสนิใจั C4.5 และ C5.0 ซึ้้�งสงูกวา่ประมาณ 15-20% 

ค�าส�าคญั: มะเร็งเต้านม, ต้นไม้ตัดสินใจั, ขึ้้อมูลไม่สมดุล

Abstract
This research focused on evaluating the effectiveness of the Decision Tree Algorithm in classifying breast cancer, as 
well as investigating the associated risk factors. The study employed medical record data from breast mass patients 
at Mahasarakham University’s Faculty of Medicine, spanning 2010 to 2022. The dataset, post-cleansing, comprised 
1,524 records, with 1,343 representing low-risk breast cancer patients and 181 representing high-risk cases. The 
study indicates that the Decision Tree Algorithms, specifically C4.5, C5.0, and Random Forest, had substantial  
classification accuracy. However, their area under the ROC curve (AUC) values were relatively low due to insufficient  
class separation, which stems from class imbalance. This issue was addressed by employing oversampling to  
augment the minority class instances and undersampling to reduce the majority class instances. The outcomes  
revealed that both C4.5 and C5.0 Decision Trees yielded comparable results, while Random Forest demonstrated  
a superior AUC and recall, approximately 15-20% higher than C4.5 and C5.0.

Keywords: Breast cancer, decision tree, class-imbalance
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ใชง้านอยา่งแพื่รห่ลายในการแกป้ญัหาที�มขีึ้อ้มลูหลายมติแิละ
ต้องการทำานายหร่อตัดสินใจัเกี�ยวกับหลายกลุ่มขึ้้อมูล (multi-
class decision-making) อย่างไรก็ตาม C5.0 มีประสิทธิภาพื่
ในการทำางานและใหผ้ลลพัื่ธท์ี�ดกีวา่ C4.5 ในบางกรณเีน่�องจัาก
ใชเ้ทคนคิการเลอ่กแบบผสมผสาน (ensemble selection) และ
คำานวณค่าย่อย (subset) ขึ้องกฎที�เป็นไปได้ให้มากขึ้้�น

  3. วิธี Random forest

  วิธี Random forest เป็นเทคนิคในการสร้าง
แบบจัำาลองทำานาย (predictive model) ที�มาจัากเทคนิคขึ้อง 
ensemble learning โดยใช้หลาย ๆ  ต้นไม้ตัดสินใจั (decision 
trees) แล้วรวมผลลัพื่ธ์ขึ้องทุกต้นไม้เพื่่�อทำานายผลลัพื่ธ์ที� 
ถุูกต้องและเสถุียรขึ้้�น โดย Random forest เป็นวิธีที�ดีในการ 
แกป้ญัหาการเรยีนรูม้ากเกนิไป (overfitting) และมคีวามแมน่ยำา
สูงกว่าต้นไม้ตัดสินใจัแบบเดียวเม่�อใช้กับขึ้้อมูลที�ซึ้ับซึ้้อน 
และมีความหลากหลาย

 2.2 การแก้ปัญหาขึ้้อมูลไม่สมดุล (solving the  
imbalanced data)

  1. วิธีสุ่มเกิน (oversampling) เป็นการเพื่ิ�ม
จัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนน้อยให้มีจัำานวนใกล้เคียงหร่อ
เท่ากับจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนมาก ซึ้้�งการเพื่ิ�มขึ้้อมูล
นั�นจัะเพื่ิ�มโดยการสุ่มเล่อกจัากขึ้้อมูลเดิม ในการวิจััยครั�งนี� 
จัะใช้วิธีการสุ่มแบบเป็นระบบ 30% และ 35% โดยผลการ 
เพื่ิ�มจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนน้อยให้มีจัำานวนใกล้เคียง
หร่อเท่ากับจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนมาก 

  2. วธิสีุม่ลด (undersampling) เปน็การลดจัำานวน
ขึ้้อมูลที�อยู่ในกลุ่มส่วนมากให้มีจัำานวนใกล้เคียงหร่อเท่ากับ
จัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนน้อย ในการวิจััยครั�งนี�จัะใช้วิธี
การสุ่มแบบเป็นระบบโดยทำาการสุ่มเพื่ิ�ม 50% และทำาการ
สุ่มลด 20% ซึ้้�งผลการลดจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนมาก 
ให้มีจัำานวนใกล้เคียงหร่อเท่ากับจัำานวนขึ้้อมูลที�อยู่ในกลุ่ม 
ส่วนน้อย 

  ในงานนี�ผู้วิจััยได้ทำาการแบ่งชุดขึ้้อมูลออกเป็น
สองส่วน โดยใช้ 75% ขึ้องขึ้้อมูลเพื่่�อเป็นชุดขึ้้อมูลการฝุ่ึก 
(training set) และ 25% ขึ้องขึ้้อมูลเพื่่�อเป็นชุดขึ้้อมูลทดสอบ 
(test set)

 3. เกณฑ์ใ์นการวดัประสิทธิภาพความแม่นย�า 
 3.1 เกณฑ์การวัดด้วยค่าความถุูกต้อง

 ในการทดสอบประสิทธิภาพื่ความแม่นยำา โดยใช้
เกณฑใ์นการวัดดว้ยค่าความถุกูตอ้ง โดยคำานวณจัากคา่ในแนว 
เสน้ทแยงมุมขึ้องเมทรกิซึ้ค์วามสบัสน (confusion matrix: CM)

Table 2 Confusion Matrix 2 x 2

 สามารถุคำานวณได้โดยสูตร ดังนี�

 (1)

 โดยที� 

 ค่าความถุูกต้อง (accuracy) ค่อ ค่าอยู่ระหว่าง 0 - 1 
เม่�อค่าเขึ้้าใกล้ 1 นั�นค่อตัวแบบสามารถุจัำาแนกประเภทได้ 
ดีมาก

 TP ค่อ ผู้ที�มีความเสี�ยงสูงในการเป็นโรคมะเร็งเต้า
นม และทำานายวา่ เป็นผูท้ี�มคีวามเสี�ยงสงูในการเป็นโรคมะเรง็
เต้านม (true positive)

 FN ค่อ ผู้ที�มีความเสี�ยงสูงในการเป็นโรคมะเร็ง 
เต้านม แต่ทำานายว่า เป็นผู้ที�มีความเสี�ยงตำ�าในการเป็น 
โรคมะเร็งเต้านม (false negative)

 TN ค่อ ผู้ที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็ง 
เต้านม และทำานายว่า เป็นผู้ที�มีความเสี�ยงตำ�าในการเป็น 
โรคมะเร็งเต้านม (true negative)

 FP ค่อ ผู้ที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็ง 
เต้านม แต่ทำานายว่า เป็นผู้ที�มีความเสี�ยงสูงในการเป็น 
โรคมะเร็งเต้านม (false positive)

 3.2 เกณฑ์ในการทำานาย Area Under the Curve 
(AUC) เป็นตัววัดประสิทธิภาพื่ขึ้องโมเดลทำานาย (predictive 
model) ในงานการจัำาแนกประเภท (classification) AUC จัะ
วัดพื่่�นที�ใต้เส้น Curve ที�เกิดจัากการพื่ล็อต ROC (receiver 
operating characteristic) ซึ้้�งเป็นกราฟที�แสดงความสัมพื่ันธ์
ระหว่าง sensitivity และ specificity ขึ้องโมเดล ซึ้้�ง ROC Curve 
เป็นกราฟที�แสดงความสามารถุขึ้องโมเดลในการแยกแยะ  
(discriminate) ระหว่างคลาสบวก (positive class) และ 
คลาสลบ (negative class) 

 โดยที�

 ค่าความไว (sensitivity) ค่อ ค่าขึ้องความถุูกต้องใน
การพื่ยากรณ์ขึ้องคลาสที�เกดิโรคต่อจัำานวนทั�งหมดในกลุม่ขึ้อง
คลาสที�พื่ยากรณ์วา่เกิดโรค หรอ่เรียกอกีอยา่งวา่ True Positive 
Rate (TPR)

(2)

ค่าความไว (sensitivity) คอื ค่าของ
ความถูกตอ้งในการพยากรณ์ของคลาสทีเ่กดิ
โรคต่อจ านวนทัง้หมดในกลุ่มของคลาสที่
พยากรณ์ว่าเกิดโรค หรือเรียกอีกอย่างว่า 
True Positive Rate (TPR) 

 
  TPSensitivity

TP FN
=

+
             (2) 

 
ค่าความจ าเพาะ (specificity) คือ 

ค่าความถูกต้องในการพยากรณ์ของคลาสที่
ไม่เกดิโรคต่อจ านวนทัง้หมดทีไ่ม่เกดิโรคจรงิ  

 
TNSpecificity

TN FP
=

+
           

(3) 
 
False Positive Rate (FPR) หรือ

ค่า 1-Specif ici ty หมายถึงอัตราส่วนของ 
False Positives ต่อทั้งหมดท่ีเป็น Actual 
Negatives 

FPFPR
FP TN

=
+

       (4) 

 
สามารถสรุปไดด้งัเกณฑต์่อไปนี้  

  คอื ตวัแบบมี
ประสทิธภิาพต ่า 

  คือ เกณฑ์มาตรฐาน
ส าหรบัตวัแบบส่วนใหญ่  

  คอื ตวัแบบท างานไดด้ ี
  คอื ตวัแบบท างานไดด้มีาก 

 
3.3 ค่าความระลึก (recall) คือความน่าจะ

เป็นท่ีโมเดลสามารถตรวจจบัผู้ที่มคีวามเสี่ยงสูงในการ
เป็นโรคมะเรง็เต้านมจากจ านวน ผูท้ีม่คีวามเสีย่งสูงใน
การเป็นโรคมะเรง็เตา้นมทั้งหมดในขอ้มูล 

 
Re TPcall

TP FN
=

+
                (5) 

 
ผลการวิจยั 

ข้อมูลที่ใช้ในการวิจัยคือ ข้อมูลจากเวช
ระ เบียนของผู้ ป่ วยที่มีก้ อน เนื้ อบริ เ วณเต้ านม          
จากคณะแพทยศาสตร์ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2553 ถึง พ.ศ. 2565 เมื่อแบ่งขอ้มูล
ออกเป็นชุดฝึก (training set) และชุดทดสอบ (test 
set) โมเดลจะถูกฝึกอย่างต่อเนื่องในชุดฝึกและน าไป
ทดสอบบนชุดทดสอบเพื่อวดัประสทิธภิาพ แต่ถา้ความ
แตกต่างในชุดฝึกและชุดทดสอบมีความแตกต่างกนั
มาก ๆ อาจท าใหโ้มเดลมปีระสทิธภิาพในการท านายที่
แตกต่างกนั ท าให้ค่าการพยากรณ์มผีลที่แตกต่างกนั
เนื่องจากความแตกต่างในข้อมูลที่ใช้ในการทดสอบ
และวัดประสิทธิภาพ ในงานวิจัยนี้ได้ท าการศึกษา
อลักอรทิมึตน้ไมต้ดัสนิใจ C4.5, C5.0 และวธิ ีRandom 
forest โดยการแบ่งขอ้มลูออกเป็นสดัส่วน 75% ส าหรบั
การฝึกและ 25% ส าหรบัการทดสอบ 

 
Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree 

algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25% 
for testing. 

Implement Accuracy AUC Recall 
C4.5 0.8770 0.5463 0.0208 
C5.0 0.8976 0.5000 0.0000 
Random forest 0.8635 0.5271 0.0208 
Oversampling 30% + C4.5 0.7203 0.6468 0.1719 
Oversampling 30% + C5.0 0.6970 0.5391 0.0151 
Oversampling 30% + Random forest 0.7394 0.7100 0.3721 
Oversampling 35% + C4.5 0.6963 0.7200 0.3452 
Oversampling 35% + C5.0 0.6639 0.5620 0.0807 

ตัดสินใจ (decision trees) แล้วรวมผลลัพธ์ของทุก
ต้นไม้เพื่อท านายผลลพัธ์ทีถู่กต้องและเสถียรขึน้ โดย 
Random forest เป็นวธิทีีด่ใีนการแก้ปัญหาการเรยีนรู้
มากเกินไป (overfitting) และมีความแม่นย าสูงกว่า
ต้นไมต้ดัสนิใจแบบเดยีวเมื่อใชก้บัขอ้มลูทีซ่บัซ้อนและ
มคีวามหลากหลาย 

2.2 การแก้ปัญหาข้อมูลไม่สมดลุ (solving 
the imbalanced data) 

1. วิธีสุ่มเกิน (oversampling) เป็นการเพิม่
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อยใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนมาก ซึ่งการ
เพิ่มข้อมูลนัน้จะเพิ่มโดยการสุ่มเลือกจากข้อมูลเดิม   
ในการวิจยัครัง้นี้จะใช้วิธกีารสุ่มแบบเป็นระบบ 30% 
และ 35% โดยผลการเพิม่จ านวนข้อมูลที่อยู่ในกลุ่ม
ส่วนน้อยใหม้จี านวนใกล้เคยีงหรอืเท่ากบัจ านวนขอ้มลู
ทีอ่ยู่ในกลุ่มส่วนมาก  

2. วิธีสุ่มลด (undersampling) เป็นการลด
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนมากใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนน้อย ในการ
วจิยัครัง้นี้จะใชว้ธิกีารสุ่มแบบเป็นระบบโดยท าการสุ่ม
เพิม่ 50% และท าการสุ่มลด 20% ซึง่ผลการลดจ านวน
ข้อมูลที่อยู่ในกลุ่มส่วนมากให้มจี านวนใกล้เคียงหรอื
เท่ากบัจ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อย  
 
 
 ในงานนี้ ผู้ วิจ ัย ได้ท าการแบ่ งชุดข้อมูล
ออกเป็นสองส่วน โดยใช้ 75% ของขอ้มูลเพื่อเป็นชุด
ขอ้มูลการฝึก (training set) และ 25% ของขอ้มูลเพื่อ
เป็นชุดขอ้มลูทดสอบ (test set) 

 
3. เกณฑใ์นการวดัประสิทธิภาพความแม่นยาํ     

3.1 เกณฑก์ารวดัด้วยค่าความถกูต้อง 
ในการทดสอบประสิทธิภาพความแม่นย า โดยใช้
เกณฑ์ในการวดัดว้ยค่าความถูกต้อง โดยค านวณจาก
ค่าในแนวเส้นทแยงมุมของเมทริกซ์ความสับสน 
(confusion matrix: CM) 

 
 
 
 

Table 2 Confusion Matrix 2 x 2 

 
 
สามารถค านวณไดโ้ดยสตูร ดงันี้ 

 
 TP TNAccuracy

TP TN FP FN
+=

+ + +
           (1) 

 
โดยที ่ค่าความถูกตอ้ง (accuracy) คอื ค่าอยู่

ระหว่าง 0 - 1 เมื่อค่าเขา้ใกล ้1 นัน่คอืตวัแบบสามารถ
จ าแนกประเภทไดด้มีาก 

TP  คือ ผู้ที่มีความเสี่ยงสูง ในการเป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (true positive) 

FN คือ  ผู้ที่มีความเสี่ย ง สู ง ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (false negative) 

TN คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (true negative) 

FP คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (false positive) 

 
3.2 เกณฑ์ในการทาํนาย Area Under the 

Curve (AUC) เป็นตัววัดประสิทธิภาพของโมเดล
ท านาย (predictive model) ในงานการจ าแนกประเภท 
(classification) AUC จะวดัพืน้ทีใ่ต้เสน้ Curve ทีเ่กิด
จ ากกา รพล็ อต  ROC  ( r e c e i v e r  o p e r a t i n g 
characteristic) ซึ่งเป็นกราฟที่แสดงความสัมพันธ์
ระหว่าง sensitivity และ specificity ของโมเดล ซึ่ง 
ROC Curve เป็นกราฟที่แสดงความสามารถของ
โมเดลในการแยกแยะ (discriminate) ระหว่างคลาส
บวก (positive class) และคลาสลบ (negative class)  

โดยที ่

ตัดสินใจ (decision trees) แล้วรวมผลลัพธ์ของทุก
ต้นไม้เพื่อท านายผลลพัธ์ทีถู่กต้องและเสถียรขึน้ โดย 
Random forest เป็นวธิทีีด่ใีนการแก้ปัญหาการเรยีนรู้
มากเกินไป (overfitting) และมีความแม่นย าสูงกว่า
ต้นไมต้ดัสนิใจแบบเดยีวเมื่อใชก้บัขอ้มลูทีซ่บัซ้อนและ
มคีวามหลากหลาย 

2.2 การแก้ปัญหาข้อมูลไม่สมดลุ (solving 
the imbalanced data) 

1. วิธีสุ่มเกิน (oversampling) เป็นการเพิม่
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อยใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนมาก ซึ่งการ
เพิ่มข้อมูลนัน้จะเพิ่มโดยการสุ่มเลือกจากข้อมูลเดิม   
ในการวิจยัครัง้นี้จะใช้วิธกีารสุ่มแบบเป็นระบบ 30% 
และ 35% โดยผลการเพิ่มจ านวนข้อมูลที่อยู่ในกลุ่ม
ส่วนน้อยใหม้จี านวนใกล้เคยีงหรอืเท่ากบัจ านวนขอ้มลู
ทีอ่ยู่ในกลุ่มส่วนมาก  

2. วิธีสุ่มลด (undersampling) เป็นการลด
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนมากใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนน้อย ในการ
วจิยัครัง้นี้จะใชว้ธิกีารสุ่มแบบเป็นระบบโดยท าการสุ่ม
เพิม่ 50% และท าการสุ่มลด 20% ซึง่ผลการลดจ านวน
ข้อมูลที่อยู่ในกลุ่มส่วนมากให้มจี านวนใกล้เคียงหรอื
เท่ากบัจ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อย  
 
 
 ในงาน น้ีผู้วิจ ัย ได้ท าการแ บ่งชุดข้อมูล
ออกเป็นสองส่วน โดยใช้ 75% ของขอ้มูลเพื่อเป็นชุด
ขอ้มูลการฝึก (training set) และ 25% ของขอ้มูลเพื่อ
เป็นชุดขอ้มลูทดสอบ (test set) 

 
3. เกณฑใ์นการวดัประสิทธิภาพความแม่นยาํ     

3.1 เกณฑก์ารวดัด้วยค่าความถกูต้อง 
ในการทดสอบประสิทธิภาพความแม่นย า โดยใช้
เกณฑ์ในการวดัดว้ยค่าความถูกต้อง โดยค านวณจาก
ค่าในแนวเส้นทแยงมุมของเมทริกซ์ความสับสน 
(confusion matrix: CM) 

 
 
 
 

Table 2 Confusion Matrix 2 x 2 

 
 
สามารถค านวณไดโ้ดยสตูร ดงันี้ 

 
 TP TNAccuracy

TP TN FP FN
+=

+ + +
           (1) 

 
โดยที ่ค่าความถูกตอ้ง (accuracy) คอื ค่าอยู่

ระหว่าง 0 - 1 เมื่อค่าเขา้ใกล ้1 นัน่คอืตวัแบบสามารถ
จ าแนกประเภทไดด้มีาก 

TP  คือ ผู้ที่มีความเสี่ยงสูง ในการเป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (true positive) 

FN คือ  ผู้ที่มีความเสี่ย ง สู ง ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (false negative) 

TN คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (true negative) 

FP คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (false positive) 

 
3.2 เกณฑ์ในการทาํนาย Area Under the 

Curve (AUC) เป็นตัววัดประสิทธิภาพของโมเดล
ท านาย (predictive model) ในงานการจ าแนกประเภท 
(classification) AUC จะวดัพืน้ทีใ่ต้เสน้ Curve ทีเ่กิด
จ ากกา รพล็ อต  ROC  ( r e c e i v e r  o p e r a t i n g 
characteristic) ซึ่งเป็นกราฟที่แสดงความสัมพันธ์
ระหว่าง sensitivity และ specificity ของโมเดล ซึ่ง 
ROC Curve เป็นกราฟที่แสดงความสามารถของ
โมเดลในการแยกแยะ (discriminate) ระหว่างคลาส
บวก (positive class) และคลาสลบ (negative class)  

โดยที ่
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เพื่่�อที�จัะได้ทำาการรักษาได้ทันท่วงที อีกทั�งยังประชาสัมพื่ันธ์
ถุ้งสาธารณะชนเพื่่�อให้ความรู้เกี�ยวกับโรคมะเร็งเต้านม และ
บุคคลที�มีปัจัจััยเสี�ยงในการเป็นโรคมะเร็งเต้านมให้เขึ้้ารับ 
การตรวจัโดยแพื่ทย์ผู้เชี�ยวชาญได้อย่างทันการ 

วิธีด�าเนินการวิจยั
 การวจิัยัเร่�องการเปรยีบเทยีบประสทิธภิาพื่อลักอรทิม้
ต้นไม้ตัดสินใจัในการจัำาแนกโรคมะเร็งเต้านม มีวัตถุุประสงค์
เพื่่�อเปรียบเทียบประสิทธิภาพื่ขึ้องอัลกอริท้มต้นไม้ตัดสินใจั  
(decision tree algorithm) ในการจัำาแนกประเภทโรคมะเร็ง
เต้านม (breast cancer) และศ้กษาปัจัจััยเสี�ยงที�ทำาให้เกิด 
โรคมะเร็งเต้านม (breast cancer)

 1. วิธีการเกบ็รวบรวมข้อมลู
 การเก็บรวบรวมขึ้้อมูลทำาโดยการสังเคราะห์ขึ้้อมูล
จัากเวชระเบียนขึ้องผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านม จัาก 
คณะแพื่ทยศาสตร์ มหาวิทยาลัยมหาสารคาม ระหว่างปี  
พื่.ศ. 2553 ถุ้ง พื่.ศ. 2565 มีตัวแปรอิสระ (independent  
variable) ทั�งหมด 10 ตัวแปร โดยเป็นตัวแปรเชิงคุณภาพื่ 
ทั�งหมดดัง Table 1 พื่บว่าขึ้้อมูลทั�งหมดมีค่าที�ขึ้าดหายไป 
(missing value) 1.60 % จั้งตอ้งทำาการลบขึ้อ้มลูที�ขึ้าดหายไป

ออกจัากขึ้้อมูลทั�งหมด ซึ้้�งจัะทำาให้เหล่อขึ้้อมูลทั�งหมด 1,524 
ระเบียน โดยผูวิ้จัยัได้ทำาการแปลงข้ึ้อมลูอายแุละดัชนมีวลกาย 
จัากตัวแปรเชิงปริมาณเป็นตัวแปรเชิงคุณภาพื่ เน่�องจัาก 
ลดความซัึ้บซึ้้อนขึ้องอัลกอริท้มต้นไม้ตัดสินใจัทำาให้โมเดล
ง่ายต่อการทำานาย และลดโอกาสเกิดการเรียนรู้มากเกินไป  
(overfitting) รวมทั�งช่วยในการดูแนวโน้มขึ้องขึ้้อมูลได ้
ง่ายขึ้้�น

 ตัวแปรตาม (dependent variable) ค่อ ผู้ป่วยที�มี
ความเสี�ยงตำ�าในการเป็นโรคมะเร็งเต้านม และผู้ป่วยที�มีความ
เสี�ยงสูงในการเป็นโรคมะเร็งเต้านม

 ผู้ป่วยที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็งเต้านม 
(88.12%) หมายถุ้ง ผู้ที�เขึ้้ารับการตรวจัแมมโมแกรมโดยมีค่า  
BIRADs Score คิดจัากลักษณะรูปภาพื่ที�เห็นซึ้้�งอยู่ในระดับ
คะแนน 0-3 (negative class)

 ผู้ป่วยที�มีความเสี�ยงสูงในการเป็นโรคมะเร็งเต้านม 
(11.88%) หมายถุ้ง ผู้ที�เขึ้้ารับการตรวจัแมมโมแกรมโดยมีค่า  
BIRADs Score คิดจัากลักษณะรูปภาพื่ที�เห็นซึ้้�งอยู่ในระดับ
คะแนน 4-6 (positive class)

Table 1 Independent Variable

ตวัแปร กลุ่มตวัแปร (สดัส่วนข้อมลู)

1. เพื่ศ (sex) ชาย (0.79%), หญิง (99.21%)

2. อายุ (age)
อายุ 20-32 ปี (50.20%), อายุ 33-45 ปี (25.39%), 
อายุ 46-58 ปี (21.00%), อายุ 59-71 ปี (1.97%), 
อายุุ 72-84 ปีี (1.25%), อายุ 85-97 ปี (0.20%)

3. ดัชนีมวลกาย (body mass index: BMI) <18.5 (3.54%), 18.5-22.9 (39.44%), 23.0-24.9 (20.28%), 25.0-29.9 (28.41%), ≥30 (8.33%)

4. สูบบุหรี� (smoking) สูบ (0.46%), ไม่สูบ (91.21%), ไม่ทราบ (8.33%)

5. ด่�มสุรา (binge) ด่�ม (1.05%), ไม่ด่�ม (90.68%), ไม่ทราบ (8.27%)

6. อาการที�นำามาพื่บแพื่ทย์ (chief complaint) มีอาการ (30.97%), ไม่มีอาการ (10.37%), มาตามนัด (58.66%)

7. ก้อนหร่อถุุงนำ�า (mass or cyst) Yes (48.82%), No (51.18%)

8. ความสมมาตรขึ้องเต้านมสองขึ้้าง (asymmetries) Yes (72.57%), No (27.43%)

9. แคลเซึ้ียม (calcification) Yes (50.72%), No (49.28%)

10. โครงสร้างเต้านม (architectural distortion) Yes (9.78%), No (90.22%)

 2. วิธีวิเคราะหข้์อมลู 
 2.1 อัลกอริท้มที�ใช้ในการวิเคราะห์ขึ้้อมูล 

   1. อัลกอริท้มต้นไม้ตัดสินใจั C4.5

  วิธีการวิเคราะห์ต้นไม้ตัดสินใจัแบบ C4.5 เป็น
วิธีที�ใช้ในการสร้างและประเมินต้นไม้การตัดสินใจั (decision 
tree) ที�พื่ัฒนาโดย Ross Quinlan ในปี 1986 ซึ้้�งเป็นวิธีที�มี
การใชค้า่ Information Gain ในการเลอ่ก attribute ในการแยก

กลุม่ขึ้อ้มลู ซึ้้�งเปน็คา่ที�บง่บอกถุง้ความสำาคญัขึ้อง attribute ใน
การลดความไม่แน่นอนขึ้องขึ้้อมูล (entropy) ในกลุ่มย่อย ๆ  ที�
สร้างขึ้้�น

   2. อัลกอริท้มต้นไม้ตัดสินใจั C5.0

  วิธีการวิเคราะห์ต้นไม้ตัดสินใจัแบบ C5.0 เป็น
วิธีการสร้างและประเมินต้นไม้การตัดสินใจั (decision tree) ที�
พื่ฒันาโดย Ross Quinlan ซึ้้�งเปน็ตวัอพัื่เกรดขึ้อง C4.5 ซึ้้�งนยิม
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ใชง้านอยา่งแพื่รห่ลายในการแกป้ญัหาที�มขีึ้อ้มลูหลายมติแิละ
ต้องการทำานายหร่อตัดสินใจัเกี�ยวกับหลายกลุ่มขึ้้อมูล (multi-
class decision-making) อย่างไรก็ตาม C5.0 มีประสิทธิภาพื่
ในการทำางานและใหผ้ลลพัื่ธ์ที�ดกีวา่ C4.5 ในบางกรณเีน่�องจัาก
ใชเ้ทคนคิการเลอ่กแบบผสมผสาน (ensemble selection) และ
คำานวณค่าย่อย (subset) ขึ้องกฎที�เป็นไปได้ให้มากขึ้้�น

  3. วิธี Random forest

  วิธี Random forest เป็นเทคนิคในการสร้าง
แบบจัำาลองทำานาย (predictive model) ที�มาจัากเทคนิคขึ้อง 
ensemble learning โดยใช้หลาย ๆ  ต้นไม้ตัดสินใจั (decision 
trees) แล้วรวมผลลัพื่ธ์ขึ้องทุกต้นไม้เพื่่�อทำานายผลลัพื่ธ์ที� 
ถุูกต้องและเสถุียรขึ้้�น โดย Random forest เป็นวิธีที�ดีในการ 
แกป้ญัหาการเรยีนรูม้ากเกนิไป (overfitting) และมคีวามแมน่ยำา
สูงกว่าต้นไม้ตัดสินใจัแบบเดียวเม่�อใช้กับขึ้้อมูลที�ซึ้ับซึ้้อน 
และมีความหลากหลาย

 2.2 การแก้ปัญหาขึ้้อมูลไม่สมดุล (solving the  
imbalanced data)

  1. วิธีสุ่มเกิน (oversampling) เป็นการเพื่ิ�ม
จัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนน้อยให้มีจัำานวนใกล้เคียงหร่อ
เท่ากับจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนมาก ซึ้้�งการเพื่ิ�มขึ้้อมูล
นั�นจัะเพื่ิ�มโดยการสุ่มเล่อกจัากขึ้้อมูลเดิม ในการวิจััยครั�งนี� 
จัะใช้วิธีการสุ่มแบบเป็นระบบ 30% และ 35% โดยผลการ 
เพื่ิ�มจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนน้อยให้มีจัำานวนใกล้เคียง
หร่อเท่ากับจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนมาก 

  2. วธิสีุม่ลด (undersampling) เปน็การลดจัำานวน
ขึ้้อมูลที�อยู่ในกลุ่มส่วนมากให้มีจัำานวนใกล้เคียงหร่อเท่ากับ
จัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนน้อย ในการวิจััยครั�งนี�จัะใช้วิธี
การสุ่มแบบเป็นระบบโดยทำาการสุ่มเพื่ิ�ม 50% และทำาการ
สุ่มลด 20% ซึ้้�งผลการลดจัำานวนขึ้้อมูลที�อยู่ในกลุ่มส่วนมาก 
ให้มีจัำานวนใกล้เคียงหร่อเท่ากับจัำานวนขึ้้อมูลที�อยู่ในกลุ่ม 
ส่วนน้อย 

  ในงานนี�ผู้วิจััยได้ทำาการแบ่งชุดขึ้้อมูลออกเป็น
สองส่วน โดยใช้ 75% ขึ้องขึ้้อมูลเพื่่�อเป็นชุดขึ้้อมูลการฝุ่ึก 
(training set) และ 25% ขึ้องขึ้้อมูลเพื่่�อเป็นชุดขึ้้อมูลทดสอบ 
(test set)

 3. เกณฑ์ใ์นการวดัประสิทธิภาพความแม่นย�า 
 3.1 เกณฑ์การวัดด้วยค่าความถุูกต้อง

 ในการทดสอบประสิทธิภาพื่ความแม่นยำา โดยใช้
เกณฑใ์นการวัดดว้ยค่าความถุกูตอ้ง โดยคำานวณจัากคา่ในแนว 
เสน้ทแยงมุมขึ้องเมทรกิซึ้ค์วามสบัสน (confusion matrix: CM)

Table 2 Confusion Matrix 2 x 2

 สามารถุคำานวณได้โดยสูตร ดังนี�

 (1)

 โดยที� 

 ค่าความถุูกต้อง (accuracy) ค่อ ค่าอยู่ระหว่าง 0 - 1 
เม่�อค่าเขึ้้าใกล้ 1 นั�นค่อตัวแบบสามารถุจัำาแนกประเภทได้ 
ดีมาก

 TP ค่อ ผู้ที�มีความเสี�ยงสูงในการเป็นโรคมะเร็งเต้า
นม และทำานายวา่ เป็นผูท้ี�มคีวามเสี�ยงสงูในการเป็นโรคมะเรง็
เต้านม (true positive)

 FN ค่อ ผู้ที�มีความเสี�ยงสูงในการเป็นโรคมะเร็ง 
เต้านม แต่ทำานายว่า เป็นผู้ที�มีความเสี�ยงตำ�าในการเป็น 
โรคมะเร็งเต้านม (false negative)

 TN ค่อ ผู้ที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็ง 
เต้านม และทำานายว่า เป็นผู้ที�มีความเสี�ยงตำ�าในการเป็น 
โรคมะเร็งเต้านม (true negative)

 FP ค่อ ผู้ที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็ง 
เต้านม แต่ทำานายว่า เป็นผู้ที�มีความเสี�ยงสูงในการเป็น 
โรคมะเร็งเต้านม (false positive)

 3.2 เกณฑ์ในการทำานาย Area Under the Curve 
(AUC) เป็นตัววัดประสิทธิภาพื่ขึ้องโมเดลทำานาย (predictive 
model) ในงานการจัำาแนกประเภท (classification) AUC จัะ
วัดพื่่�นที�ใต้เส้น Curve ที�เกิดจัากการพื่ล็อต ROC (receiver 
operating characteristic) ซึ้้�งเป็นกราฟที�แสดงความสัมพื่ันธ์
ระหว่าง sensitivity และ specificity ขึ้องโมเดล ซึ้้�ง ROC Curve 
เป็นกราฟที�แสดงความสามารถุขึ้องโมเดลในการแยกแยะ  
(discriminate) ระหว่างคลาสบวก (positive class) และ 
คลาสลบ (negative class) 

 โดยที�

 ค่าความไว (sensitivity) ค่อ ค่าขึ้องความถุูกต้องใน
การพื่ยากรณ์ขึ้องคลาสที�เกดิโรคต่อจัำานวนทั�งหมดในกลุม่ขึ้อง
คลาสที�พื่ยากรณ์วา่เกิดโรค หรอ่เรียกอกีอยา่งวา่ True Positive 
Rate (TPR)

(2)

ค่าความไว (sensitivity) คอื ค่าของ
ความถูกตอ้งในการพยากรณ์ของคลาสทีเ่กดิ
โรคต่อจ านวนทัง้หมดในกลุ่มของคลาสที่
พยากรณ์ว่าเกิดโรค หรือเรียกอีกอย่างว่า 
True Positive Rate (TPR) 

 
  TPSensitivity

TP FN
=

+
             (2) 

 
ค่าความจ าเพาะ (specificity) คือ 

ค่าความถูกต้องในการพยากรณ์ของคลาสที่
ไม่เกดิโรคต่อจ านวนทัง้หมดทีไ่ม่เกดิโรคจรงิ  

 
TNSpecificity

TN FP
=

+
           

(3) 
 
False Positive Rate (FPR) หรือ

ค่า 1-Specif ici ty หมายถึงอัตราส่วนของ 
False Positives ต่อทั้งหมดท่ีเป็น Actual 
Negatives 

FPFPR
FP TN

=
+

       (4) 

 
สามารถสรุปไดด้งัเกณฑต์่อไปนี้  

  คอื ตวัแบบมี
ประสทิธภิาพต ่า 

  คือ เกณฑ์มาตรฐาน
ส าหรบัตวัแบบส่วนใหญ่  

  คอื ตวัแบบท างานไดด้ ี
  คอื ตวัแบบท างานไดด้มีาก 

 
3.3 ค่าความระลึก (recall) คือความน่าจะ

เป็นท่ีโมเดลสามารถตรวจจบัผู้ที่มคีวามเสี่ยงสูงในการ
เป็นโรคมะเรง็เต้านมจากจ านวน ผูท้ีม่คีวามเสีย่งสูงใน
การเป็นโรคมะเรง็เตา้นมทั้งหมดในขอ้มูล 

 
Re TPcall

TP FN
=

+
                (5) 

 
ผลการวิจยั 

ข้อมูลที่ใช้ในการวิจัยคือ ข้อมูลจากเวช
ระ เบียนของผู้ ป่ วยที่มีก้ อน เนื้ อบริ เ วณเต้ านม          
จากคณะแพทยศาสตร์ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2553 ถึง พ.ศ. 2565 เมื่อแบ่งขอ้มูล
ออกเป็นชุดฝึก (training set) และชุดทดสอบ (test 
set) โมเดลจะถูกฝึกอย่างต่อเนื่องในชุดฝึกและน าไป
ทดสอบบนชุดทดสอบเพื่อวดัประสทิธภิาพ แต่ถา้ความ
แตกต่างในชุดฝึกและชุดทดสอบมีความแตกต่างกนั
มาก ๆ อาจท าใหโ้มเดลมปีระสทิธภิาพในการท านายที่
แตกต่างกนั ท าให้ค่าการพยากรณ์มผีลที่แตกต่างกนั
เน่ืองจากความแตกต่างในข้อมูลที่ใช้ในการทดสอบ
และวัดประสิทธิภาพ ในงานวิจัยนี้ได้ท าการศึกษา
อลักอรทิมึตน้ไมต้ดัสนิใจ C4.5, C5.0 และวธิ ีRandom 
forest โดยการแบ่งขอ้มลูออกเป็นสดัส่วน 75% ส าหรบั
การฝึกและ 25% ส าหรบัการทดสอบ 

 
Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree 

algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25% 
for testing. 

Implement Accuracy AUC Recall 
C4.5 0.8770 0.5463 0.0208 
C5.0 0.8976 0.5000 0.0000 
Random forest 0.8635 0.5271 0.0208 
Oversampling 30% + C4.5 0.7203 0.6468 0.1719 
Oversampling 30% + C5.0 0.6970 0.5391 0.0151 
Oversampling 30% + Random forest 0.7394 0.7100 0.3721 
Oversampling 35% + C4.5 0.6963 0.7200 0.3452 
Oversampling 35% + C5.0 0.6639 0.5620 0.0807 

ตัดสินใจ (decision trees) แล้วรวมผลลัพธ์ของทุก
ต้นไม้เพื่อท านายผลลพัธ์ทีถู่กต้องและเสถียรขึน้ โดย 
Random forest เป็นวธิทีีด่ใีนการแก้ปัญหาการเรยีนรู้
มากเกินไป (overfitting) และมีความแม่นย าสูงกว่า
ต้นไมต้ดัสนิใจแบบเดยีวเมื่อใชก้บัขอ้มลูทีซ่บัซ้อนและ
มคีวามหลากหลาย 

2.2 การแก้ปัญหาข้อมูลไม่สมดลุ (solving 
the imbalanced data) 

1. วิธีสุ่มเกิน (oversampling) เป็นการเพิม่
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อยใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนมาก ซึ่งการ
เพิ่มข้อมูลนัน้จะเพิ่มโดยการสุ่มเลือกจากข้อมูลเดิม   
ในการวิจยัครัง้น้ีจะใช้วิธกีารสุ่มแบบเป็นระบบ 30% 
และ 35% โดยผลการเพิ่มจ านวนข้อมูลที่อยู่ในกลุ่ม
ส่วนน้อยใหม้จี านวนใกล้เคยีงหรอืเท่ากบัจ านวนขอ้มลู
ทีอ่ยู่ในกลุ่มส่วนมาก  

2. วิธีสุ่มลด (undersampling) เป็นการลด
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนมากใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนน้อย ในการ
วจิยัครัง้นี้จะใชว้ธิกีารสุ่มแบบเป็นระบบโดยท าการสุ่ม
เพิม่ 50% และท าการสุ่มลด 20% ซึง่ผลการลดจ านวน
ข้อมูลที่อยู่ในกลุ่มส่วนมากให้มจี านวนใกล้เคียงหรอื
เท่ากบัจ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อย  
 
 
 ในงานนี้ ผู้ วิจ ัย ได้ท าการแบ่ งชุดข้อมูล
ออกเป็นสองส่วน โดยใช้ 75% ของขอ้มูลเพื่อเป็นชุด
ขอ้มูลการฝึก (training set) และ 25% ของขอ้มูลเพื่อ
เป็นชุดขอ้มลูทดสอบ (test set) 

 
3. เกณฑใ์นการวดัประสิทธิภาพความแม่นยาํ     

3.1 เกณฑก์ารวดัด้วยค่าความถกูต้อง 
ในการทดสอบประสิทธิภาพความแม่นย า โดยใช้
เกณฑ์ในการวดัดว้ยค่าความถูกต้อง โดยค านวณจาก
ค่าในแนวเส้นทแยงมุมของเมทริกซ์ความสับสน 
(confusion matrix: CM) 

 
 
 
 

Table 2 Confusion Matrix 2 x 2 

 
 
สามารถค านวณไดโ้ดยสตูร ดงันี้ 

 
 TP TNAccuracy

TP TN FP FN
+=

+ + +
           (1) 

 
โดยที ่ค่าความถูกตอ้ง (accuracy) คอื ค่าอยู่

ระหว่าง 0 - 1 เมื่อค่าเขา้ใกล ้1 นัน่คอืตวัแบบสามารถ
จ าแนกประเภทไดด้มีาก 

TP  คือ ผู้ที่มีความเสี่ยงสูง ในการเป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (true positive) 

FN คือ  ผู้ที่มีความเสี่ย ง สู ง ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (false negative) 

TN คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (true negative) 

FP คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (false positive) 

 
3.2 เกณฑ์ในการทาํนาย Area Under the 

Curve (AUC) เป็นตัววัดประสิทธิภาพของโมเดล
ท านาย (predictive model) ในงานการจ าแนกประเภท 
(classification) AUC จะวดัพืน้ทีใ่ต้เสน้ Curve ทีเ่กิด
จ ากกา รพล็ อต  ROC  ( r e c e i v e r  o p e r a t i n g 
characteristic) ซึ่งเป็นกราฟที่แสดงความสัมพันธ์
ระหว่าง sensitivity และ specificity ของโมเดล ซึ่ง 
ROC Curve เป็นกราฟที่แสดงความสามารถของ
โมเดลในการแยกแยะ (discriminate) ระหว่างคลาส
บวก (positive class) และคลาสลบ (negative class)  

โดยที ่

ตัดสินใจ (decision trees) แล้วรวมผลลัพธ์ของทุก
ต้นไม้เพื่อท านายผลลพัธ์ทีถู่กต้องและเสถียรขึน้ โดย 
Random forest เป็นวธิทีีด่ใีนการแก้ปัญหาการเรยีนรู้
มากเกินไป (overfitting) และมีความแม่นย าสูงกว่า
ต้นไมต้ดัสนิใจแบบเดยีวเมื่อใชก้บัขอ้มลูทีซ่บัซ้อนและ
มคีวามหลากหลาย 

2.2 การแก้ปัญหาข้อมูลไม่สมดลุ (solving 
the imbalanced data) 

1. วิธีสุ่มเกิน (oversampling) เป็นการเพิม่
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อยใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนมาก ซึ่งการ
เพิ่มข้อมูลนัน้จะเพิ่มโดยการสุ่มเลือกจากข้อมูลเดิม   
ในการวิจยัครัง้น้ีจะใช้วิธกีารสุ่มแบบเป็นระบบ 30% 
และ 35% โดยผลการเพิ่มจ านวนข้อมูลที่อยู่ในกลุ่ม
ส่วนน้อยใหม้จี านวนใกล้เคยีงหรอืเท่ากบัจ านวนขอ้มลู
ทีอ่ยู่ในกลุ่มส่วนมาก  

2. วิธีสุ่มลด (undersampling) เป็นการลด
จ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนมากใหม้จี านวนใกลเ้คยีง
หรอืเท่ากบัจ านวนขอ้มูลทีอ่ยู่ในกลุ่มส่วนน้อย ในการ
วจิยัครัง้น้ีจะใชว้ธิกีารสุ่มแบบเป็นระบบโดยท าการสุ่ม
เพิม่ 50% และท าการสุ่มลด 20% ซึง่ผลการลดจ านวน
ข้อมูลที่อยู่ในกลุ่มส่วนมากให้มจี านวนใกล้เคียงหรอื
เท่ากบัจ านวนขอ้มลูทีอ่ยู่ในกลุ่มส่วนน้อย  
 
 
 ในงาน น้ีผู้วิจ ัย ได้ท าการแ บ่งชุดข้อมูล
ออกเป็นสองส่วน โดยใช้ 75% ของขอ้มูลเพื่อเป็นชุด
ขอ้มูลการฝึก (training set) และ 25% ของขอ้มูลเพื่อ
เป็นชุดขอ้มลูทดสอบ (test set) 

 
3. เกณฑใ์นการวดัประสิทธิภาพความแม่นยาํ     

3.1 เกณฑก์ารวดัด้วยค่าความถกูต้อง 
ในการทดสอบประสิทธิภาพความแม่นย า โดยใช้
เกณฑ์ในการวดัดว้ยค่าความถูกต้อง โดยค านวณจาก
ค่าในแนวเส้นทแยงมุมของเมทริกซ์ความสับสน 
(confusion matrix: CM) 

 
 
 
 

Table 2 Confusion Matrix 2 x 2 

 
 
สามารถค านวณไดโ้ดยสตูร ดงันี้ 

 
 TP TNAccuracy

TP TN FP FN
+=

+ + +
           (1) 

 
โดยที ่ค่าความถูกตอ้ง (accuracy) คอื ค่าอยู่

ระหว่าง 0 - 1 เมื่อค่าเขา้ใกล ้1 นัน่คอืตวัแบบสามารถ
จ าแนกประเภทไดด้มีาก 

TP  คือ ผู้ที่มีความเสี่ยงสูง ในการเป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (true positive) 

FN คือ  ผู้ที่มีความเสี่ย ง สู ง ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (false negative) 

TN คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เตา้นม และท านายว่า เป็นผูท้ีม่คีวามเสีย่งต ่า
ในการเป็นโรคมะเรง็เตา้นม (true negative) 

FP คือ  ผู้ที่มีความเสี่ย งต ่ า ในการเ ป็น
โรคมะเรง็เต้านม แต่ท านายว่า เป็นผูท้ีม่คีวามเสีย่งสงู
ในการเป็นโรคมะเรง็เตา้นม (false positive) 

 
3.2 เกณฑ์ในการทาํนาย Area Under the 

Curve (AUC) เป็นตัววัดประสิทธิภาพของโมเดล
ท านาย (predictive model) ในงานการจ าแนกประเภท 
(classification) AUC จะวดัพืน้ทีใ่ต้เสน้ Curve ทีเ่กิด
จ ากกา รพล็ อต  ROC  ( r e c e i v e r  o p e r a t i n g 
characteristic) ซึ่งเป็นกราฟที่แสดงความสัมพันธ์
ระหว่าง sensitivity และ specificity ของโมเดล ซึ่ง 
ROC Curve เป็นกราฟที่แสดงความสามารถของ
โมเดลในการแยกแยะ (discriminate) ระหว่างคลาส
บวก (positive class) และคลาสลบ (negative class)  

โดยที ่
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เพื่่�อที�จัะได้ทำาการรักษาได้ทันท่วงที อีกทั�งยังประชาสัมพื่ันธ์
ถุ้งสาธารณะชนเพื่่�อให้ความรู้เกี�ยวกับโรคมะเร็งเต้านม และ
บุคคลที�มีปัจัจััยเสี�ยงในการเป็นโรคมะเร็งเต้านมให้เขึ้้ารับ 
การตรวจัโดยแพื่ทย์ผู้เชี�ยวชาญได้อย่างทันการ 

วิธีด�าเนินการวิจยั
 การวจิัยัเร่�องการเปรยีบเทยีบประสทิธภิาพื่อลักอรทิม้
ต้นไม้ตัดสินใจัในการจัำาแนกโรคมะเร็งเต้านม มีวัตถุุประสงค์
เพื่่�อเปรียบเทียบประสิทธิภาพื่ขึ้องอัลกอริท้มต้นไม้ตัดสินใจั  
(decision tree algorithm) ในการจัำาแนกประเภทโรคมะเร็ง
เต้านม (breast cancer) และศ้กษาปัจัจััยเสี�ยงที�ทำาให้เกิด 
โรคมะเร็งเต้านม (breast cancer)

 1. วิธีการเกบ็รวบรวมข้อมลู
 การเก็บรวบรวมขึ้้อมูลทำาโดยการสังเคราะห์ขึ้้อมูล
จัากเวชระเบียนขึ้องผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านม จัาก 
คณะแพื่ทยศาสตร์ มหาวิทยาลัยมหาสารคาม ระหว่างปี  
พื่.ศ. 2553 ถุ้ง พื่.ศ. 2565 มีตัวแปรอิสระ (independent  
variable) ทั�งหมด 10 ตัวแปร โดยเป็นตัวแปรเชิงคุณภาพื่ 
ทั�งหมดดัง Table 1 พื่บว่าขึ้้อมูลทั�งหมดมีค่าที�ขึ้าดหายไป 
(missing value) 1.60 % จั้งตอ้งทำาการลบขึ้อ้มลูที�ขึ้าดหายไป

ออกจัากขึ้้อมูลทั�งหมด ซึ้้�งจัะทำาให้เหล่อขึ้้อมูลทั�งหมด 1,524 
ระเบียน โดยผูวิ้จัยัได้ทำาการแปลงข้ึ้อมลูอายแุละดัชนมีวลกาย 
จัากตัวแปรเชิงปริมาณเป็นตัวแปรเชิงคุณภาพื่ เน่�องจัาก 
ลดความซัึ้บซึ้้อนขึ้องอัลกอริท้มต้นไม้ตัดสินใจัทำาให้โมเดล
ง่ายต่อการทำานาย และลดโอกาสเกิดการเรียนรู้มากเกินไป  
(overfitting) รวมทั�งช่วยในการดูแนวโน้มขึ้องขึ้้อมูลได ้
ง่ายขึ้้�น

 ตัวแปรตาม (dependent variable) ค่อ ผู้ป่วยที�มี
ความเสี�ยงตำ�าในการเป็นโรคมะเร็งเต้านม และผู้ป่วยที�มีความ
เสี�ยงสูงในการเป็นโรคมะเร็งเต้านม

 ผู้ป่วยที�มีความเสี�ยงตำ�าในการเป็นโรคมะเร็งเต้านม 
(88.12%) หมายถุ้ง ผู้ที�เขึ้้ารับการตรวจัแมมโมแกรมโดยมีค่า  
BIRADs Score คิดจัากลักษณะรูปภาพื่ที�เห็นซึ้้�งอยู่ในระดับ
คะแนน 0-3 (negative class)

 ผู้ป่วยที�มีความเสี�ยงสูงในการเป็นโรคมะเร็งเต้านม 
(11.88%) หมายถุ้ง ผู้ที�เขึ้้ารับการตรวจัแมมโมแกรมโดยมีค่า  
BIRADs Score คิดจัากลักษณะรูปภาพื่ที�เห็นซึ้้�งอยู่ในระดับ
คะแนน 4-6 (positive class)

Table 1 Independent Variable

ตวัแปร กลุ่มตวัแปร (สดัส่วนข้อมลู)

1. เพื่ศ (sex) ชาย (0.79%), หญิง (99.21%)

2. อายุ (age)
อายุ 20-32 ปี (50.20%), อายุ 33-45 ปี (25.39%), 
อายุ 46-58 ปี (21.00%), อายุ 59-71 ปี (1.97%), 
อายุุ 72-84 ปีี (1.25%), อายุ 85-97 ปี (0.20%)

3. ดัชนีมวลกาย (body mass index: BMI) <18.5 (3.54%), 18.5-22.9 (39.44%), 23.0-24.9 (20.28%), 25.0-29.9 (28.41%), ≥30 (8.33%)

4. สูบบุหรี� (smoking) สูบ (0.46%), ไม่สูบ (91.21%), ไม่ทราบ (8.33%)

5. ด่�มสุรา (binge) ด่�ม (1.05%), ไม่ด่�ม (90.68%), ไม่ทราบ (8.27%)

6. อาการที�นำามาพื่บแพื่ทย์ (chief complaint) มีอาการ (30.97%), ไม่มีอาการ (10.37%), มาตามนัด (58.66%)

7. ก้อนหร่อถุุงนำ�า (mass or cyst) Yes (48.82%), No (51.18%)

8. ความสมมาตรขึ้องเต้านมสองขึ้้าง (asymmetries) Yes (72.57%), No (27.43%)

9. แคลเซึ้ียม (calcification) Yes (50.72%), No (49.28%)

10. โครงสร้างเต้านม (architectural distortion) Yes (9.78%), No (90.22%)

 2. วิธีวิเคราะหข้์อมลู 
 2.1 อัลกอริท้มที�ใช้ในการวิเคราะห์ขึ้้อมูล 

   1. อัลกอริท้มต้นไม้ตัดสินใจั C4.5

  วิธีการวิเคราะห์ต้นไม้ตัดสินใจัแบบ C4.5 เป็น
วิธีที�ใช้ในการสร้างและประเมินต้นไม้การตัดสินใจั (decision 
tree) ที�พื่ัฒนาโดย Ross Quinlan ในปี 1986 ซึ้้�งเป็นวิธีที�มี
การใชค้า่ Information Gain ในการเลอ่ก attribute ในการแยก

กลุม่ขึ้อ้มลู ซึ้้�งเปน็คา่ที�บง่บอกถุง้ความสำาคัญขึ้อง attribute ใน
การลดความไม่แน่นอนขึ้องขึ้้อมูล (entropy) ในกลุ่มย่อย ๆ  ที�
สร้างขึ้้�น

   2. อัลกอริท้มต้นไม้ตัดสินใจั C5.0

  วิธีการวิเคราะห์ต้นไม้ตัดสินใจัแบบ C5.0 เป็น
วิธีการสร้างและประเมินต้นไม้การตัดสินใจั (decision tree) ที�
พื่ฒันาโดย Ross Quinlan ซึ้้�งเปน็ตวัอพัื่เกรดขึ้อง C4.5 ซึ้้�งนยิม
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 จัาก Table 3 แสดงค่าความถุูกต้อง (accuracy),  
ค่าเกณฑ์ในการทำานาย AUC (area under ROC curve) และ
คา่ความระลก้ (recall) ขึ้องแบบจัำาลองที�ฝุ่กึฝุ่นดว้ยอลักอรทิม้
ต้นไม้ตัดสินใจั C4.5, C5.0 และ Random forest โดยการแบ่ง
ขึ้้อมูลออกเป็นสัดส่วน 75% สำาหรับการฝุ่ึกและ 25% สำาหรับ
การทดสอบ พื่บว่า อัลกอริท้มตน้ไม้ตดัสนิใจั C4.5, C5.0 และ
วธิ ีRandom forest ใหค้า่ความถุกูตอ้งคอ่นขึ้า้งสงู แตค่า่เกณฑ์
ในการทำานาย AUC และค่าความระล้ก (recall) ค่อนขึ้้างตำ�า  
เน่�องจัากการทำานายโมเดลไม่สามารถุแยกกลุ่ม (class) ได้
ดีพื่อ โมเดลอาจัทำานายคลาสเดียวทั�งหมดหร่อทำานายผิด
พื่ลาดในการแยกแยะกลุ่มขึ้องขึ้้อมูลที�ซึ้ับซึ้้อน ผู้วิจััยทำาการ
สุ่มขึ้้อมูลเพื่ิ�ม (oversampling) 30% และ 35% จัะเห็นว่าค่า 
AUC และคา่ความระลก้ (recall) มากกว่าตอนที�ยงัไมไ่ด้ทำาการ
สุม่เพื่ิ�ม จัากนั�นทำาการสุม่ขึ้อ้มลูเพื่ิ�มและลดขึ้อ้มลู (combining 
random oversampling and undersampling) พื่บว่าโมเดลที�
ได้มีค่าความถุูกต้อง, ค่า AUC และค่าความระล้ก (recall) อยู่
ในเกณฑท์ี�พื่ง้พื่อใจัและยอมรบัได ้โดยวธิทีี�ใหผ้ลลพัื่ธด์ทีี�สดุคอ่ 
วธิ ีRandom forest รว่มกบัการสุม่ขึ้อ้มลูเพื่ิ�ม (oversampling) 
35% จัากนั�นผูว้จิัยัทำาการหาจัำานวนตน้ไม,้ ความลก้ขึ้องตน้ไม้  
และ k-fold cross-validation เพื่่�อประเมินประสิทธิภาพื่ขึ้อง
โมเดลในแตล่ะคา่พื่ารามเิตอร ์ซึ้้�งจัำานวนตน้ไมท้ี�กำาหนดคอ่ 50, 
75, 100, 150, 200, 300, 400, 500 และ 1000 ความล้กขึ้อง
ต้นไม้ที�กำาหนดค่อ 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
16, 17, 18 และ 19 ส่วนสุดท้าย k-fold cross-validation ที�
กำาหนดค่อ 3, 5, 7, 9 และ 10 ซึ้้�งช่วยให้การประเมินมีความ
เสถุียรและถูุกต้องมากยิ�งขึ้้�น โดยลดผลกระทบจัากการแบ่ง
ขึ้้อมูลแบบเฉพื่าะเจัาะจัง (specific) ที�อาจัเกิดขึ้้�นในการแบ่ง
แยกแบบเดิม (train-test split) ที�ใช้เฉพื่าะชุดทดสอบ (test 
set) และชุดฝุ่ึก (train set) แบบเดียวเท่านั�น ผลลัพื่ธ์แสดงให้
เห็นว่าค่าที�ดีที�สุดค่อ จัำานวนต้นไม้เท่ากับ 200 ต้น, ความล้ก 
ขึ้องต้นไม้เท่ากับ 14 และ k-fold cross-validation เท่ากับ 7 
(k=7) ซึ้้�งการปรับค่าพื่ารามิเตอร์เหล่านี�ช่วยในการควบคุม
ความซึ้ับซึ้้อนขึ้องโมเดลโดยเฉพื่าะความล้กขึ้องต้นไม้ การ
เล่อกค่าความล้กที�เหมาะสมสามารถุป้องกันโมเดลจัากการ
เรียนรู้ขึ้้อมูลเกินไป (overfitting) หร่อการไม่เรียนรู้เพื่ียงพื่อ  
(underfitting) ซึ้้�งจัะช่วยให้โมเดลมีประสิทธิภาพื่มากที�สุด 
ในการทำานายขึ้อ้มลูที�ไมเ่คยเหน็มากอ่น รวมทั�งการทดลองคา่
พื่ารามิเตอร์ตา่ง ๆ  ในขึ้ั�นตอนการฝึุ่กและประเมินโมเดลสามารถุ
ช่วยประหยัดเวลาและทรัพื่ยากรในกระบวนการพื่ัฒนาโมเดล  
โดยไม่ต้องสร้างและทดลองทุก ๆ ค่าพื่ารามิเตอร์ที�เป็นไปได้  
หลังจัากค้นพื่บค่าพื่ารามิเตอร์ที�ดีที�สุดทำาการฝุ่ึกและทดสอบ
โมเดล Random forest ด้วยการใช้ค่าพื่ารามิเตอร์เหล่านี� และ
ประเมินประสิทธิภาพื่ขึ้องโมเดลโดยใช้ขึ้้อมูลที�ไม่เคยเห็นมา
ก่อน เพื่่�อให้แน่ใจัว่าโมเดลทำางานได้ดีที�สุด พื่บว่าให้ค่าความ

ถุูกต้องในการทำานายคลาสต่าง ๆ บนชุดขึ้้อมูลทดสอบที�ไม่
เคยเห็นมาก่อนเท่ากับ 72.27% ดัง Figure 1 และค่า AUC 
อยู่ที� 0.76 ดัง Figure 2 และมีค่าความระล้ก (recall) เท่ากับ  
0.4756 ซึ้้�งจัากการใช้จัำานวนต้นไม้ทั�งหมด 200 ต้นในการ
สร้างแบบจัำาลอง Random forest ทำาให้ได้ปัจัจััยที�ส่งผลใน 
การจัำาแนกโรคมะเร็งเต้านม 5 อนัดับแรก ได้แก่ ความสมมาตร
ขึ้องเต้านมสองขึ้้าง, มีอาการที�นำามาพื่บแพื่ทย์, ก้อนหร่อ 
ถุุงนำ�า, แคลเซึ้ียม และโครงสร้างเต้านม ตามลำาดับ

Figure 1 The Confusion Matrix of oversampling 
data at a 35% ratio using the Random Forest 

method with 7-fold cross-validation. 

 
Figure 2 ROC curve for oversampling data at a 
35% ratio using the Random Forest method with 

7-fold cross-validation. 
 

สรปุผลการวิจยั 
การวิจัยการเปรียบเทียบประสิทธิภาพ

อลักอรทิมึต้นไม้ตดัสนิใจในการจ าแนกโรคมะเร็งเต้า
นมโดยการสงัเคราะหข์อ้มลูจากเวชระเบยีนของผูป่้วย
ที่มีก้อนเนื้อบริเวณเต้านม จากคณะแพทยศาสตร์ 
มหาวิทยาลยัมหาสารคาม ระหว่างปี พ.ศ. 2553 ถึง 
พ.ศ. 2565 ดว้ยอลักอรทิมึต้นไมต้ดัสนิใจ C4.5, C5.0 
และวิธี Random forest โดยพบว่าข้อมูลที่ใช้ในการ
จ าแนกคลาสมีจ านวนของคลาสต่างกันมากน้อยไม่
เท่ากัน (class imbalance) ซึ่งอาจท าให้โมเดลที่ได้
สรา้งขึน้มคีวามสามารถในการท านายคลาสทีม่จี านวน
ตวัอย่างมาก มากกว่าคลาสทีม่จี านวนตวัอย่างน้อย ๆ 
น ามาซึ่งผลลพัธ์ที่ไม่เสถียรและไม่แม่นย าในคลาสทีม่ี

จ านวนตัวอย่างน้อย โดยปัญหานี้ เกิดขึ้นได้ทัว่ไป
โดยเฉพาะขอ้มลูทางการแพทย์ เนื่องจากการตรวจจบั
โรคหรือความเสี่ยงของโรคที่มีอัตราการเกิดต่อ
ประชากรต ่า ท าใหค้ลาสของผูป่้วยหรอืผูท้ีม่คีวามเสีย่ง
สูงมจี านวนน้อยเมื่อเปรยีบเทยีบกบัคลาสของผู้ที่ไม่มี
โรคหรอืมคีวามเสีย่งต ่า เพื่อแก้ปัญหาขอ้มูลไม่สมดุล
ในงานวิจยันี้ใช้เทคนิคการสุ่มเพิ่ม (oversampling) 
เพื่อเพิ่มจ านวนตัวอย่างในคลาสที่น้อยเพื่อท าให้
จ านวนตัวอย่างในทุกคลาสเท่ากันหรือใกล้เคียงกัน 
และวธิสุ่ีมลด (undersampling) ลดตวัอย่างในคลาสทีม่ี
จ านวนมากลงเพื่อท าให้จ านวนตัวอย่างในทุกคลาส
เท่ากันหรือใกล้เคยีงกนั รวมทัง้การแบ่งขอ้มูล (split 
data) แบบต่าง ๆ ท าให้ค่าการพยากรณ์มผีลต่างกัน
เน่ืองจากความแตกต่างในชุดขอ้มูลทีถู่กใชใ้นการสรา้ง
และทดสอบโมเดล และความแตกต่างในแบบจ าลองที่
ใช้ในการวเิคราะห์ขอ้มูล จากการแก้ปัญหาจะเห็นว่า 
C4.5 และ C5.0 ให้ผลลัพธ์ที่ไม่ต่างจากเดิมและ
ผลลพัธท์ีไ่ดไ้ม่ต่างกนัมากนัก ส่วนวธิ ีRandom forest 
ใหค้่า AUC ทีด่ขี ึน้เมื่อเปรยีบเทยีบกบั C4.5 และ C5.0 
ซึ่งสูงกว่าประมาณ 15-20% รวมทัง้ค่าความระลึก 
(recall) ทีเ่พิม่มากขึน้ อาจเกดิขึน้เนื่องจากคุณสมบตัิ
ของวธิ ีRandom forest ใชว้ธิกีารเรยีนรูแ้บบรวมกลุ่ม 
(ensemble) ของต้นไมต้ดัสนิใจโดยการสุ่มขอ้มูลและ
สุ่มคุณลกัษณะ (feature) ทีใ่ชใ้นการสรา้งแต่ละต้นไม้ 
วิธีการเรียนรู้แบบรวมกลุ่มช่วยลดความเสี่ยงในการ
เรยีนรูโ้มเดลจากขอ้มูลทีไ่ม่สมดุล (class imbalance) 
และช่วยลดการเรยีนรู้มากเกนิไป (overfitting) โดยที่
อัลกอริทึมต้นไม้ตัดสินใจ C4.5 และ C5.0 อาจมี
แนวโน้มทีจ่ะเกดิขึน้ได ้อกีทัง้วธิ ีRandom forest สรา้ง
ต้นไม้หลายต้นและรวมผลลัพธ์จากทุกต้นในการ
ตัดสินใจ (voting) ซึ่งช่วยลดความผิดพลาดและเพิม่
ความแม่นย าของโมเดล ในทางตรงกนัขา้มอลักอรทิมึ
ต้นไมต้ดัสนิใจ C4.5 และ C5.0 มเีพยีงต้นไมต้้นเดยีว
ซึ่งมคีวามหลากหลายที่น้อยกว่า จากผลลพัธ์ที่ได้วิธี 
R a n d o m  f o r e s t  ร่ ว ม กั บ ก า ร สุ่ ม ข้ อ มู ล เ พิ่ ม 
(oversampling) 35% เป็นวธิทีีด่ทีีสุ่ดส าหรบัชุดขอ้มลูที่
ท าการศกึษา จากนัน้ผู้วจิยั ท าการหาจ านวนต้นไมท้ี่
เหมาะสมและความลึกของต้นไม้พร้อมกับการท า k-
fold cross validation เพื่อดคู่าทีเ่ปลีย่นไปในแต่ละรอบ 

Figure 1 The Confusion Matrix of oversampling 
data at a 35% ratio using the Random Forest 

method with 7-fold cross-validation. 

 
Figure 2 ROC curve for oversampling data at a 
35% ratio using the Random Forest method with 

7-fold cross-validation. 
 

สรปุผลการวิจยั 
การวิจัยการเปรียบเทียบประสิทธิภาพ

อลักอรทิมึต้นไม้ตดัสนิใจในการจ าแนกโรคมะเร็งเต้า
นมโดยการสงัเคราะหข์อ้มลูจากเวชระเบยีนของผูป่้วย
ที่มีก้อนเนื้อบริเวณเต้านม จากคณะแพทยศาสตร์ 
มหาวิทยาลยัมหาสารคาม ระหว่างปี พ.ศ. 2553 ถึง 
พ.ศ. 2565 ดว้ยอลักอรทิมึต้นไมต้ดัสนิใจ C4.5, C5.0 
และวิธี Random forest โดยพบว่าข้อมูลที่ใช้ในการ
จ าแนกคลาสมีจ านวนของคลาสต่างกันมากน้อยไม่
เท่ากัน (class imbalance) ซึ่งอาจท าให้โมเดลที่ได้
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เท่ากันหรือใกล้เคยีงกนั รวมทัง้การแบ่งขอ้มูล (split 
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ใช้ในการวเิคราะห์ขอ้มูล จากการแก้ปัญหาจะเห็นว่า 
C4.5 และ C5.0 ให้ผลลัพธ์ที่ไม่ต่างจากเดิมและ
ผลลพัธท์ีไ่ดไ้ม่ต่างกนัมากนัก ส่วนวธิ ีRandom forest 
ใหค้่า AUC ทีด่ขี ึน้เมื่อเปรยีบเทยีบกบั C4.5 และ C5.0 
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(recall) ทีเ่พิม่มากขึน้ อาจเกดิขึน้เนื่องจากคุณสมบตัิ
ของวธิ ีRandom forest ใชว้ธิกีารเรยีนรูแ้บบรวมกลุ่ม 
(ensemble) ของต้นไมต้ดัสนิใจโดยการสุ่มขอ้มูลและ
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วิธีการเรียนรู้แบบรวมกลุ่มช่วยลดความเสี่ยงในการ
เรยีนรูโ้มเดลจากขอ้มูลทีไ่ม่สมดุล (class imbalance) 
และช่วยลดการเรยีนรู้มากเกนิไป (overfitting) โดยที่
อัลกอริทึมต้นไม้ตัดสินใจ C4.5 และ C5.0 อาจมี
แนวโน้มทีจ่ะเกดิขึน้ได ้อกีทัง้วธิ ีRandom forest สรา้ง
ต้นไม้หลายต้นและรวมผลลัพธ์จากทุกต้นในการ
ตัดสินใจ (voting) ซึ่งช่วยลดความผิดพลาดและเพิม่
ความแม่นย าของโมเดล ในทางตรงกนัขา้มอลักอรทิมึ
ต้นไมต้ดัสนิใจ C4.5 และ C5.0 มเีพยีงต้นไมต้้นเดยีว
ซึ่งมคีวามหลากหลายที่น้อยกว่า จากผลลพัธ์ที่ได้วิธี 
R a n d o m  f o r e s t  ร่ ว ม กั บ ก า ร สุ่ ม ข้ อ มู ล เ พิ่ ม 
(oversampling) 35% เป็นวธิทีีด่ทีีสุ่ดส าหรบัชุดขอ้มลูที่
ท าการศกึษา จากนัน้ผู้วจิยั ท าการหาจ านวนต้นไมท้ี่
เหมาะสมและความลึกของต้นไม้พร้อมกับการท า k-
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Figure 1 The Confusion Matrix of oversampling data at 
a 35% ratio using the Random Forest method with 7-fold 

cross-validation.

Figure 2 ROC curve for oversampling data at a 35% ratio 
using the Random Forest method with 7-fold  

cross-validation.

สรปุผลการวิจยั
 การวิจััยการเปรียบเทียบประสิทธิภาพื่อัลกอริท้ม
ตน้ไมต้ดัสนิใจัในการจัำาแนกโรคมะเรง็เตา้นมโดยการสังเคราะห์
ขึ้้อมูลจัากเวชระเบียนขึ้องผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านม  
จัากคณะแพื่ทยศาสตร์ มหาวิทยาลัยมหาสารคาม ระหว่าง
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 ค่าความจัำาเพื่าะ (specificity) คอ่ คา่ความถุกูตอ้งใน
การพื่ยากรณข์ึ้องคลาสที�ไมเ่กดิโรคตอ่จัำานวนทั�งหมดที�ไมเ่กดิ
โรคจัริง 

 (3)

 False Positive Rate (FPR) หร่อค่า 1-Specificity 
หมายถุ้งอัตราส่วนขึ้อง False Positives ต่อทั�งหมดที�เป็น 
Actual Negatives

(4)

  สามารถุสรุปได้ดังเกณฑ์ต่อไปนี� 

  0.50 ≤ AUC < 0.70 ค่อ ตัวแบบมีประสิทธิภาพื่ตำ�า

  0.70 ≤ AUC < 0.80 ค่อ เกณฑ์มาตรฐานสำาหรับ 
ตัวแบบส่วนใหญ่ 

  0.80 ≤ AUC < 0.90 ค่อ ตัวแบบทำางานได้ดี

  AUC > 0.90 ค่อ ตัวแบบทำางานได้ดีมาก

 3.3 ค่าความระล้ก (recall) ค่อความน่าจัะเป็นที�
โมเดลสามารถุตรวจัจับัผูท้ี�มคีวามเสี�ยงสงูในการเปน็โรคมะเรง็ 
เต้านมจัากจัำานวน ผู้ที�มีความเสี�ยงสูงในการเป็นโรคมะเร็ง 
เต้านมทั�งหมดในขึ้้อมูล

(5)

ผลการวิจยั
 ขึ้้อมูลที�ใช้ในการวิจััยค่อ ขึ้้อมูลจัากเวชระเบียน
ขึ้องผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านม จัากคณะแพื่ทยศาสตร์  
มหาวทิยาลัยมหาสารคาม ระหว่างป ีพื่.ศ. 2553 ถุง้ พื่.ศ. 2565  
เม่�อแบ่งขึ้้อมูลออกเป็นชุดฝุ่ึก (training set) และชุดทดสอบ  
(test set) โมเดลจัะถุูกฝุ่ึกอย่างต่อเน่�องในชุดฝุ่ึกและนำาไป
ทดสอบบนชุดทดสอบเพื่่�อวัดประสิทธิภาพื่ แต่ถุ้าความ 
แตกต่างในชุดฝุ่ึกและชุดทดสอบมีความแตกต่างกันมาก ๆ  
อาจัทำาให้โมเดลมีประสิทธิภาพื่ในการทำานายที�แตกต่างกัน  
ทำาให้ค่าการพื่ยากรณ์มีผลที�แตกต่างกันเน่�องจัากความ 
แตกต่างในขึ้้อมูลที�ใช้ในการทดสอบและวัดประสิทธิภาพื่  
ในงานวิจััยนี�ได้ทำาการศ้กษาอัลกอริท้มต้นไม้ตัดสินใจั C4.5, 
C5.0 และวิธี Random forest โดยการแบ่งขึ้้อมูลออกเป็น
สัดส่วน 75% สำาหรับการฝุ่ึกและ 25% สำาหรับการทดสอบ

ค่าความไว (sensitivity) คอื ค่าของ
ความถูกตอ้งในการพยากรณ์ของคลาสทีเ่กดิ
โรคต่อจ านวนทัง้หมดในกลุ่มของคลาสที่
พยากรณ์ว่าเกิดโรค หรือเรียกอีกอย่างว่า 
True Positive Rate (TPR) 

 
  TPSensitivity

TP FN
=

+
             (2) 

 
ค่าความจ าเพาะ (specificity) คือ 

ค่าความถูกต้องในการพยากรณ์ของคลาสที่
ไม่เกดิโรคต่อจ านวนทัง้หมดทีไ่ม่เกดิโรคจรงิ  
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False Positive Rate (FPR) หรือ

ค่า 1-Specif ici ty หมายถึงอัตราส่วนของ 
False Positives ต่อทั้งหมดท่ีเป็น Actual 
Negatives 
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สามารถสรุปไดด้งัเกณฑต์่อไปนี้  

  คอื ตวัแบบมี
ประสทิธภิาพต ่า 

  คือ เกณฑ์มาตรฐาน
ส าหรบัตวัแบบส่วนใหญ่  

  คอื ตวัแบบท างานไดด้ ี
  คอื ตวัแบบท างานไดด้มีาก 

 
3.3 ค่าความระลึก (recall) คือความน่าจะ

เป็นท่ีโมเดลสามารถตรวจจบัผู้ที่มคีวามเสี่ยงสูงในการ
เป็นโรคมะเรง็เต้านมจากจ านวน ผูท้ีม่คีวามเสีย่งสูงใน
การเป็นโรคมะเรง็เตา้นมทั้งหมดในขอ้มูล 
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+
                (5) 

 
ผลการวิจยั 

ข้อมูลที่ใช้ในการวิจัยคือ ข้อมูลจากเวช
ระ เบียนของผู้ ป่ วยที่มีก้ อน เนื้ อบริ เ วณเต้ านม          
จากคณะแพทยศาสตร์ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2553 ถึง พ.ศ. 2565 เมื่อแบ่งขอ้มูล
ออกเป็นชุดฝึก (training set) และชุดทดสอบ (test 
set) โมเดลจะถูกฝึกอย่างต่อเนื่องในชุดฝึกและน าไป
ทดสอบบนชุดทดสอบเพื่อวดัประสทิธภิาพ แต่ถา้ความ
แตกต่างในชุดฝึกและชุดทดสอบมีความแตกต่างกนั
มาก ๆ อาจท าใหโ้มเดลมปีระสทิธภิาพในการท านายที่
แตกต่างกนั ท าให้ค่าการพยากรณ์มผีลที่แตกต่างกนั
เนื่องจากความแตกต่างในข้อมูลที่ใช้ในการทดสอบ
และวัดประสิทธิภาพ ในงานวิจัยนี้ได้ท าการศึกษา
อลักอรทิมึตน้ไมต้ดัสนิใจ C4.5, C5.0 และวธิ ีRandom 
forest โดยการแบ่งขอ้มลูออกเป็นสดัส่วน 75% ส าหรบั
การฝึกและ 25% ส าหรบัการทดสอบ 

 
Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree 

algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25% 
for testing. 

Implement Accuracy AUC Recall 
C4.5 0.8770 0.5463 0.0208 
C5.0 0.8976 0.5000 0.0000 
Random forest 0.8635 0.5271 0.0208 
Oversampling 30% + C4.5 0.7203 0.6468 0.1719 
Oversampling 30% + C5.0 0.6970 0.5391 0.0151 
Oversampling 30% + Random forest 0.7394 0.7100 0.3721 
Oversampling 35% + C4.5 0.6963 0.7200 0.3452 
Oversampling 35% + C5.0 0.6639 0.5620 0.0807 
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สามารถสรุปไดด้งัเกณฑต์่อไปนี้  
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ประสทิธภิาพต ่า 

  คือ เกณฑ์มาตรฐาน
ส าหรบัตวัแบบส่วนใหญ่  

  คอื ตวัแบบท างานไดด้ ี
  คอื ตวัแบบท างานไดด้มีาก 

 
3.3 ค่าความระลึก (recall) คือความน่าจะ

เป็นท่ีโมเดลสามารถตรวจจบัผู้ที่มคีวามเสี่ยงสูงในการ
เป็นโรคมะเรง็เต้านมจากจ านวน ผูท้ีม่คีวามเสีย่งสูงใน
การเป็นโรคมะเรง็เตา้นมทั้งหมดในขอ้มูล 
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ผลการวิจยั 

ข้อมูลที่ใช้ในการวิจัยคือ ข้อมูลจากเวช
ระ เบียนของผู้ ป่ วยที่มีก้ อน เนื้ อบริ เ วณเต้ านม          
จากคณะแพทยศาสตร์ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2553 ถึง พ.ศ. 2565 เมื่อแบ่งขอ้มูล
ออกเป็นชุดฝึก (training set) และชุดทดสอบ (test 
set) โมเดลจะถูกฝึกอย่างต่อเนื่องในชุดฝึกและน าไป
ทดสอบบนชุดทดสอบเพื่อวดัประสทิธภิาพ แต่ถา้ความ
แตกต่างในชุดฝึกและชุดทดสอบมีความแตกต่างกนั
มาก ๆ อาจท าใหโ้มเดลมปีระสทิธภิาพในการท านายที่
แตกต่างกนั ท าให้ค่าการพยากรณ์มผีลที่แตกต่างกนั
เนื่องจากความแตกต่างในข้อมูลที่ใช้ในการทดสอบ
และวัดประสิทธิภาพ ในงานวิจัยนี้ได้ท าการศึกษา
อลักอรทิมึตน้ไมต้ดัสนิใจ C4.5, C5.0 และวธิ ีRandom 
forest โดยการแบ่งขอ้มลูออกเป็นสดัส่วน 75% ส าหรบั
การฝึกและ 25% ส าหรบัการทดสอบ 

 
Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree 

algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25% 
for testing. 
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C5.0 0.8976 0.5000 0.0000 
Random forest 0.8635 0.5271 0.0208 
Oversampling 30% + C4.5 0.7203 0.6468 0.1719 
Oversampling 30% + C5.0 0.6970 0.5391 0.0151 
Oversampling 30% + Random forest 0.7394 0.7100 0.3721 
Oversampling 35% + C4.5 0.6963 0.7200 0.3452 
Oversampling 35% + C5.0 0.6639 0.5620 0.0807 
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Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree  
algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25%  
for testing.

Implement Accuracy AUC Recall

C4.5 0.8770 0.5463 0.0208

C5.0 0.8976 0.5000 0.0000

Random forest 0.8635 0.5271 0.0208

Oversampling 30% + C4.5 0.7203 0.6468 0.1719

Oversampling 30% + C5.0 0.6970 0.5391 0.0151

Oversampling 30% + Random forest 0.7394 0.7100 0.3721

Oversampling 35% + C4.5 0.6963 0.7200 0.3452

Oversampling 35% + C5.0 0.6639 0.5620 0.0807

Oversampling 35% + Random forest 0.7267 0.7648 0.4593

Combining Random Oversampling and Undersampling + C4.5 0.6540 0.7026 0.3629

Combining Random Oversampling and Undersampling + C5.0 0.6138 0.5538 0.0145

Combining Random Oversampling and Undersampling + Random forest 0.7142 0.7612 0.4571
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 จัาก Table 3 แสดงค่าความถุูกต้อง (accuracy),  
ค่าเกณฑ์ในการทำานาย AUC (area under ROC curve) และ
คา่ความระลก้ (recall) ขึ้องแบบจัำาลองที�ฝุ่กึฝุ่นดว้ยอลักอรทิม้
ต้นไม้ตัดสินใจั C4.5, C5.0 และ Random forest โดยการแบ่ง
ขึ้้อมูลออกเป็นสัดส่วน 75% สำาหรับการฝุ่ึกและ 25% สำาหรับ
การทดสอบ พื่บว่า อัลกอริท้มตน้ไม้ตดัสนิใจั C4.5, C5.0 และ
วธิ ีRandom forest ใหค้า่ความถุกูตอ้งคอ่นขึ้า้งสงู แตค่า่เกณฑ์
ในการทำานาย AUC และค่าความระล้ก (recall) ค่อนขึ้้างตำ�า  
เน่�องจัากการทำานายโมเดลไม่สามารถุแยกกลุ่ม (class) ได้
ดีพื่อ โมเดลอาจัทำานายคลาสเดียวทั�งหมดหร่อทำานายผิด
พื่ลาดในการแยกแยะกลุ่มขึ้องขึ้้อมูลที�ซึ้ับซึ้้อน ผู้วิจััยทำาการ
สุ่มขึ้้อมูลเพื่ิ�ม (oversampling) 30% และ 35% จัะเห็นว่าค่า 
AUC และคา่ความระลก้ (recall) มากกว่าตอนที�ยงัไมไ่ด้ทำาการ
สุม่เพื่ิ�ม จัากนั�นทำาการสุม่ขึ้อ้มลูเพื่ิ�มและลดขึ้อ้มลู (combining 
random oversampling and undersampling) พื่บว่าโมเดลที�
ได้มีค่าความถุูกต้อง, ค่า AUC และค่าความระล้ก (recall) อยู่
ในเกณฑท์ี�พื่ง้พื่อใจัและยอมรบัได ้โดยวธิทีี�ใหผ้ลลพัื่ธด์ทีี�สดุคอ่ 
วธิ ีRandom forest รว่มกบัการสุม่ขึ้อ้มลูเพื่ิ�ม (oversampling) 
35% จัากนั�นผูว้จิัยัทำาการหาจัำานวนตน้ไม,้ ความลก้ขึ้องตน้ไม้  
และ k-fold cross-validation เพื่่�อประเมินประสิทธิภาพื่ขึ้อง
โมเดลในแตล่ะคา่พื่ารามเิตอร ์ซึ้้�งจัำานวนตน้ไมท้ี�กำาหนดคอ่ 50, 
75, 100, 150, 200, 300, 400, 500 และ 1000 ความล้กขึ้อง
ต้นไม้ที�กำาหนดค่อ 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
16, 17, 18 และ 19 ส่วนสุดท้าย k-fold cross-validation ที�
กำาหนดค่อ 3, 5, 7, 9 และ 10 ซึ้้�งช่วยให้การประเมินมีความ
เสถุียรและถูุกต้องมากยิ�งขึ้้�น โดยลดผลกระทบจัากการแบ่ง
ขึ้้อมูลแบบเฉพื่าะเจัาะจัง (specific) ที�อาจัเกิดขึ้้�นในการแบ่ง
แยกแบบเดิม (train-test split) ที�ใช้เฉพื่าะชุดทดสอบ (test 
set) และชุดฝุ่ึก (train set) แบบเดียวเท่านั�น ผลลัพื่ธ์แสดงให้
เห็นว่าค่าที�ดีที�สุดค่อ จัำานวนต้นไม้เท่ากับ 200 ต้น, ความล้ก 
ขึ้องต้นไม้เท่ากับ 14 และ k-fold cross-validation เท่ากับ 7 
(k=7) ซึ้้�งการปรับค่าพื่ารามิเตอร์เหล่านี�ช่วยในการควบคุม
ความซึ้ับซึ้้อนขึ้องโมเดลโดยเฉพื่าะความล้กขึ้องต้นไม้ การ
เล่อกค่าความล้กที�เหมาะสมสามารถุป้องกันโมเดลจัากการ
เรียนรู้ขึ้้อมูลเกินไป (overfitting) หร่อการไม่เรียนรู้เพื่ียงพื่อ  
(underfitting) ซึ้้�งจัะช่วยให้โมเดลมีประสิทธิภาพื่มากที�สุด 
ในการทำานายขึ้อ้มลูที�ไมเ่คยเหน็มากอ่น รวมทั�งการทดลองคา่
พื่ารามิเตอร์ตา่ง ๆ  ในขึ้ั�นตอนการฝึุ่กและประเมินโมเดลสามารถุ
ช่วยประหยัดเวลาและทรัพื่ยากรในกระบวนการพื่ัฒนาโมเดล  
โดยไม่ต้องสร้างและทดลองทุก ๆ ค่าพื่ารามิเตอร์ที�เป็นไปได้  
หลังจัากค้นพื่บค่าพื่ารามิเตอร์ที�ดีที�สุดทำาการฝุ่ึกและทดสอบ
โมเดล Random forest ด้วยการใช้ค่าพื่ารามิเตอร์เหล่านี� และ
ประเมินประสิทธิภาพื่ขึ้องโมเดลโดยใช้ขึ้้อมูลที�ไม่เคยเห็นมา
ก่อน เพื่่�อให้แน่ใจัว่าโมเดลทำางานได้ดีที�สุด พื่บว่าให้ค่าความ

ถุูกต้องในการทำานายคลาสต่าง ๆ บนชุดขึ้้อมูลทดสอบที�ไม่
เคยเห็นมาก่อนเท่ากับ 72.27% ดัง Figure 1 และค่า AUC 
อยู่ที� 0.76 ดัง Figure 2 และมีค่าความระล้ก (recall) เท่ากับ  
0.4756 ซึ้้�งจัากการใช้จัำานวนต้นไม้ทั�งหมด 200 ต้นในการ
สร้างแบบจัำาลอง Random forest ทำาให้ได้ปัจัจััยที�ส่งผลใน 
การจัำาแนกโรคมะเร็งเต้านม 5 อนัดับแรก ได้แก่ ความสมมาตร
ขึ้องเต้านมสองขึ้้าง, มีอาการที�นำามาพื่บแพื่ทย์, ก้อนหร่อ 
ถุุงนำ�า, แคลเซึ้ียม และโครงสร้างเต้านม ตามลำาดับ

Figure 1 The Confusion Matrix of oversampling 
data at a 35% ratio using the Random Forest 

method with 7-fold cross-validation. 

 
Figure 2 ROC curve for oversampling data at a 
35% ratio using the Random Forest method with 

7-fold cross-validation. 
 

สรปุผลการวิจยั 
การวิจัยการเปรียบเทียบประสิทธิภาพ

อลักอรทิมึต้นไม้ตดัสนิใจในการจ าแนกโรคมะเร็งเต้า
นมโดยการสงัเคราะหข์อ้มลูจากเวชระเบยีนของผูป่้วย
ที่มีก้อนเนื้อบริเวณเต้านม จากคณะแพทยศาสตร์ 
มหาวิทยาลยัมหาสารคาม ระหว่างปี พ.ศ. 2553 ถึง 
พ.ศ. 2565 ดว้ยอลักอรทิมึต้นไมต้ดัสนิใจ C4.5, C5.0 
และวิธี Random forest โดยพบว่าข้อมูลที่ใช้ในการ
จ าแนกคลาสมีจ านวนของคลาสต่างกันมากน้อยไม่
เท่ากัน (class imbalance) ซึ่งอาจท าให้โมเดลที่ได้
สรา้งขึน้มคีวามสามารถในการท านายคลาสทีม่จี านวน
ตวัอย่างมาก มากกว่าคลาสทีม่จี านวนตวัอย่างน้อย ๆ 
น ามาซึ่งผลลพัธ์ที่ไม่เสถียรและไม่แม่นย าในคลาสทีม่ี

จ านวนตัวอย่างน้อย โดยปัญหานี้ เกิดขึ้นได้ทัว่ไป
โดยเฉพาะขอ้มลูทางการแพทย์ เนื่องจากการตรวจจบั
โรคหรือความเสี่ยงของโรคที่มีอัตราการเกิดต่อ
ประชากรต ่า ท าใหค้ลาสของผูป่้วยหรอืผูท้ีม่คีวามเสีย่ง
สูงมจี านวนน้อยเมื่อเปรยีบเทยีบกบัคลาสของผู้ที่ไม่มี
โรคหรอืมคีวามเสีย่งต ่า เพื่อแก้ปัญหาขอ้มูลไม่สมดุล
ในงานวิจยันี้ใช้เทคนิคการสุ่มเพิ่ม (oversampling) 
เพื่อเพิ่มจ านวนตัวอย่างในคลาสที่น้อยเพื่อท าให้
จ านวนตัวอย่างในทุกคลาสเท่ากันหรือใกล้เคียงกัน 
และวธิสุ่ีมลด (undersampling) ลดตวัอย่างในคลาสทีม่ี
จ านวนมากลงเพื่อท าให้จ านวนตัวอย่างในทุกคลาส
เท่ากันหรือใกล้เคยีงกนั รวมทัง้การแบ่งขอ้มูล (split 
data) แบบต่าง ๆ ท าให้ค่าการพยากรณ์มผีลต่างกัน
เน่ืองจากความแตกต่างในชุดขอ้มูลทีถู่กใชใ้นการสรา้ง
และทดสอบโมเดล และความแตกต่างในแบบจ าลองที่
ใช้ในการวเิคราะห์ขอ้มูล จากการแก้ปัญหาจะเห็นว่า 
C4.5 และ C5.0 ให้ผลลัพธ์ที่ไม่ต่างจากเดิมและ
ผลลพัธท์ีไ่ดไ้ม่ต่างกนัมากนัก ส่วนวธิ ีRandom forest 
ใหค้่า AUC ทีด่ขี ึน้เมื่อเปรยีบเทยีบกบั C4.5 และ C5.0 
ซึ่งสูงกว่าประมาณ 15-20% รวมทัง้ค่าความระลึก 
(recall) ทีเ่พิม่มากขึน้ อาจเกดิขึน้เนื่องจากคุณสมบตัิ
ของวธิ ีRandom forest ใชว้ธิกีารเรยีนรูแ้บบรวมกลุ่ม 
(ensemble) ของต้นไมต้ดัสนิใจโดยการสุ่มขอ้มูลและ
สุ่มคุณลกัษณะ (feature) ทีใ่ชใ้นการสรา้งแต่ละต้นไม้ 
วิธีการเรียนรู้แบบรวมกลุ่มช่วยลดความเสี่ยงในการ
เรยีนรูโ้มเดลจากขอ้มูลทีไ่ม่สมดุล (class imbalance) 
และช่วยลดการเรยีนรู้มากเกนิไป (overfitting) โดยที่
อัลกอริทึมต้นไม้ตัดสินใจ C4.5 และ C5.0 อาจมี
แนวโน้มทีจ่ะเกดิขึน้ได ้อกีทัง้วธิ ีRandom forest สรา้ง
ต้นไม้หลายต้นและรวมผลลัพธ์จากทุกต้นในการ
ตัดสินใจ (voting) ซึ่งช่วยลดความผิดพลาดและเพิม่
ความแม่นย าของโมเดล ในทางตรงกนัขา้มอลักอรทิมึ
ต้นไมต้ดัสนิใจ C4.5 และ C5.0 มเีพยีงต้นไมต้้นเดยีว
ซึ่งมคีวามหลากหลายที่น้อยกว่า จากผลลพัธ์ที่ได้วิธี 
R a n d o m  f o r e s t  ร่ ว ม กั บ ก า ร สุ่ ม ข้ อ มู ล เ พิ่ ม 
(oversampling) 35% เป็นวธิทีีด่ทีีสุ่ดส าหรบัชุดขอ้มลูที่
ท าการศกึษา จากนัน้ผู้วจิยั ท าการหาจ านวนต้นไมท้ี่
เหมาะสมและความลึกของต้นไม้พร้อมกับการท า k-
fold cross validation เพื่อดคู่าทีเ่ปลีย่นไปในแต่ละรอบ 

Figure 1 The Confusion Matrix of oversampling 
data at a 35% ratio using the Random Forest 

method with 7-fold cross-validation. 

 
Figure 2 ROC curve for oversampling data at a 
35% ratio using the Random Forest method with 

7-fold cross-validation. 
 

สรปุผลการวิจยั 
การวิจัยการเปรียบเทียบประสิทธิภาพ

อลักอรทิมึต้นไม้ตดัสนิใจในการจ าแนกโรคมะเร็งเต้า
นมโดยการสงัเคราะหข์อ้มลูจากเวชระเบยีนของผูป่้วย
ที่มีก้อนเนื้อบริเวณเต้านม จากคณะแพทยศาสตร์ 
มหาวิทยาลยัมหาสารคาม ระหว่างปี พ.ศ. 2553 ถึง 
พ.ศ. 2565 ดว้ยอลักอรทิมึต้นไมต้ดัสนิใจ C4.5, C5.0 
และวิธี Random forest โดยพบว่าข้อมูลที่ใช้ในการ
จ าแนกคลาสมีจ านวนของคลาสต่างกันมากน้อยไม่
เท่ากัน (class imbalance) ซึ่งอาจท าให้โมเดลที่ได้
สรา้งขึน้มคีวามสามารถในการท านายคลาสทีม่จี านวน
ตวัอย่างมาก มากกว่าคลาสทีม่จี านวนตวัอย่างน้อย ๆ 
น ามาซึ่งผลลพัธ์ที่ไม่เสถียรและไม่แม่นย าในคลาสทีม่ี

จ านวนตัวอย่างน้อย โดยปัญหานี้ เกิดขึ้นได้ทัว่ไป
โดยเฉพาะขอ้มลูทางการแพทย์ เนื่องจากการตรวจจบั
โรคหรือความเสี่ยงของโรคที่มีอัตราการเกิดต่อ
ประชากรต ่า ท าใหค้ลาสของผูป่้วยหรอืผูท้ีม่คีวามเสีย่ง
สูงมจี านวนน้อยเมื่อเปรยีบเทยีบกบัคลาสของผู้ที่ไม่มี
โรคหรอืมคีวามเสีย่งต ่า เพื่อแก้ปัญหาขอ้มูลไม่สมดุล
ในงานวิจยันี้ใช้เทคนิคการสุ่มเพิ่ม (oversampling) 
เพื่อเพิ่มจ านวนตัวอย่างในคลาสที่น้อยเพื่อท าให้
จ านวนตัวอย่างในทุกคลาสเท่ากันหรือใกล้เคียงกัน 
และวธิสุ่ีมลด (undersampling) ลดตวัอย่างในคลาสทีม่ี
จ านวนมากลงเพื่อท าให้จ านวนตัวอย่างในทุกคลาส
เท่ากันหรือใกล้เคยีงกนั รวมทัง้การแบ่งขอ้มูล (split 
data) แบบต่าง ๆ ท าให้ค่าการพยากรณ์มผีลต่างกัน
เน่ืองจากความแตกต่างในชุดขอ้มูลทีถู่กใชใ้นการสรา้ง
และทดสอบโมเดล และความแตกต่างในแบบจ าลองที่
ใช้ในการวเิคราะห์ขอ้มูล จากการแก้ปัญหาจะเห็นว่า 
C4.5 และ C5.0 ให้ผลลัพธ์ที่ไม่ต่างจากเดิมและ
ผลลพัธท์ีไ่ดไ้ม่ต่างกนัมากนัก ส่วนวธิ ีRandom forest 
ใหค้่า AUC ทีด่ขี ึน้เมื่อเปรยีบเทยีบกบั C4.5 และ C5.0 
ซึ่งสูงกว่าประมาณ 15-20% รวมทัง้ค่าความระลึก 
(recall) ทีเ่พิม่มากขึน้ อาจเกดิขึน้เนื่องจากคุณสมบตัิ
ของวธิ ีRandom forest ใชว้ธิกีารเรยีนรูแ้บบรวมกลุ่ม 
(ensemble) ของต้นไมต้ดัสนิใจโดยการสุ่มขอ้มูลและ
สุ่มคุณลกัษณะ (feature) ทีใ่ชใ้นการสรา้งแต่ละต้นไม้ 
วิธีการเรียนรู้แบบรวมกลุ่มช่วยลดความเสี่ยงในการ
เรยีนรูโ้มเดลจากขอ้มูลทีไ่ม่สมดุล (class imbalance) 
และช่วยลดการเรยีนรู้มากเกนิไป (overfitting) โดยที่
อัลกอริทึมต้นไม้ตัดสินใจ C4.5 และ C5.0 อาจมี
แนวโน้มทีจ่ะเกดิขึน้ได ้อกีทัง้วธิ ีRandom forest สรา้ง
ต้นไม้หลายต้นและรวมผลลัพธ์จากทุกต้นในการ
ตัดสินใจ (voting) ซึ่งช่วยลดความผิดพลาดและเพิม่
ความแม่นย าของโมเดล ในทางตรงกนัขา้มอลักอรทิมึ
ต้นไมต้ดัสนิใจ C4.5 และ C5.0 มเีพยีงต้นไมต้้นเดยีว
ซึ่งมคีวามหลากหลายที่น้อยกว่า จากผลลพัธ์ที่ได้วิธี 
R a n d o m  f o r e s t  ร่ ว ม กั บ ก า ร สุ่ ม ข้ อ มู ล เ พิ่ ม 
(oversampling) 35% เป็นวธิทีีด่ทีีสุ่ดส าหรบัชุดขอ้มลูที่
ท าการศกึษา จากนัน้ผู้วจิยั ท าการหาจ านวนต้นไมท้ี่
เหมาะสมและความลึกของต้นไม้พร้อมกับการท า k-
fold cross validation เพื่อดคู่าทีเ่ปลีย่นไปในแต่ละรอบ 

Figure 1 The Confusion Matrix of oversampling data at 
a 35% ratio using the Random Forest method with 7-fold 

cross-validation.

Figure 2 ROC curve for oversampling data at a 35% ratio 
using the Random Forest method with 7-fold  

cross-validation.

สรปุผลการวิจยั
 การวิจััยการเปรียบเทียบประสิทธิภาพื่อัลกอริท้ม
ตน้ไมต้ดัสนิใจัในการจัำาแนกโรคมะเรง็เตา้นมโดยการสังเคราะห์
ขึ้้อมูลจัากเวชระเบียนขึ้องผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านม  
จัากคณะแพื่ทยศาสตร์ มหาวิทยาลัยมหาสารคาม ระหว่าง

J Sci Technol MSUChaiyarn Sukmun and Supawadee Wichitchan390

 คา่ความจัำาเพื่าะ (specificity) คอ่ คา่ความถุกูตอ้งใน
การพื่ยากรณข์ึ้องคลาสที�ไมเ่กดิโรคตอ่จัำานวนทั�งหมดที�ไมเ่กดิ
โรคจัริง 

 (3)

 False Positive Rate (FPR) หร่อค่า 1-Specificity 
หมายถุ้งอัตราส่วนขึ้อง False Positives ต่อทั�งหมดที�เป็น 
Actual Negatives

(4)

  สามารถุสรุปได้ดังเกณฑ์ต่อไปนี� 

  0.50 ≤ AUC < 0.70 ค่อ ตัวแบบมีประสิทธิภาพื่ตำ�า

  0.70 ≤ AUC < 0.80 ค่อ เกณฑ์มาตรฐานสำาหรับ 
ตัวแบบส่วนใหญ่ 

  0.80 ≤ AUC < 0.90 ค่อ ตัวแบบทำางานได้ดี

  AUC > 0.90 ค่อ ตัวแบบทำางานได้ดีมาก

 3.3 ค่าความระล้ก (recall) ค่อความน่าจัะเป็นที�
โมเดลสามารถุตรวจัจับัผูท้ี�มคีวามเสี�ยงสงูในการเปน็โรคมะเรง็ 
เต้านมจัากจัำานวน ผู้ที�มีความเสี�ยงสูงในการเป็นโรคมะเร็ง 
เต้านมทั�งหมดในขึ้้อมูล

(5)

ผลการวิจยั
 ขึ้้อมูลที�ใช้ในการวิจััยค่อ ขึ้้อมูลจัากเวชระเบียน
ขึ้องผู้ป่วยที�มีก้อนเน่�อบริเวณเต้านม จัากคณะแพื่ทยศาสตร์  
มหาวทิยาลัยมหาสารคาม ระหว่างป ีพื่.ศ. 2553 ถุง้ พื่.ศ. 2565  
เม่�อแบ่งขึ้้อมูลออกเป็นชุดฝุ่ึก (training set) และชุดทดสอบ  
(test set) โมเดลจัะถุูกฝุ่ึกอย่างต่อเน่�องในชุดฝุ่ึกและนำาไป
ทดสอบบนชุดทดสอบเพื่่�อวัดประสิทธิภาพื่ แต่ถุ้าความ 
แตกต่างในชุดฝุ่ึกและชุดทดสอบมีความแตกต่างกันมาก ๆ  
อาจัทำาให้โมเดลมีประสิทธิภาพื่ในการทำานายที�แตกต่างกัน  
ทำาให้ค่าการพื่ยากรณ์มีผลที�แตกต่างกันเน่�องจัากความ 
แตกต่างในขึ้้อมูลที�ใช้ในการทดสอบและวัดประสิทธิภาพื่  
ในงานวิจััยนี�ได้ทำาการศ้กษาอัลกอริท้มต้นไม้ตัดสินใจั C4.5, 
C5.0 และวิธี Random forest โดยการแบ่งขึ้้อมูลออกเป็น
สัดส่วน 75% สำาหรับการฝุ่ึกและ 25% สำาหรับการทดสอบ

ค่าความไว (sensitivity) คอื ค่าของ
ความถูกตอ้งในการพยากรณ์ของคลาสทีเ่กดิ
โรคต่อจ านวนทัง้หมดในกลุ่มของคลาสที่
พยากรณ์ว่าเกิดโรค หรือเรียกอีกอย่างว่า 
True Positive Rate (TPR) 

 
  TPSensitivity

TP FN
=

+
             (2) 

 
ค่าความจ าเพาะ (specificity) คือ 

ค่าความถูกต้องในการพยากรณ์ของคลาสที่
ไม่เกดิโรคต่อจ านวนทัง้หมดทีไ่ม่เกดิโรคจรงิ  

 
TNSpecificity

TN FP
=

+
           

(3) 
 
False Positive Rate (FPR) หรือ

ค่า 1-Specif ici ty หมายถึงอัตราส่วนของ 
False Positives ต่อทั้งหมดท่ีเป็น Actual 
Negatives 

FPFPR
FP TN

=
+

       (4) 

 
สามารถสรุปไดด้งัเกณฑต์่อไปนี้  

  คอื ตวัแบบมี
ประสทิธภิาพต ่า 

  คือ เกณฑ์มาตรฐาน
ส าหรบัตวัแบบส่วนใหญ่  

  คอื ตวัแบบท างานไดด้ ี
  คอื ตวัแบบท างานไดด้มีาก 

 
3.3 ค่าความระลึก (recall) คือความน่าจะ

เป็นท่ีโมเดลสามารถตรวจจบัผู้ที่มคีวามเสี่ยงสูงในการ
เป็นโรคมะเรง็เต้านมจากจ านวน ผูท้ีม่คีวามเสีย่งสูงใน
การเป็นโรคมะเรง็เตา้นมทั้งหมดในขอ้มูล 

 
Re TPcall

TP FN
=

+
                (5) 

 
ผลการวิจยั 

ข้อมูลที่ใช้ในการวิจัยคือ ข้อมูลจากเวช
ระ เบียนของผู้ ป่ วยที่มีก้ อน เนื้ อบริ เ วณเต้ านม          
จากคณะแพทยศาสตร์ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2553 ถึง พ.ศ. 2565 เมื่อแบ่งขอ้มูล
ออกเป็นชุดฝึก (training set) และชุดทดสอบ (test 
set) โมเดลจะถูกฝึกอย่างต่อเนื่องในชุดฝึกและน าไป
ทดสอบบนชุดทดสอบเพื่อวดัประสทิธภิาพ แต่ถา้ความ
แตกต่างในชุดฝึกและชุดทดสอบมีความแตกต่างกนั
มาก ๆ อาจท าใหโ้มเดลมปีระสทิธภิาพในการท านายที่
แตกต่างกนั ท าให้ค่าการพยากรณ์มผีลที่แตกต่างกนั
เนื่องจากความแตกต่างในข้อมูลที่ใช้ในการทดสอบ
และวัดประสิทธิภาพ ในงานวิจัยนี้ได้ท าการศึกษา
อลักอรทิมึตน้ไมต้ดัสนิใจ C4.5, C5.0 และวธิ ีRandom 
forest โดยการแบ่งขอ้มลูออกเป็นสดัส่วน 75% ส าหรบั
การฝึกและ 25% ส าหรบัการทดสอบ 

 
Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree 

algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25% 
for testing. 

Implement Accuracy AUC Recall 
C4.5 0.8770 0.5463 0.0208 
C5.0 0.8976 0.5000 0.0000 
Random forest 0.8635 0.5271 0.0208 
Oversampling 30% + C4.5 0.7203 0.6468 0.1719 
Oversampling 30% + C5.0 0.6970 0.5391 0.0151 
Oversampling 30% + Random forest 0.7394 0.7100 0.3721 
Oversampling 35% + C4.5 0.6963 0.7200 0.3452 
Oversampling 35% + C5.0 0.6639 0.5620 0.0807 

ค่าความไว (sensitivity) คอื ค่าของ
ความถูกตอ้งในการพยากรณ์ของคลาสทีเ่กดิ
โรคต่อจ านวนทัง้หมดในกลุ่มของคลาสที่
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ข้อมูลที่ใช้ในการวิจัยคือ ข้อมูลจากเวช
ระ เบียนของผู้ ป่ วยที่มีก้ อน เนื้ อบริ เ วณเต้ านม          
จากคณะแพทยศาสตร์ มหาวิทยาลัยมหาสารคาม 
ระหว่างปี พ.ศ. 2553 ถึง พ.ศ. 2565 เมื่อแบ่งขอ้มูล
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อลักอรทิมึตน้ไมต้ดัสนิใจ C4.5, C5.0 และวธิ ีRandom 
forest โดยการแบ่งขอ้มลูออกเป็นสดัส่วน 75% ส าหรบั
การฝึกและ 25% ส าหรบัการทดสอบ 
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Table 3 The accuracy, area under the curve (AUC), and recall values of the models using the decision tree  
algorithms C4.5, C5.0, and the Random Forest method, with data split into 75% for training and 25%  
for testing.

Implement Accuracy AUC Recall

C4.5 0.8770 0.5463 0.0208

C5.0 0.8976 0.5000 0.0000

Random forest 0.8635 0.5271 0.0208

Oversampling 30% + C4.5 0.7203 0.6468 0.1719

Oversampling 30% + C5.0 0.6970 0.5391 0.0151

Oversampling 30% + Random forest 0.7394 0.7100 0.3721

Oversampling 35% + C4.5 0.6963 0.7200 0.3452

Oversampling 35% + C5.0 0.6639 0.5620 0.0807

Oversampling 35% + Random forest 0.7267 0.7648 0.4593

Combining Random Oversampling and Undersampling + C4.5 0.6540 0.7026 0.3629

Combining Random Oversampling and Undersampling + C5.0 0.6138 0.5538 0.0145

Combining Random Oversampling and Undersampling + Random forest 0.7142 0.7612 0.4571
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ปี พื่.ศ. 2553 ถุ้ง พื่.ศ. 2565 ด้วยอัลกอริท้มต้นไม้ตัดสินใจั  
C4.5, C5.0 และวิธี Random forest โดยพื่บว่าขึ้้อมูลที�ใช้ใน
การจัำาแนกคลาสมีจัำานวนขึ้องคลาสต่างกันมากน้อยไม่เท่ากัน  
(class imbalance) ซึ้้�งอาจัทำาให้โมเดลที�ได้สร้างขึ้้�นมีความ
สามารถุในการทำานายคลาสที�มีจัำานวนตัวอย่างมาก มากกว่า
คลาสที�มีจัำานวนตัวอย่างน้อย ๆ นำามาซึ้้�งผลลัพื่ธ์ที�ไม่เสถุียร
และไม่แม่นยำาในคลาสที�มีจัำานวนตัวอย่างน้อย โดยปัญหานี� 
เกิดขึ้้�นได้ทั�วไปโดยเฉพื่าะขึ้้อมูลทางการแพื่ทย์ เน่�องจัาก
การตรวจัจัับโรคหร่อความเสี�ยงขึ้องโรคที�มีอัตราการเกิดต่อ
ประชากรตำ�า ทำาให้คลาสขึ้องผู้ป่วยหร่อผู้ที�มีความเสี�ยงสูง 
มีจัำานวนน้อยเม่�อเปรียบเทียบกับคลาสขึ้องผู้ที�ไม่มีโรคหร่อ
มีความเสี�ยงตำ�า เพื่่�อแก้ปัญหาขึ้้อมูลไม่สมดุลในงานวิจััยนี� 
ใชเ้ทคนิคการสุม่เพื่ิ�ม (oversampling) เพื่่�อเพื่ิ�มจัำานวนตวัอยา่ง
ในคลาสที�นอ้ยเพื่่�อทำาใหจ้ัำานวนตวัอยา่งในทกุคลาสเท่ากนัหรอ่
ใกล้เคียงกัน และวิธีสุ่มลด (undersampling) ลดตัวอย่างใน
คลาสที�มีจัำานวนมากลงเพื่่�อทำาให้จัำานวนตัวอย่างในทุกคลาส
เท่ากันหร่อใกล้เคียงกัน รวมทั�งการแบ่งขึ้้อมูล (split data) 
แบบต่าง ๆ  ทำาให้ค่าการพื่ยากรณ์มีผลต่างกันเน่�องจัากความ
แตกตา่งในชุดขึ้อ้มลูที�ถุกูใชใ้นการสรา้งและทดสอบโมเดล และ
ความแตกต่างในแบบจัำาลองที�ใช้ในการวิเคราะห์ขึ้้อมูล จัาก
การแก้ปัญหาจัะเห็นว่า C4.5 และ C5.0 ให้ผลลัพื่ธ์ที�ไม่ต่าง
จัากเดิมและผลลัพื่ธ์ที�ได้ไม่ต่างกันมากนัก ส่วนวิธี Random 
forest ให้ค่า AUC ที�ดีขึ้้�นเม่�อเปรียบเทียบกับ C4.5 และ C5.0 
ซึ้้�งสูงกว่าประมาณ 15-20% รวมทั�งค่าความระล้ก (recall) ที�
เพื่ิ�มมากขึ้้�น อาจัเกิดขึ้้�นเน่�องจัากคุณสมบัติขึ้องวิธี Random 
forest ใช้วิธีการเรียนรู้แบบรวมกลุ่ม (ensemble) ขึ้องต้นไม้
ตดัสนิใจัโดยการสุม่ขึ้อ้มลูและสุม่คณุลกัษณะ (feature) ที�ใชใ้น 
การสร้างแต่ละต้นไม้ วิธีการเรียนรู้แบบรวมกลุ่มช่วยลด 
ความเสี�ยงในการเรียนรู้โมเดลจัากขึ้้อมูลที�ไม่สมดุล (class 
imbalance) และช่วยลดการเรียนรู้มากเกินไป (overfitting) 
โดยที�อลักอรทิม้ตน้ไมต้ดัสนิใจั C4.5 และ C5.0 อาจัมแีนวโนม้
ที�จัะเกิดขึ้้�นได้ อีกทั�งวิธี Random forest สร้างต้นไม้หลายต้น
และรวมผลลพัื่ธจ์ัากทกุตน้ในการตดัสนิใจั (voting) ซึ้้�งชว่ยลด
ความผิดพื่ลาดและเพื่ิ�มความแม่นยำาขึ้องโมเดล ในทางตรงกัน
ขึ้้ามอัลกอริท้มต้นไม้ตัดสินใจั C4.5 และ C5.0 มีเพื่ียงต้นไม้
ต้นเดียวซึ้้�งมีความหลากหลายที�น้อยกว่า จัากผลลัพื่ธ์ที�ได้วิธี
 Random forest ร่วมกับการสุ่มขึ้้อมูลเพื่ิ�ม (oversampling) 
35% เป็นวิธีที�ดีที�สุดสำาหรับชุดขึ้้อมูลที�ทำาการศ้กษา จัากนั�น 
ผูว้จิัยั ทำาการหาจัำานวนตน้ไม้ที�เหมาะสมและความลก้ขึ้องต้นไม้
พื่ร้อมกับการทำา k-fold cross validation เพื่่�อดูค่าที�เปลี�ยนไป

ในแต่ละรอบ ผลการทดสอบแสดงให้เห็นว่าจัำานวนต้นไม้ที�ดี
ที�สุดค่อ 200 ต้น ความล้กขึ้องต้นไม้ ค่อ 14 และ k-fold ที�ดี
ที�สุดค่อ 7 (k=7) สำาหรับการแก้ปัญหาขึ้้อมูลไม่สมดุลในงาน
วิจัยันี�เป็นอีกหน้�งแงท่ี�สำาคญัที�ช่วยให้โมเดลทำานายได้แม่นยำา
และเสถุยีร ซึ้้�งเปน็ประโยชนใ์นการวเิคราะหโ์รคและการตรวจั
สอบความเสี�ยงในโดเมนทางการแพื่ทย์ ซึ้้�งเปน็งานที�ความถูุก
ต้องและน่าเช่�อถุ่อมีความสำาคัญเป็นอย่างยิ�ง การจััดการกับ
ปัญหาความไม่สมดุลขึ้้อมูลและการแบ่งขึ้้อมูลออกเป็นชุดฝุ่ึก
และชุดทดสอบเป็นปัจัจััยสำาคัญในการทำานาย การสุ่มข้ึ้อมูล
เพื่ิ�มและลดขึ้้อมูลอาจัช่วยปรับปรุงความแม่นยำาขึ้องโมเดล 
แต่อาจัมีผลให้ขึ้้อมูลเสียหายและเพื่ิ�มเวลาในการประมวลผล  
ควรพื่จิัารณาความสมดลุขึ้องขึ้อ้มลูและการแบง่ขึ้อ้มลูใหอ้ยูใ่น
เกณฑ์ที�เหมาะสมในแต่ละกรณีการวิเคราะห์ขึ้้อมูลนั�น ๆ ซึ้้�ง
เปน็สิ�งสำาคญัในการสรา้งโมเดลที�มปีระสทิธภิาพื่ในการจัำาแนก
ขึ้้อมูลทางการแพื่ทย์ ฉะนั�นการเล่อกอัลกอริท้มที�เหมาะสม 
จัะขึ้้�นอยูก่บัความตอ้งการขึ้องงานและลกัษณะขึ้องขึ้อ้มลู และ
อาจัจัะต้องพื่จิัารณาเพื่ิ�มเตมิเกี�ยวกบัความเหมาะสมขึ้องข้ึ้อมลู
และอัลกอริท้มในงานที�มีลักษณะแตกต่างกัน
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