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Abstract

The objectives of this research were: 1) to develop a recommendation model for choosing a major in Information and
Communication Technology; 2) to compare the performance of decision tree methods such as Iterative Dichotomiser
3, C4.5, and Classification and Regression Trees (CART); and 3) to study the users’ satisfaction with the developed
system. The data used to develop this model included academic results from 10 subjects: Introduction to Computer
and Computer Architecture, Introduction to Programming, Statistics and Quantitative Analysis, Data Structure and
Algorithms, Object-Oriented Programming, Discrete Mathematics, Database System, Web Programming, User
Experience/User Interface Design, and Data Communication and Internetworking. Data imbalance was addressed
using the SMOTE method. After that, the models were constructed using Iterative Dichotomiser 3, C4.5, and CART.
The system was developed as a web application using PHP with a MySQL database. The evaluation results given by
10-fold cross-validation, showed that a recommendation model for choosing a major in Information and Communication
Technology developed by C4.5 provided the highest level of effectiveness with an accuracy of 93.20%, precision of
93.33%, and recall of 93.32%. The user satisfaction assessment with the proposed system was collected from 30

users through questionnaires. The results indicated that the users’ satisfaction was at a high level ()_(=3.66, SD.=0.93).

Keywords: decision tree, lterative Dichotomiser 3, C4.5, Classification and Regression Trees (CART)
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Table 1 Features used for developing model

No. Courses Assessment

1 Introduction to Computer and Computer Architecture A, B+, B, C+,C,D+, D, F

2 Introduction to Programming A, B+ B,C+C,D+, D, F

3 Statistics and Quantitative Analysis A, B+, B,C+C,D+,D, F

4 Data Structure and Algorithms A, B+, B,C+C,D+,D, F

5 Object-Oriented Programming A, B+, B,C+C,D+,D, F

6 Discrete Mathematics A, B+, B,C+C,D+, D, F

7 Database System A, B+, B, C+C,D+,D, F

8 Web Programming A, B+, B, C+C,D+, D, F

9 User Experience/User Interface Design A, B+, B, C+C,D+,D, F

10 Data Communication and Inter-networking A, B+, B, C+,C, D+, D, F

11 Class - Game Technology and Digital Content Creation (A1)

- Network Technology and Cyber Security (B2)
- Digital Technology (C3)
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Figure 3 The examples of data used for
developing the model
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Figure 4 The structure of the recommendation
system for the selection of a major in Information

and Communication Technology

Table 2  The results of the model’s effectiveness evaluation
Method Precision (%) Recall (%) Accuracy (%)
ID3(Original data) 86.21 86.23 86.20
C4.5 (Original data) 87.44 87.43 87.41
CART(Original data) 86.13 86.16 86.15
SMOTE (100%) & ID3 88.24 88.23 88.21
SMOTE (200%) & ID3 89.54 89.55 89.52
SMOTE (300%) & ID3 90.45 90.44 90.42
SMOTE (100%) & C4.5 91.42 91.41 91.40
SMOTE (200%) & C4.5 93.33 93.32 93.20
SMOTE (300%) & C4.5 92.14 92.13 92.10
SMOTE (100%) & CART 87.32 87.30 87.31
SMOTE (200%) & CART 88.63 88.64 88.61
SMOTE (300%) & CART 89.41 89.43 89.42
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Figure 5 Screen design for main homepage
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Figure 7 Screen design for recommendation of a major in
Information and Communication Technology
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Table 3  The average score of user satisfaction towards the recommendation system
Assessment item X S.D. level
1. The ability to recommend a major in Information and Communication Technology using decision tree
3.77 0.94 Good
techniques
2. The ability to display results for considering a major from the committee 3.65 0.96 Good
3. The system’s ability to display the history of the recommendation for choosing a major in Information
3.73 0.89 Good
and Communication Technology
4. The system’s ability to display graphs comparing the number of users in each major in Information
L 3.57 0.96 Good
and Communication Technology
5. Show the results of the recommendation for choosing a major in Information and Communication
3.70 0.96 Good
Technology correctly
6. The accuracy of data recording on the web application 3.63 0.84 Good
7. The accuracy for updating data on the web application 3.53 0.94 Good
8. Ease of use of the web application 3.73 0.96 Good
9. The appropriateness of the screen design 3.57 0.89 Good
10. The appropriateness of user interaction 3.67 0.97 Good
11. The appropriateness of web application security 3.65 0.89 Good
12. Overall satisfaction with web application usage 3.72 0.96 Good
Overall assessment results 3.66 0.93 Good
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