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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อ 1) พัฒนาแบบจ�ำลองแนะน�ำการเลือกวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและการสื่อสาร 
2) เปรียบเทียบประสิทธิภาพแบบจ�ำลองด้วยวิธีต้นไม้ตัดสินใจโดยใช้ อัลกอริทึม Iterative Dichotomiser 3 อัลกอริทึม C4.5 
และ Classification and Regression Trees (CART) และ 3) ศึกษาความพึงพอใจของผู้ใช้ท่ีมีต่อระบบท่ีพัฒนาขึ้น ข้อมูล 
ที่น�ำมาสร้างแบบจ�ำลองประกอบด้วย ข้อมูลผลการเรียน 10 รายวิชา ได้แก่ คอมพิวเตอร์เบื้องต้นและองค์ประกอบคอมพิวเตอร์ 
การเขียนโปรแกรมเบื้องต้น สถิติและการวิเคราะห์เชิงปริมาณ โครงสร้างข้อมูลและขั้นตอนวิธี การเขียนโปรแกรมเชิงอ็อบเจ็กต์ 
คณิตศาสตร์เต็มหน่วย ระบบฐานข้อมูล การเขียนโปรแกรมบนเว็บ การออกแบบประสบการณ์ผู้ใช้และส่วนติดต่อผู้ใช้งาน และ 
การสือ่สารข้อมลูและเครอืข่ายอนิเทอร์เนต็ ข้อมลูทัง้หมดถกูน�ำมาปรบัสมดุลด้วยวธิ ีSMOTE แล้วจงึน�ำมาพฒันาด้วย อลักอรทึิม 
Iterative Dichotomiser 3, C4.5 และ Classification and Regression Trees (CART) ระบบนีถ้กูพฒันาในรปูแบบเวบ็แอปพลเิคชนั 
ด้วยภาษาพีเอชพีร่วมกับฐานข้อมูลมายเอสคิวแอล ผลการทดสอบประสิทธิภาพแบบจ�ำลองด้วยวิธี 10-fold cross validation 
พบว่าแบบจ�ำลองที่พัฒนาด้วยอัลกอริทึม C4.5 ให้ประสิทธิภาพดีที่สุด โดยมีค่าความถูกต้องเท่ากับ 93.20 % ค่าความแม่นย�ำ
เท่ากับ 93.33% และค่าระลึกเท่ากับ 93.32% ผลการประเมินความพึงพอใจจากผู้ใช้ระบบจ�ำนวน 30 คนโดยใช้แบบสอบถาม 
พบว่าค่าเฉลี่ยความพึงพอใจอยู่ในระดับมาก ( =3.66, SD.=0.93)

ค�ำส�ำคัญ:	 ต้นไม้ตัดสินใจ, อัลกอริทึม Iterative Dichotomiser 3, อัลกอริทึม C4.5, Classification and Regression Trees 
(CART)

Abstract 
The objectives of this research were: 1) to develop a recommendation model for choosing a major in Information and 
Communication Technology; 2) to compare the performance of decision tree methods such as Iterative Dichotomiser 
3, C4.5, and Classification and Regression Trees (CART); and 3) to study the users’ satisfaction with the developed 
system. The data used to develop this model included academic results from 10 subjects: Introduction to Computer 
and Computer Architecture, Introduction to Programming, Statistics and Quantitative Analysis, Data Structure and 
Algorithms, Object-Oriented Programming, Discrete Mathematics, Database System, Web Programming, User  
Experience/User Interface Design, and Data Communication and Internetworking. Data imbalance was addressed  
using the SMOTE method. After that, the models were constructed using Iterative Dichotomiser 3, C4.5, and CART. 
The system was developed as a web application using PHP with a MySQL database. The evaluation results given by 
10-fold cross-validation, showed that a recommendation model for choosing a major in Information and Communication  
Technology developed by C4.5 provided the highest level of effectiveness with an accuracy of 93.20%, precision of 
93.33%, and recall of 93.32%. The user satisfaction assessment with the proposed system was collected from 30  
users through questionnaires. The results indicated that the users’ satisfaction was at a high level ( =3.66, SD.=0.93).
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บทน�ำ

หลักสูตรวิทยาศาตรบัณฑิต สาขาวิชาเทคโนโลยีสารสนเทศ
และการสื่อสาร คณะวิทยาศาสตร์ มหาวิทยาลัยอุบลราชธานี 
เป็นหลักสูตรท่ีมุ่งผลิตบัณฑิตท่ีมีความรู้ ความสามารถ และ
ทกัษะในงานทางด้านคอมพวิเตอร์ และการสร้างนวตักรรมจาก
ข้อมูล โดยหลักสูตรประกอบไปด้วย 3 มิติหลัก ได้แก่ 1) มิติ
ด้านความรู้พื้นฐาน ซึ่งจะประกอบด้วย คณิตศาสตร์ สถิติและ
คอมพิวเตอร์ 2) มิติด้านความรู้ทางเทคโนโลยีสารสนเทศและ
การสือ่สาร ซึง่จะเน้นความรูห้ลกัทัว่ไปของงานด้านเทคโนโลยี
สารสนเทศและการสื่อสาร 3) มิติเฉพาะตามวิชาเอกท่ีสนใจ
ซึ่งมี 3 สาขาวิชาเอก ได้แก่ 1) วิชาเอกเทคโนโลยีเกมและ 
การผลิตดิจิทัลคอนเทนท์ เรียนรู้เก่ียวกับเทคโนโลยีและ 
การพัฒนาเกมแบบ 2 มิติ 3 มิติ การออกแบบและพัฒนาสื่อ
และคอนเทนท์อย่างสร้างสรรค์ 2) วชิาเอกเทคโนโลยเีครอืข่าย 
และความมั่นคงทางไซเบอร์ เรียนรู้เก่ียวกับการจัดการ 
การออกแบบระบบเครือข่าย การสร้างความปลอดภัยและ 
ความมัน่คงทางไซเบอร์ และ 3) วชิาเอกเทคโนโลยดิีจทัิล เรยีนรู ้
เกี่ยวกับการวิเคราะห์ ออกแบบ และพัฒนาระบบสารสนเทศ
บนแพล็ตฟอร์มต่างๆ 

	 ในเบื้องต้นทางหลักสูตรให้นักศึกษาสามารถเลือก 
สาขาวชิาเอกตามความสนใจและความถนดัของนกัศึกษา จาก
นั้นทางหลักสูตรจะมีคณะกรรมการมาพิจารณาสาขาวิชาเอก 
หรือแขนงที่นักศึกษาเลือกตามความเหมาะสมอีกครั้ง  
เนื่องจากที่ผ่านมาทางหลักสูตรประสบปัญหามีนักศึกษา 
บางรายเลือกสาขาวิชาเอกตามที่ตนเองสนใจ แต่ไม่ได ้
พิจารณาถึงความถนัดหรือความสามารถของตนเอง ท�ำให้
คณะกรรมการจะต้องพิจารณาเลือกวิชาเอกให้นักศึกษาใหม ่
เพือ่ให้นกัศกึษาสามารถเรยีนและส�ำเรจ็การศึกษาตามเป้าหมาย
ได้ หากนักศึกษาสามารถเลือกสาขาวิชาเอกได้สอดคล้องกับ
ความถนัดและความสามารถนักศกึษา จะสง่เสริมให้นักศึกษา
สามารถแสดงศักยภาพได้อย่างเต็มที่ และน�ำไปสู่การท�ำงาน
ในอนาคต 

	 ปัจจุบันได้มีการน�ำความรู้เก่ียวกับเทคนิคการท�ำ 
เหมืองข้อมูล (Data Mining) มาใช้ในการจ�ำแนกและ 
การพยากรณ์ในงานด้านต่างๆ ไม่ว่าจะเป็น ด้านธุรกิจที่ช่วย
ในการตดัสนิใจของผูบ้รหิาร ด้านการแพทย์ เพือ่จ�ำแนกผูป่้วย
โรคต่างๆ และด้านการศึกษา มีการน�ำเทคนิคเหมืองข้อมูล 
มาใช้ในการท�ำนายการพน้สภาพของนกัศกึษา (Viloria et al., 
2018) เป็นต้น และเทคนิคต้นไม้ตัดสินใจ (Decision Tree)  
ก็เป็นเทคนิคหนึ่งของการท�ำเหมืองข้อมูลด้านการจ�ำแนก
และการพยากรณ์ท่ีได้รับความนิยมจากนักวิจัยหลายๆ ท่าน  
เช่น งานวิจัยของรัตนาวดี พานทอง (2565) ได้พัฒนา 
แบบจ�ำลองจ�ำแนกประเภทข้อมลูการท่องเท่ียวของนกัท่องเทีย่ว 
ในจังหวัดพะเยาโดยการ ใช้เทคนิคต้นไม้ตัดสินใจ ผลการ

วิจัยพบว่าแบบจ�ำลองมีค่าความถูกต้องในการจ�ำแนกข้อมูล 
เท่ากับ 81.70% ในขณะที่งานวิจัยของธนพร คล้ายทอง และ  
ชุติพนธ์ ศรีสวัสดิ์ (2566) ได้พัฒนาแบบจ�ำลองการพยากรณ์ 
การตกออกของนักศึกษาด้วยเทคนิคเหมืองข้อมูล โดย
เปรียบเทียบ 3 เทคนิค คือ เทคนิคต้นไม้ตัดสินใจ (Decision 
Tree) เทคนิคนาอีฟเบย์ (Naïve Bayes) และกฎการอุปนัย 
(Rule Induction) ผลการวิจัยพบว่าเทคนิคต้นไม้ตัดสินใจ 
ให้ประสิทธิภาพในการพยากรณ์ดีที่สุด โดยมีค่าความถูกต้อง
เท่ากับ 86.29% เป็นต้น

	 จากปัญหาการเลอืกสาขาวชิาเอกและจากการศกึษา
งานวิจัยที่เก่ียวข้องกับเทคนิคเหมืองข้อมูล ท�ำให้คณะผู้วิจัย
มีแนวคิดท่ีจะพัฒนาระบบแนะน�ำการเลือกวิชาเอกของสาขา
วิชาเทคโนโลยีสารสนเทศและการส่ือสาร โดยการน�ำข้อมูล
ของนักศึกษามาวิเคราะห์ด้วยเทคนิคเหมืองข้อมูล เพื่อสร้าง
แบบจ�ำลองท่ีช่วยในการตัดสินใจเลือกวิชาเอกของสาขาวิชา
เทคโนโลยสีารสนเทศและการสือ่สาร โดยผลของแบบจ�ำลองนี้
สามารถน�ำไปประยุกต์ใช้เพื่อสร้างระบบแนะน�ำการเลือกวิชา
เอกได้ ช่วยให้นักศึกษามีข้อมูลพื้นฐานเบื้องต้นว่านักศึกษา 
น่าจะเหมาะกับวิชาเอกไหน และช่วยให้นักศึกษาสามารถ 
เลือกวิชาเอกที่เหมาะสมกับตนเองมากที่สุด

วัตถุประสงค์การวิจัย
	 1. พัฒนาแบบจ�ำลองเพื่อแนะน�ำการเลือกวิชาเอก
ของสาขาวิชาเทคโนโลยีสารสนเทศและการสื่อสาร 

	 2. เปรียบเทียบประสิทธิภาพของแบบจ�ำลองท่ี
พัฒนาด้วยเทคนิคต้นไม้ตัดสินใจโดยใช้ อัลกอริทึม Iterative 
Dichotomiser 3 อัลกอริทึม C4.5 และ Classification and 
Regression Trees (CART) 

	 3. ศึกษาความพึงพอใจของผู้ใช้ระบบแนะน�ำ 
การเลือกสาขาวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศ
และการสื่อสาร

การท�ำเหมืองข้อมูล
	 การท�ำเหมอืงข้อมลู คอื กระบวนการค้นหาสารสนเทศ
หรอืองค์ความรูท่ี้อยูใ่นฐานข้อมลูขนาดใหญ่ท่ีซบัซ้อน เพือ่น�ำ
ความรูท้ีไ่ด้ไปใช้ประโยชน์ในการตดัสนิใจ สารสนเทศท่ีได้อาจ
น�ำมาสร้างการพยากรณ์หรือสร้างตัวแบบส�ำหรับการจ�ำแนก 
หรอืแสดงความสมัพนัธ์ระหว่างข้อมลูต่าง ๆ  หรอืให้ข้อสรปุของ
สาระในฐานข้อมลู การท�ำเหมอืงข้อมลูประกอบขึน้ด้วยการน�ำ
กระบวนการทางสถิติและการเรียนรู้ผ่านระบบคอมพิวเตอร์ 
เพื่อสร้างตัวแบบ กฎเกณฑ์ รูปแบบ การพยากรณ์ จากฐาน 
ข้อมลูขนาดใหญ่ โดยการท�ำเหมอืงข้อมลูมขีัน้ตอนการด�ำเนนิงาน 
หลายขั้นตอนซึ่งต้องอาศัยเทคนิคหรือวิธีการต่าง ๆ เช่น  
วิธีการจัดกลุ่ม การค้นหาความสัมพันธ์ การพยากรณ์ เป็นต้น 
(Han et al., 2012)
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เทคนิคต้นไม้ตัดสินใจ
	 ต้นไม้ตัดสินใจ (Decision Tree) เป็นการน�ำข้อมูล
มาสร้างแบบจ�ำลองการพยากรณ์ในรูปของต้นไม้ (Tree) 
ซึ่งต้นไม้ตัดสินใจมีการท�ำงานแบบมีผู้สอน (Supervised  
Learning) คือ สามารถสร้างแบบจ�ำลองจากกลุ่มตัวอย่างของ
ข้อมลูท่ีได้ก�ำหนดไว้ก่อนล่วงหน้า หรอืทีเ่รยีกว่า ข้อมลูส�ำหรบั
ใช้ในการฝึกฝน (Training dataset) และสามารถพยากรณ์
กลุ่มของรายการข้อมูลท่ียังไม่เคยน�ำมาจัดหมวดหมู่ได้ โดย
รูปแบบของต้นไม้ตัดสินใจจะประกอบโหนด (Node) แสดง
คุณลักษณะ (Attribute) ที่ใช้ทดสอบข้อมูล แต่ละกิ่งแสดงผล
ในการทดสอบและลฟีโหนด (Leaf Node) แสดงกลุม่หรอืคลาส 
(Class) ที่ก�ำหนดไว้ ซึ่งต้นไม้ตัดสินใจนี้ง่ายต่อการเข้าใจและ
ปรับเปลี่ยนเป็นกฎการจ�ำแนก (Classification Rules) (Han 
et al., 2012), (Sharma and Kumar, 2016) ต้นไม้ตัดสินใจ 
(Decision tree) มีหลากหลายวิธี ซึ่งในงานวิจัยนี้ได้ท�ำการ
เปรียบเทียบการสร้างแบบจ�ำลองด้วยเทคนิคต้นไม้ตัดสินใจ
ด้วย 3 วิธี ได้แก่

1. Iterative Dichotomiser 3 (ID3 Algorithm) เป็น 
อัลกอริทึมท่ีใช้สร้างต้นไม้ตัดสินใจที่ใช้หลักการของทฤษฎี
สารสนเทศ (Information Theory) โดยจะใช้ค่ามาตรฐาน
เกน (Gain) ในการวัดว่าจะแบ่งข้อมูลอย่างไร และค่าที่วัดได้ 
จะน�ำมาใช้ตัดสินใจว่าจะใช้ตัวแปรใดในการแบ่งข้อมูล โดย
วธิกีารก�ำหนดโครงสร้างต้นไม้ตดัสินใจจะเป็นการเลอืกข้อมลู
ตามล�ำดับของตัวชี้วัดหรือค่าเกน (Gain) สูงที่สุดเป็นข้อมูล 
เริม่ต้น และข้อมลูถดัไปท่ีมค่ีาลดหลัน่กนัตามล�ำดับ จากทฤษฎี
สารสนเทศ ซึง่ค่าสารสนเทศของข้อมลูจะขึน้อยูกั่บความน่าจะ
เป็นของข้อมูล สามารถเขียนในรูปสมการที่ 1 (Ogheneovo 
and Nlerum, 2020) ได้ดังนี้

	

  

                   

ทฤษฎีสารสนเทศ (Information Theory) โดยจะใช้ค่า

มาตรฐานเกน (Gain) ในการวดัว่าจะแบ่งขอ้มูลอย่างไร 

และค่าที�วดัได้จะนํามาใช้ตัดสนิใจว่าจะใช้ตัวแปรใดใน

การแบ่งข้อมูล โดยวิธีการกําหนดโครงสร้างต้นไม้

ตดัสนิใจจะเป็นการเลอืกขอ้มลูตามลําดบัของตวัชี�วดัหรอื

ค่าเกน (Gain) สงูที�สุดเป็นขอ้มูลเริ�มต้น และขอ้มลูถดัไป

ที�มคี่าลดหลั �นกนัตามลําดบั จากทฤษฎสีารสนเทศ ซึ�งค่า

สารสนเทศของข้อมูลจะขึ�นอยู่กับความน่าจะเป็นของ

ขอ้มูล สามารถเขยีนในรูปสมการที� 1 (Ogheneovo and 

Nlerum, 2020) ไดด้งันี� 
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D  เป็นจํานวนขอ้มลูในฐานขอ้มลู D  

 

   ค่า  DInfo  ที�ได้นี�สามารถเรียกอีกชื�อหนึ�งว่าค่า 

Entropy ของฐานข้อมูล  D  ค่ าความรู้จ ากทฤษ ฎี

สารสนเทศจะช่วยในการแยกแยะขอ้มูลทําให้ลดจํานวน

ครั �งของการทดสอบได้ อีกทั �งยังร ับประกันว่าต้นไม้

ตดัสนิใจที�ไดจ้ะไม่มคีวามซบัซ้อนมากจนเกนิไป เมื�อทํา

การพจิารณาเลอืกคุณลกัษณะเป็นตวัเลอืกทดสอบ จะใช้

ค่าความรู้จากทฤษฎีสารสนเทศของคุณลักษณ ะ 

สาม ารถ เขียน ในรูป สม การที�  2  (Ogheneovo and 

Nlerum, 2020) ไดด้งันี� 
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โดยที�  k  เป็นจาํนวนค่าที�เป็นไปไดข้องคุณลกัษณะ 

D เ ป็ น จํ า น ว น ข้ อ มู ล ใ น ฐ า น ข้ อ มู ล  D  

jD  เป็นจํานวนข้อมูลในฐานข้อมูล D  ที�มีค่าที� j

ของคุณลกัษณะ A  

ค่ามาตรฐานเกนที�จะใช้พิจารณาเลือกคุณลกัษณะ A  

มาเป็นโหนดของต้นไมม้คี่าเท่ากบัผลต่างของความรูจ้าก

ทฤษฎีสารสนเทศ กบัความรูจ้ากทฤษฎีสารสนเทศของ

คุณลกัษณะ สามารถเขยีนสมการที� 3 (Ogheneovo and 

Nlerum, 2020) ไดด้งันี� 
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2.  อัลกอริทึม C4.5 เป็นอัลกอริทึมที�ใช้สร้างต้นไม้

ตัดสินใจ  ที�พัฒ นาโดย John, R. Q. (1993)  โดยมี

พื�นฐานเดยีวกบัอลักอรทิมึ ID3 โดยขั �นตอนวธิทีี�ใชส้รา้ง

ต้นไม้ตดัสนิใจสําหรบัแบ่งกลุ่มข้อมูลจะใช้หลกัการของ 

Information gain เช่นเดยีวกบั ID3 แต่จะมสี่วนเพิ�มเตมิ

จาก ID3 เข้ามา โดยอลักอรทิึม C4.5 ได้เพิ�มการใช้ค่า

มาตรฐานอตัราส่วนเกน (Gain Ratio criterion) ในการ

ตัดสินใจเลือกคุณลักษณะที�จะใช้เป็นโหนดรากหรือ

โหนดระดบัต่าง ๆ บนต้นไม ้ซึ�งอลักอรทิมึ C4.5 เขา้มา

แก้ไขจุดด้อยของอัลกอริทึม ID3 (Han et al., 2012), 

(Sharma and Kumar, 2016) ไดด้งันี� 

(1) สามารถใชง้านไดท้ ั �งขอ้มลูแบบต่อเนื�อง  

(Continuous data) และแบบไม่ต่อเนื�อง(Discrete data)  

(2) สามารถใชก้บัชุดขอ้มลูทดสอบ ที�มคี่าขอ้มลู 

ขาดหายได ้(Missing data) โดยจะแทนค่าดว้ย “?” และ

ไม่ นําค่านั �นมาคํานวณในกฎของความรู้จากทฤษฎี

สารสนเทศ  

(3) สามารถใชก้บัชุดขอ้มลูทดสอบที�มคี่าผดิปกต ิ

หรอืมคีวามเสยีหายได ้ 

(4)   สามารถทาํการตดักิ�งต้นไมต้ดัสนิใจในขณะ 

สรา้งได ้โดยไม่ทาํใหค้วามถูกตอ้งลดลง  

การเลือกคุณลักษณะที�ใช้เป็นโหนดรากหรือ

โหนดบนต้นไม้ตดัสนิใจนั �นอลักอรทิมึ ID3 จะใช้ค่าเกน 

(Gain) เป็นหลกัในการเลือก แต่อลักอรทิมึ C4.5 นั �นได้

เพิ�มการใช้ค่ ามาตรฐานอัตราส่วนเกน (Gain ratio 

criterion) ในการตดัสนิใจเลอืกคุณลกัษณะ เนื�องจากค่า

เกนจะมีการเอนเอียง (Bias) อย่ างมากกับข้อมูลที�

ประกอบดว้ยคุณลกัษณะที�มคี่าที�เป็นไปไดจ้ํานวนมากๆ 

การแก้ไขความเอนเอียงของค่าเกนสามารถทําได้โดย

การปรบัค่ามาตรฐานเกนใหถู้กต้องโดยใชค้่าสารสนเทศ

ของการแบ่งแยก (Split information) ของคุณลกัษณะแต่

ละตวัสามารถเขยีนสมการไดด้งันี� 

		  (1) 

	 โดยที่

	  Pi เป็นความน่าจะเป็นท่ีข้อมูลในฐานข้อมูล D  
อยู่ในกลุ่ม Ci ซึ่งมีค่า |Ci,D|/|D|
	 m เป็นจ�ำนวนกลุม่ทัง้หมดทีต่่างกันของข้อมลูชดุนัน้ 
	 Ci เปน็กลุ่มในล�ำดับที่ i โดยที ่i มีค่าระหวา่ง 1 ถงึ m
	 |Ci,D| เป็นจ�ำนวนข้อมลูในฐานข้อมลู D ทีอ่ยูใ่นกลุม่ Ci

	 |D| เป็นจ�ำนวนข้อมูลในฐานข้อมูล D

	 ค่า Info(D) ท่ีได้นี้สามารถเรียกอีกชื่อหนึ่งว่าค่า 
Entropy ของฐานข้อมูล D ค่าความรู้จากทฤษฎีสารสนเทศจะ

ช่วยในการแยกแยะข้อมลูท�ำให้ลดจ�ำนวนครัง้ของการทดสอบได้  
อกีทัง้ยงัรบัประกันว่าต้นไม้ตดัสนิใจทีไ่ด้จะไม่มคีวามซบัซ้อน
มากจนเกินไป เมื่อท�ำการพิจารณาเลือกคุณลักษณะเป็น
ตัวเลือกทดสอบ จะใช้ค่าความรู้จากทฤษฎีสารสนเทศของ
คณุลกัษณะ สามารถเขยีนในรปูสมการที ่2 (Ogheneovo and 
Nlerum, 2020) ได้ดังนี้

	

  

                   

ทฤษฎีสารสนเทศ (Information Theory) โดยจะใช้ค่า

มาตรฐานเกน (Gain) ในการวดัว่าจะแบ่งขอ้มูลอย่างไร 

และค่าที�วดัได้จะนํามาใช้ตัดสนิใจว่าจะใช้ตัวแปรใดใน

การแบ่งข้อมูล โดยวิธีการกําหนดโครงสร้างต้นไม้

ตดัสนิใจจะเป็นการเลอืกขอ้มลูตามลําดบัของตวัชี�วดัหรอื

ค่าเกน (Gain) สงูที�สุดเป็นขอ้มูลเริ�มต้น และขอ้มลูถดัไป

ที�มคี่าลดหลั �นกนัตามลําดบั จากทฤษฎสีารสนเทศ ซึ�งค่า

สารสนเทศของข้อมูลจะขึ�นอยู่กับความน่าจะเป็นของ

ขอ้มูล สามารถเขยีนในรูปสมการที� 1 (Ogheneovo and 

Nlerum, 2020) ไดด้งันี� 
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โดยที� ip  เป็นความน่าจะเป็นที�ขอ้มลูในฐานขอ้มลู D  อยู่

ในกลุ่ม iC  ซึ�งมคี่า 
DC Di /,  

  m เป็นจํานวนกลุ่มทั �งหมดที�ต่างกนัของขอ้มลูชุดนั �น 
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   ค่า  DInfo  ที�ได้นี�สามารถเรียกอีกชื�อหนึ�งว่าค่า 

Entropy ของฐานข้อมูล  D  ค่ าความรู้จ ากทฤษ ฎี

สารสนเทศจะช่วยในการแยกแยะขอ้มูลทําให้ลดจํานวน

ครั �งของการทดสอบได้ อีกทั �งยังร ับประกันว่าต้นไม้

ตดัสนิใจที�ไดจ้ะไม่มคีวามซบัซ้อนมากจนเกนิไป เมื�อทํา

การพจิารณาเลอืกคุณลกัษณะเป็นตวัเลอืกทดสอบ จะใช้

ค่าความรู้จากทฤษฎีสารสนเทศของคุณลักษณ ะ 

สาม ารถ เขียน ในรูป สม การที�  2  (Ogheneovo and 

Nlerum, 2020) ไดด้งันี� 
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โดยที�  k  เป็นจาํนวนค่าที�เป็นไปไดข้องคุณลกัษณะ 

D เ ป็ น จํ า น ว น ข้ อ มู ล ใ น ฐ า น ข้ อ มู ล  D  

jD  เป็นจํานวนข้อมูลในฐานข้อมูล D  ที�มีค่าที� j

ของคุณลกัษณะ A  

ค่ามาตรฐานเกนที�จะใช้พิจารณาเลือกคุณลกัษณะ A  

มาเป็นโหนดของต้นไมม้คี่าเท่ากบัผลต่างของความรูจ้าก

ทฤษฎีสารสนเทศ กบัความรูจ้ากทฤษฎีสารสนเทศของ

คุณลกัษณะ สามารถเขยีนสมการที� 3 (Ogheneovo and 

Nlerum, 2020) ไดด้งันี� 
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2.  อัลกอริทึม C4.5 เป็นอัลกอริทึมที�ใช้สร้างต้นไม้

ตัดสินใจ  ที�พัฒ นาโดย John, R. Q. (1993)  โดยมี

พื�นฐานเดยีวกบัอลักอรทิมึ ID3 โดยขั �นตอนวธิทีี�ใชส้รา้ง

ต้นไม้ตดัสนิใจสําหรบัแบ่งกลุ่มข้อมูลจะใช้หลกัการของ 

Information gain เช่นเดยีวกบั ID3 แต่จะมสี่วนเพิ�มเตมิ

จาก ID3 เข้ามา โดยอลักอรทิึม C4.5 ได้เพิ�มการใช้ค่า

มาตรฐานอตัราส่วนเกน (Gain Ratio criterion) ในการ

ตัดสินใจเลือกคุณลักษณะที�จะใช้เป็นโหนดรากหรือ

โหนดระดบัต่าง ๆ บนต้นไม ้ซึ�งอลักอรทิมึ C4.5 เขา้มา

แก้ไขจุดด้อยของอัลกอริทึม ID3 (Han et al., 2012), 

(Sharma and Kumar, 2016) ไดด้งันี� 

(1) สามารถใชง้านไดท้ ั �งขอ้มลูแบบต่อเนื�อง  

(Continuous data) และแบบไม่ต่อเนื�อง(Discrete data)  

(2) สามารถใชก้บัชุดขอ้มลูทดสอบ ที�มคี่าขอ้มลู 

ขาดหายได ้(Missing data) โดยจะแทนค่าดว้ย “?” และ

ไม่ นําค่านั �นมาคํานวณในกฎของความรู้จากทฤษฎี

สารสนเทศ  

(3) สามารถใชก้บัชุดขอ้มลูทดสอบที�มคี่าผดิปกต ิ

หรอืมคีวามเสยีหายได ้ 

(4)   สามารถทาํการตดักิ�งต้นไมต้ดัสนิใจในขณะ 

สรา้งได ้โดยไม่ทาํใหค้วามถูกตอ้งลดลง  

การเลือกคุณลักษณะที�ใช้เป็นโหนดรากหรือ

โหนดบนต้นไม้ตดัสนิใจนั �นอลักอรทิมึ ID3 จะใช้ค่าเกน 

(Gain) เป็นหลกัในการเลือก แต่อลักอรทิมึ C4.5 นั �นได้

เพิ�มการใช้ ค่ ามาตรฐานอัตราส่วนเกน (Gain ratio 

criterion) ในการตดัสนิใจเลอืกคุณลกัษณะ เนื�องจากค่า

เกนจะมีการเอนเอียง (Bias) อย่ างมากกับข้อมูลที�

ประกอบดว้ยคุณลกัษณะที�มคี่าที�เป็นไปไดจ้ํานวนมากๆ 

การแก้ไขความเอนเอียงของค่าเกนสามารถทําได้โดย

การปรบัค่ามาตรฐานเกนใหถู้กต้องโดยใชค้่าสารสนเทศ

ของการแบ่งแยก (Split information) ของคุณลกัษณะแต่

ละตวัสามารถเขยีนสมการไดด้งันี� 

		  (2)

	 โดยที่ 

	 k เป็นจ�ำนวนค่าที่เป็นไปได้ของคุณลักษณะ

	 |D| เป็นจ�ำนวนข้อมูลในฐานข้อมูล D

	 |Dj| เป็นจ�ำนวนข้อมูลในฐานข้อมูล D ท่ีมีค่าที่ j  
ของคุณลักษณะ A 
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	 การเลือกคุณลักษณะท่ีใช้เป็นโหนดรากหรือโหนด 
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ท�ำได้โดยการปรบัค่ามาตรฐานเกนให้ถกูต้องโดยใช้ค่าสารสนเทศ
ของการแบ่งแยก (Split information) ของคุณลกัษณะแต่ละตวั
สามารถเขียนสมการได้ดังนี้
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ค่ า ส า รส น เท ศ ข อ งก ารแ บ่ ง แ ย ก  (Split 

information) นี�จะแสดงถึงระดบัการกระจายของข้อมูล 

เมื�อนําค่านี�ไปหารค่าเกนจะไดค่้ามาตรฐานอตัราส่วนเกน 

สามารถเขยีนในรปูสมการไดด้งันี� 
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ค่ามาตรฐานอตัราส่วนเกนช่วยแก้ไขความเอน

เอียงของค่าเกนได้ โดยทําใหค้่ามาตรฐานอตัราส่วนเกน

ในแบ่งดว้ยคุณลกัษณะที�มกีารกระจายสงูถูกปรบัลดลง  

 

3. Classification and Regression Trees (CART)  

ต้นไม้ตดัสนิใจที�สร้างจากอลักอรทิึม CART นี� เป็นการ

สรา้งต้นไมแ้บบ Binary ซึ�งประกอบดว้ย กิ�งหรอืแขนง 2 

กิ�ง สําหรบัแต่ละโหนด โดยอลักอริทึม CART จะใช้ค่า

ดชันีจนีี (Gini index) ในการวดัว่าจะแบ่งข้อมูลอย่างไร 

โดยค่า Gini index เป็นการประเมินค่าที�บ่งบอกว่า
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จากแต่ละลกัษณะ แล้วทําการเปรยีบเทียบกบัลกัษณะ

อื�น ๆ เพื�อหาลกัษณะที�มคี่า Gini index ที�น้อยที�สุดเป็น

ลักษณะสําคัญ ซึ�งวิธีการคํานวณ (Han et al., 2012), 

(Sharma and Kumar, 2016) ดงันี� 
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เทคนิคการสุ่มเพิ�มตวัอย่างกลุ่มน้อย 

Synthetic Minority Oversampling Technique 

(SMOTE) เป็นเทคนิคที�เขา้มาช่วยแก้ปัญหาการจําแนก

ขอ้มูลที�ไม่สมดุล จากขอ้มูลในแต่ละคลาสนั �นมจีํานวนที�

แตกต่างกนัมาก ทําใหผ้ลลพัธ์ในการจําแนกจะตกไปอยู่

ขอ้มูลที�มกีลุ่มมาก ดงันั �นการใชเ้ทคนิค SMOTE จงึเป็น

อีกวธิเีพื�อเพิ�มจํานวนของข้อมูลคลาสน้อย ให้มจีํานวน

คลาสมากขึ�น อาศยัหลกัการกระจายข้อมูล ข้อมูลที�ได้

เกิดความสมดุลมากขึ�น  หลกัการสุ่มค่าข้อมูลที�อยู่ใน

กลุ่มขอ้มูลคลาสน้อยขึ�นมา � ค่า แล้วพจิารณาค่าข้อมูล

ที�อยู่ใกล้เคยีง จํานวน K ค่า จากนั �นคาํนวณค่าระยะทาง 

ของระหว่างค่าที�สุ่มและค่าขอ้มูลที�อยู่ใกล้เคยีงกนั เพื�อ

ไดค้่าระยะทางน้อยที�สุด (Chawla et al., 2002) 

 

การวดัประสิทธิภาพแบบจาํลอง 

การวัดป ระสิท ธิภ าพ ของแบบจําลองจะ

พิจารณาจากค่าในตาราง Confusion Matrix โดยใน

ตารางนี�จะเก็บขอ้มูลจาํนวนแถวที�จําแนกจากกลุ่มขอ้มูล

จรงิและกลุ่มขอ้มูลจากการทํานาย ซึ�งตารางนี�จะมขีนาด 

m x m โดยที� m คอืจํานวนของกลุ่ม ดงั Figure 1 

 
 

Figure 1 Confusion Matrix 

 

 

	 (4)

	

	 ค่าสารสนเทศของการแบ่งแยก (Split information) นี ้
จะแสดงถึงระดับการกระจายของข้อมูล เมื่อน�ำค่านี้ไปหาร
ค่าเกนจะได้ค่ามาตรฐานอัตราส่วนเกน สามารถเขียนในรูป
สมการได้ดังนี้
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Figure 1 Confusion Matrix 
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	 ค่ามาตรฐานอัตราส่วนเกนช่วยแก้ไขความเอนเอียง
ของค่าเกนได้ โดยท�ำให้ค่ามาตรฐานอตัราส่วนเกนในแบ่งด้วย
คุณลักษณะที่มีการกระจายสูงถูกปรับลดลง 

3. Classification and Regression Trees (CART) ต้นไม้
ตัดสินใจที่สร้างจากอัลกอริทึม CART นี้ เป็นการสร้างต้นไม้
แบบ Binary ซึ่งประกอบด้วย ก่ิงหรือแขนง 2 ก่ิง ส�ำหรับ 
แต่ละโหนด โดยอลักอรทิมึ CART จะใช้ค่าดัชนจีนี ี(Gini index)  
ในการวัดว่าจะแบ่งข้อมูลอย่างไร โดยค่า Gini index เป็น 
การประเมนิค่าท่ีบ่งบอกว่าลกัษณะใดเหมาะสมทีจ่ะเป็นลกัษณะ
ส�ำคญัโดยวดัค่าจากแต่ละลกัษณะ แล้วทำการเปรยีบเทียบกับ
ลักษณะอื่น ๆ เพื่อหาลักษณะที่มีค่า Gini index ที่น้อยที่สุด
เป็นลักษณะสำคัญ ซึ่งวิธีการค�ำนวณ (Han et al., 2012), 
(Sharma and Kumar, 2016) ดังนี้
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วิธีการด�ำเนินการวิจัย
	 งานวจิยันีน้�ำเสนอการพฒันาแบบจ�ำลองเพือ่แนะน�ำ
การเลือกวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและ 
การสื่อสาร โดยเปรียบเทียบประสิทธิภาพของแบบจ�ำลอง 
ท่ีพฒันาด้วยเทคนคิต้นไม้ตดัสนิใจโดยใช้ อลักอรทิมึ ID3 C4.5 
และ CART โดยมขีัน้ตอนด�ำเนนิการ 4 ขัน้ตอนดังนี ้1) รวบรวม
ข้อมลู 2) เตรยีมข้อมลู 3) พฒันาแบบจ�ำลองด้วยเทคนคิต้นไม้
ตดัสินใจโดยใช้ ID3 C4.5 และ CART 4) วดัประสทิธภิาพแบบ
จ�ำลอง และ 5) พัฒนาต้นแบบระบบแนะน�ำการเลือกวิชาเอก
ของสาขาวิชาเทคโนโลยีสารสนเทศและการสื่อสาร ซึ่งภาพ
การท�ำงานโดยรวมดัง Figure 2

1. รวบรวมข้อมูล 
	 การวิจัยครั้งนี้ได้รวบรวมข้อมูลผลการเรียนจ�ำนวน 
10 รายวิชาของนักศึกษาในสาขาวิชาเทคโนโลยีสารสนเทศ
และการสื่อสาร เป็นข้อมูลระหว่างปี พ.ศ. 2563-2565 โดย
ชุดข้อมูลประกอบด้วยคุณลักษณะ (Attribute) ได้แก่ 1) ผล
การเรียนคอมพิวเตอร์เบื้องต้นและองค์ประกอบคอมพิวเตอร์ 
2) ผลการเรียนการเขียนโปรแกรมเบื้องต้น 3) ผลการเรียน
สถิติและการวิเคราะห์เชิงปริมาณ 4) ผลการเรียนโครงสร้าง
ข้อมูลและขั้นตอนวิธี 5) ผลการเรียนการเขียนโปรแกรมเชิง
อ็อบเจ็กต์ 6) ผลการเรียนคณิตศาสตร์เต็มหน่วย 7) ผลการ
เรียนระบบฐานข้อมูล 8) ผลการเรียนการเขียนโปรแกรม
บนเว็บ 9) ผลการเรียนการออกแบบประสบการณ์ผู้ใช ้
และส่วนตดิต่อผูใ้ช้งาน และ 10) ผลการเรยีนการสือ่สารข้อมลู 
และเครือข่ายอินเทอร์เน็ต

2. เตรียมข้อมูล 
	 หลังจากที่รวบรวมข้อมูลในหัวข้อ 1. เรียบร้อยแล้ว 
ข้อมูลที่รวบรวมมาได้มีข้อมูลบางส่วนที่จะต้องจัดการก่อนท่ี
จะน�ำไปพัฒนาแบบจ�ำลองดังนั้นคณะผู้วิจัยจึงน�ำข้อมูลชุดนี้ 
มาผ่านกระบวนการ Data Cleaning และ Data Transformation  
หลังจากกระบวนการดังกล่าวจะได้คุณลักษณะ (Attribute)  
ที่ใช้ในการสร้างแบบจ�ำลองมีรายละเอียด ดัง Table 1

  

                   

อธบิายค่าต่าง ๆ ของ Confusion Matrix ไดด้งันี� 

True positive  (TP) หมายถงึ คา่คลาสเป้าหมายคอื 

Yes และโมเดลทาํนายว่า Yes 

False negative (FN) หมายถงึ ค่าคลาสเป้าหมายคอื 

Yes และโมเดลทาํนายว่า No 

True negative  (TN) หมายถงึ ค่าคลาสเป้าหมายคอื 

No และโมเดลทาํนายว่า  No 

False positive  (FP) หมายถงึ ค่าคลาสเป้าหมายคอื No 

และโมเดลทาํนายว่า Yes 

การวดัประสทิธภิาพของแบบจําลองสามารถ

คาํนวณตามสมการ (Powers, 2011), (Han et al., 

2012) ดงันี� 
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ตดัสนิใจโดยใช ้อลักอรทิมึ ID3 C4.5 และ CART โดยมี
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เตรียมข้อมูล �) พัฒนาแบบจําลองด้วยเทคนิคต้นไม้

ตั ด สิ น ใ จ โ ด ย ใ ช้  ID3 C4.5 แ ล ะ  CART � )  วั ด

ประสทิธภิาพแบบจําลอง และ 5) พฒันาต้นแบบระบบ

แนะนําการเลือกวิชาเอกของสาขาวิชาเทคโนโลยี

สารสนเทศและการสื�อสาร ซึ�งภาพการทํางานโดยรวมดงั 
Figure 2 
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1. รวบรวมข้อมูล  

การวิจ ัยครั �งนี�ได้รวบรวมข้อมูลผลการเรียน

จาํนวน 10 รายวชิาของนักศกึษาในสาขาวชิาเทคโนโลยี

สารสนเทศและการสื�อสาร เป็นข้อมูลระหว่างปี พ.ศ. 

2563 -2565 โดยชุดข้อมูลประกอบด้วยคุณลักษณะ 

(Attribute) ได้แก่ 1) ผลการเรียนคอมพิวเตอร์เบื�องต้น

และองค์ประกอบคอมพวิเตอร์ 2) ผลการเรยีนการเขยีน

โปรแกรมเบื�องต้น 3) ผลการเรยีนสถติแิละการวเิคราะห์

เชงิปรมิาณ 4) ผลการเรยีนโครงสรา้งขอ้มูลและขั �นตอน

วธิ ี5) ผลการเรยีนการเขยีนโปรแกรมเชิงอ็อบเจ็กต์ 6) 

ผลการเรยีนคณิตศาสตร์เตม็หน่วย 7) ผลการเรยีนระบบ

ฐานขอ้มูล 8) ผลการเรยีนการเขยีนโปรแกรมบนเวบ็ 9) 

ผลการเรียนการออกแบบประสบการณ์ผู้ใช้และส่วน

ติดต่อผู้ใช้งาน และ 10) ผลการเรียนการสื�อสารข้อมูล

และเครอืขา่ยอนิเทอรเ์น็ต 

 

2. เตรียมข้อมูล  

ห ลั ง จ าก ที� ร วบ รว ม ข้ อ มู ล ใน หั ว ข้ อ  3.1 

เรียบร้อยแล้ว ขอ้มูลที�รวบรวมมาได้มขี้อมูลบางส่วนที�

จะต้องจดัการก่อนที�จะนําไปพัฒนาแบบจําลองดังนั �น

คณะผู้วิจ ัยจึงนําข้อมูลชุดนี�มาผ่านกระบวนการ Data 

Cleaning แ ล ะ  Data Transformation ห ลั ง จ า ก

Figure 2 Research Process
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	 เมื่อรวบรวมข้อมูลจาก Table 1 เรียบร้อยแล้ว  
คณะผู้วิจัยได้ท�ำการตรวจสอบความถูกต้องของข้อมูล จาก
นั้นแปลงข้อมูลให้อยู่ในรูปแบบไฟล์นามสกุล .CSV เพื่อที่จะ
น�ำเข้าไปสู่โปรแกรม Weka ดัง Figure 3

ข้อมูลผลการเรียนของนักศึกษาจ�ำนวน 196 คน แบ่งเป็น
ข้อมูลในกลุ่ม A1=70 B2=48 และ C3=78 เรคคอร์ด ดังนั้น 
คณะผู้วิจัยจึงปรับให้ข้อมูลมีความสมดุลด้วยวิธี Synthetic 
Minority Over-sampling TEchnique (SMOTE) ซึ่งวิธี 
SMOTE ใช้แก้ปัญหากรณีชุดข้อมูลที่ผลลัพธ์ของค�ำตอบที่
จะพยากรณ์มีสัดส่วนไม่เท่ากัน (Chawla et al., 2002) โดย
ปรับค่าพารามิเตอร์ ในการเพิ่มจ�ำนวนข้อมูลทุกกลุ่มตั้งแต่
ร้อยละ 100 ถึง 300 ผลการเพิ่มจ�ำนวนข้อมูล 100% จะได้ 
A1=142 B2=86 และ C3=108 เรคคอร์ด ผลการเพิ่มจ�ำนวน
ข้อมูล 200% จะได้ A1=224 B2=122 และ C3=168 เรคคอร์ด 
ผลการเพิ่มจ�ำนวนข้อมูล 300% จะได้ A1=324 B2=221 และ 
C3=274 เรคคอร์ดหลังจากปรับความไม่สมดุลของข้อมูลด้วย
วธิ ีSMOTE แล้วน�ำข้อมลูชดุนีไ้ปสร้างแบบจ�ำลองด้วยเทคนคิ
ต้นไม้ตัดสินใจ 3 วิธี ได้แก่ ID3 C4.5 และ CART

4. วัดประสิทธิภาพแบบจ�ำลอง 
	 ในงานวจิยันีใ้ช้วธีิการทดสอบประสิทธิภาพแบบจ�ำลอง 
ด้วยวิธี 10-fold cross validation เพื่อให้ข้อมูลทุกตัวมีโอกาส 
เป็นชดุทดสอบและชดุสอน โดยแบ่งข้อมลูออกเป็น 10 ชดุเท่า
กัน ใช้ 1 ชุดเป็นกลุ่มทดสอบ ข้อมูลอีก 9 ชุดเป็นกลุ่มที่ใช้ใน
การเรียนรู้และท�ำการวนซ�้ำจ�ำนวน 10 รอบ โดยเปลี่ยนกลุ่ม
ทดสอบไปเรือ่ย ๆ  จนครบ ในส่วนการวดัประสทิธภิาพค่าท่ีใช้
วัดประสิทธิภาพแบบจ�ำลองคือ ค่าความถูกต้อง (Accuracy) 
ค่าความแม่นย�ำ (Precision) และค่าระลึก (Recall) (Powers, 
2011; Han et al., 2012)

Table 1	 Features used for developing model

No. Courses Assessment

1 Introduction to Computer and Computer Architecture A, B+, B, C+,C, D+, D, F

2 Introduction to Programming A, B+, B, C+,C, D+, D, F

3 Statistics and Quantitative Analysis A, B+, B, C+,C, D+, D, F

4 Data Structure and Algorithms A, B+, B, C+,C, D+, D, F

5 Object-Oriented Programming A, B+, B, C+,C, D+, D, F

6 Discrete Mathematics A, B+, B, C+,C, D+, D, F

7 Database System A, B+, B, C+,C, D+, D, F

8 Web Programming A, B+, B, C+,C, D+, D, F

9 User Experience/User Interface Design A, B+, B, C+,C, D+, D, F

10 Data Communication and Inter-networking A, B+, B, C+,C, D+, D, F

11 Class - Game Technology and Digital Content Creation (A1)
- Network Technology and Cyber Security (B2)
- Digital Technology (C3)

  

                   

กระบวนการดงักล่าวจะได้คุณลกัษณะ (Attribute) ที�ใช้

ในการสรา้งแบบจาํลองมรีายละเอยีด ดงั Table 1 
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       เมื�อรวบรวมข้อมูลจาก  Table 1 เรียบร้อยแล้ว 

คณะผู้วจิยัได้ทําการตรวจสอบความถูกต้องของข้อมูล 

จากนั �นแปลงขอ้มูลให้อยู่ในรูปแบบไฟล์นามสกุล .CSV 

เพื�อที�จะนําเขา้ไปสู่โปรแกรม Weka ดงั Figure 3 

 

 
 

Figure 3 The examples of data used  

for developing the model 

 

3. พฒันาแบบจาํลองด้วยเทคนิคต้นไม้ตดัสินใจโดย

ใช้ อลักอริทึม ID3 C4.5 และ CART 

        หลังจากแป ลงข้อมู ล  (Data Transformation) 

เรยีบรอ้ยแล้ว คณะผูว้จิยัไดต้รวจสอบความถูกต้องและ

วิเคราะห์ข้อมูลแล้ว พบว่ามีข้อมูลบางกลุ่มที�มีจํานวน

น้อย ทําให้ข้อมูลที�รวบรวมมาได้ขาดความสมดุล ซึ�ง

ข้อมูลที� รวบรวมมาได้เป็นข้อมูลผลการเรียนของ

นักศกึษาจาํนวน 196 คน แบ่งเป็นขอ้มูลในกลุ่ม A1=70 

B2=48 และ C3= 78 เรคคอร์ด ดงันั �นคณะผูว้จิยัจงึปรบั

Figure 3 The examples of data used for  
developing the model

3. พัฒนาแบบจ�ำลองด้วยเทคนิคต้นไม้ตัดสินใจโดยใช้ 
อัลกอริทึม ID3 C4.5 และ CART
	 หลงัจากแปลงข้อมลู (Data Transformation) เรยีบร้อย
แล้ว คณะผู้วิจัยได้ตรวจสอบความถูกต้องและวิเคราะห์ข้อมูล
แล้ว พบว่ามีข้อมูลบางกลุ่มที่มีจ�ำนวนน้อย ท�ำให้ข้อมูลที่
รวบรวมมาได้ขาดความสมดุล ซึ่งข้อมูลท่ีรวบรวมมาได้เป็น
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5. พฒันาต้นแบบระบบแนะน�ำการเลอืกวิชาเอกของสาขา
วิชาเทคโนโลยีสารสนเทศและการสื่อสาร
	 หลงัจากทีพ่ฒันาแบบจ�ำลองแล้ว คณะผูว้จิยัเลอืกแบบ
จ�ำลองท่ีให้ประสิทธภิาพสงูท่ีสุด น�ำไปใช้ในการพฒันาต้นแบบ
ระบบแนะน�ำการเลอืกวชิาเอกของสาขาวชิาเทคโนโลยสีารสนเทศ

และการส่ือสาร โดยระบบพัฒนาด้วยภาษาพีเอชพี (PHP)  
ร่วมกับฐานข้อมลูมายเอสคิวแอล (MySQL) โดยโครงสร้างระบบ
แนะน�ำการเลือกวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศ
และการสื่อสาร ดัง Figure 4

ผลการวิจัย

1. ผลการพัฒนาแบบจ�ำลองเพ่ือแนะน�ำการเลอืกวชิาเอก 
ของสาขาวิชาเทคโนโลยีสารสนเทศและการส่ือสาร  
ด้วยเทคนิคต้นไม้ตัดสินใจ
	 ผลการประเมินประสิทธิภาพของแบบจ�ำลองด้วย
โปรแกรม Weka การประเมินประสิทธิภาพของแบบจ�ำลอง
ใช้วิธีทดสอบประสิทธิภาพด้วยวิธี 10-fold cross validation 
ซึง่ข้อมลูท่ีน�ำมาสร้างแบบจ�ำลองจะต้องผ่านกระบวนการปรบั
ความไม่สมดุลของข้อมูลด้วยวิธี SMOTE ก่อน จากนั้นจึงน�ำ
ข้อมูลที่ได้เข้าสู่กระบวนการจ�ำแนกข้อมูลด้วยเทคนิคต้นไม้
ตัดสินใจ 3 วิธี ได้แก่ ID3 C4.5 และ CART ซึ่งมีการทดสอบ
ประสิทธิภาพแบบจ�ำลองด้วยวิธี 10-fold cross validation  
เพือ่เปรยีบเทียบค่า Precision Recall และ Accuracy สามารถ
สรุปผลการวัดประสิทธิภาพของแบบจ�ำลองได้ดัง Table 2

  

                   

ใหข้อ้มูลมคีวามสมดุลดว้ยวธิ ีSynthetic Minority Over-

sampling TEchnique (SMOTE) ซึ� ง วิ ธี  SMOTE ใ ช้

แก้ ปัญหากรณีชุดข้อมูลที�ผลลัพธ์ของคําตอบที�จะ

พยากรณ์มสีดัส่วนไม่เท่ากนั (Chawla et al., 2002) โดย

ปรบัค่าพารามิเตอร์ ในการเพิ�มจํานวนข้อมูลทุกกลุ่ม

ตั �งแต่ร้อยละ 100 ถึง 300 ผลการเพิ�มจํานวนข้อมูล 

100% จะได้ A1=142 B2=86 และ C3= 108 เรคคอร์ด 

ผลการเพิ�มจาํนวนขอ้มูล 200% จะได ้A1=224 B2=122 

และ C3= 168 เรคคอร์ด ผลการเพิ�มจาํนวนขอ้มูล 300% 
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4. วดัประสิทธิภาพแบบจาํลอง  
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5. พฒันาต้นแบบระบบแนะนําการเลือกวิชาเอกของ
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ID3(Original data)      86.21 86.23 86.20 

C4.5 (Original data)   87.44 87.43 87.41 

CART(Original data)  86.13 86.16 86.15 
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Table 2	 The results of the model’s effectiveness evaluation

Method  Precision (%) Recall (%) Accuracy (%) 

ID3(Original data) 86.21 86.23 86.20

C4.5 (Original data) 87.44 87.43 87.41

CART(Original data) 86.13 86.16 86.15

SMOTE (100%) & ID3 88.24 88.23 88.21

SMOTE (200%) & ID3 89.54 89.55 89.52

SMOTE (300%) & ID3 90.45 90.44 90.42

SMOTE (100%) & C4.5 91.42 91.41 91.40

SMOTE (200%) & C4.5 93.33 93.32 93.20

SMOTE (300%) & C4.5 92.14 92.13 92.10

SMOTE (100%) & CART 87.32 87.30 87.31

SMOTE (200%) & CART 88.63 88.64 88.61

SMOTE (300%) & CART 89.41 89.43 89.42

	 จาก Table 2 ผลการประเมินประสิทธิภาพของ 
แบบจ�ำลอง โดยข้อมูลมีการปรับความไม่สมดุลของข้อมูล
ด้วยวิธี SMOTE โดยเพิ่มจ�ำนวนข้อมูลตั้งแต่ร้อยละ 100 
ถึง 300 ผลการทดลองพบว่าขนาดชุดข้อมูลท่ีสามารถเพิ่ม
ประสิทธิภาพของแบบจ�ำลองได้ดีที่สุด คือร้อยละ 200 แบบ
จ�ำลองที่ให้ประสิทธิภาพสูงที่สุดคือ SMOTE (200%) & 
C4.5 มีค่าความถูกต้อง (Accuracy) เท่ากับ 93.20% ค่า 

ความแม่นย�ำ (Precision) เท่ากับ 93.33% และค่าระลึก  
(Recall) เท่ากับ 93.32% แบบจ�ำลองนี้ให้ผลลัพธ์ คือกฎที่ใช้
ในการตัดสินใจจ�ำนวน 21 กฎ โดยกฎที่ได้นี้สามารถน�ำไปใช้
ในการพฒันาต้นแบบระบบแนะน�ำวชิาเอกของสาขาเทคโนโลยี
สารสนเทศและการสื่อสารได้ ขอยกตัวอย่างกฎที่ได้จากแบบ
จ�ำลองจ�ำนวน 2 กฎ ดังนี้
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	 IF network=B AND web=C THEN=C3

	 ถ้า ผลการเรียนการส่ือสารข้อมูลและเครือข่าย
อินเทอร์เน็ตเกรด B และผลการเรียนการเขียนโปรแกรมบน
เว็บเกรด C แล้วนักศึกษาจะเลือกวิชาเอกเทคโนโลยีดิจิทัล

	 IF network=B AND web=A THEN=A1

	 ถ้า ผลการเรียนการส่ือสารข้อมูลและเครือข่าย
อินเทอร์เน็ตเกรด B และผลการเรียนการเขียนโปรแกรม 
บนเว็บ เกรด A แล้วนักศึกษาจะเลือกวิชาเอกเทคโนโลยีเกม
และการผลิตดิจิทัลคอนเทนท์

2. ผลการพัฒนาต้นแบบระบบแนะน�ำการเลือกวิชาเอก
ของสาขาวิชาเทคโนโลยีสารสนเทศและการสื่อสาร
	 ต้นแบบระบบแนะน�ำการเลอืกวชิาเอกของสาขาวชิา 
เทคโนโลยีสารสนเทศและการสื่อสาร ภาพด้านล่างเป็น 
ภาพหน้าหลักของระบบ ดัง Figure 5

3. ผลการประเมินความพึงพอใจของผู้ใช้ระบบ
	 คณะผูว้จิยัได้ศกึษาความพงึพอใจของผูใ้ช้ระบบแนะน�ำ
วิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและการส่ือสาร  
โดยใช้แบบสอบถามความพึงพอใจจากผู้ใช้ที่เป็นนักศึกษา
จ�ำนวน 30 คน ในแบบสอบถามใช้มาตราส่วนประมาณค่า 
(rating scale) 5 ระดับ คือ มากที่สุด มาก ปานกลาง น้อย 
และน้อยที่สุด ใช้เกณฑ์การแปล ความหมายของ (บุญชม  
ศรีสะอาด, 2560) ดังนี้ ผลปรากฏดัง Table 3

	 4.51-5.00 หมายถึง เห็นด้วยมากที่สุด 

	 3.51-4.50 หมายถึง เห็นด้วยมาก 

	 2.51-3.50 หมายถึง เห็นด้วยปานกลาง 

	 1.51-2.50 หมายถึง เห็นด้วยน้อย 

	 1.00-1.50 หมายถึง เห็นด้วยน้อยที่สุด

  

                   

Method                  Precision                                 

                                    (%)     

 Recall 

   (%) 

Accuracy 

(%) 

& ID3 

SMOTE (200%)        89.54                           

& ID3 

89.55      89.52 

SMOTE (300%)        90.45 

& ID3 

90.44 90.42 

 

SMOTE (100%)        91.42 

& C4.5 

91.41 91.40 

SMOTE (200%)        93.33 

& C4.5 

93.32      93.20 

SMOTE (300%)        92.14 

& C4.5 

92.13 92.10 

SMOTE (100%)        87.32           

& CART 

87.30 87.31 

SMOTE (200%)        88.63 

& CART 

88.64       88.61 

SMOTE (300%)        89.41       

& CART 

89.43       89.42 

 

จาก  Table 2 ผ ล กา ร ป ร ะ เ มิ น ป ร ะ 

สทิธิภาพของแบบจําลอง โดยขอ้มูลมกีารปรบัความไม่

สมดุลของขอ้มูลด้วยวิธ ีSMOTE โดยเพิ�มจํานวนขอ้มูล

ตั �งแต่รอ้ยละ ��� ถงึ 3�� ผลการทดลองพบว่าขนาดชุด

ขอ้มูลที�สามารถเพิ�มประสิทธิภาพของแบบจําลองได้ดี

ที�สุด คือร้อยละ 200 แบบจําลองที�ให้ประสิทธิภาพสูง

ที� สุดคือ SMOTE (200%) & C4.5 มีค่าความถูกต้อง 

(Accuracy) เท่ า กั บ  93.20 %  ค่ า ค ว า ม แ ม่ น ยํ า 

(Precision) เท่ ากับ  93.33%  และค่ าร ะลึก  (Recall) 

เท่ากบั 93.32%  แบบจําลองนี�ให้ผลลัพธ์ คือกฎที�ใชใ้น

การตัดสินใจจํานวน 21 กฎ โดยกฎที�ได้นี� สามารถ

นําไปใช้ในการพฒันาต้นแบบระบบแนะนําวชิาเอกของ

สาขาเทคโนโลยีสารสนเทศและการสื�อสารได้  ขอ

ยกตวัอย่างกฎที�ไดจ้ากแบบจาํลองจาํนวน 2 กฎ ดงันี� 

IF network = B AND web = C THEN = C3 

ถ้ า  ผ ลการเรียนก ารสื� อสารข้อมู ล และเครือข่ าย

อนิเทอรเ์น็ตเกรด B และผลการเรยีนการเขยีนโปรแกรม

บนเวบ็เกรด C แล้วนักศกึษาจะเลอืกวชิาเอกเทคโนโลยี

ดจิทิลั 

 

IF network = B AND web = A THEN = A1 

ถ้ า  ผ ลการเรียนก ารสื� อ สารข้อมู ล และเครือข่ าย

อนิเทอรเ์น็ตเกรด B และผลการเรยีนการเขยีนโปรแกรม

บนเวบ็ เกรด A แลว้นักศกึษาจะเลอืกวชิาเอกเทคโนโลยี

เกมและการผลติดจิทิลัคอนเทนท ์

 

2. ผลการพัฒนาต้นแบบระบบแนะนําการเลือก

วิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและการ

สื�อสาร 

 ต้นแบบระบบแนะนําการเลือกวิช าเอกของ

สาขาวิชาเทคโนโลยีสารสนเทศและการสื�อสาร ภาพ

ดา้นล่างเป็นภาพหน้าหลกัของระบบ ดงั Figure 5 
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 ผู้ใช้สามารถกรอกข้อมูลผลการเรียนเพื�อให้

ระบบแนะนําการเลอืกวชิาเอกของสาขาวชิาเทคโนโลยี

สารสนเทศและการสื�อสาร ดงั Figure  6 
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 หลังจากที�กรอกข้อมูลด้านบนเรียบร้อยแล้ว

ระบบจะแนะนําวิชาเอกของสาขาวิชาเทคโนโลยี

สารสนเทศและการสื�อสาร ดงั Figure  7 
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 หลังจากที�กรอกข้อมูลด้านบนเรียบร้อยแล้ว

ระบบจะแนะนําวิชาเอกของสาขาวิชาเทคโนโลยี

สารสนเทศและการสื�อสาร ดงั Figure  7 

 

Figure 6 Screen design for fill in the grades

Figure 5 Screen design for main homepage

	 ผู้ใช้สามารถกรอกข้อมูลผลการเรียนเพื่อให้ระบบ
แนะน�ำการเลือกวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศ
และการสื่อสาร ดัง Figure 6

Figure 7 Screen design for recommendation of a major in 
Information and Communication Technology

  

                   

 
 

Figure 7 Screen design for recommendation of a 

major in Information and Communication 

Technology 

 

 

 

 

 

3. ผลการประเมินความพึงพอใจของผู้ใช้ระบบ 

คณะผู้วิจ ัยได้ศึกษาความพึงพอใจของผู้ใช้

ระบบแนะนําวชิาเอกของสาขาวชิาเทคโนโลยสีารสนเทศ

และการสื�อสาร โดยใช้แบบสอบถามความพงึพอใจจาก

ผู้ใช้ที�เป็นนักศึกษาจํานวน �� คน ในแบบสอบถามใช้

มาตราส่วนประมาณค่า (rating scale) 5 ระดบั คอื มาก

ที�สุด มาก ปานกลาง น้อย และน้อยที�สุด ใช้เกณฑ์การ

แปล ความหมายของ (บุญชม ศรีสะอาด, 2560) ดังนี� 

ผลปรากฏดงั Table 3 

4.51-5.00 หมายถงึ เหน็ดว้ยมากที�สุด  

3.51-4.50 หมายถงึ เหน็ดว้ยมาก  

2.51-3.50 หมายถงึ เหน็ดว้ยปานกลาง  

1.51-2.50 หมายถงึ เหน็ดว้ยน้อย  

1.00-1.50 หมายถงึ เหน็ดว้ยน้อยที�สุด 

 

Table 3 The average score of user satisfaction towards the recommendation system  

 

Assessment item X  S.D. level 

1. The ability to recommend a major in Information and 

Communication Technology using decision tree techniques 

3.77 0.94 Good 

2. The ability to display results for considering a major from the 

committee 

3.65 0.96 Good 

3. The system's ability to display the history of the recommendation 

for choosing a major in Information and Communication 

Technology 

3.73 0.89 Good 

4. The system's ability to display graphs comparing the number of 

users in each major in Information and Communication Technology 

3.57 0.96 Good 

5. Show the results of the recommendation for choosing a major in 

Information and Communication Technology correctly 

3.70 0.96 Good 

6. The accuracy of data recording on the web application 3.63 0.84 Good 

7. The accuracy for updating data on the web application 3.53 0.94 Good 

8. Ease of use of the web application 3.73 0.96 Good 

9. The appropriateness of the screen design 3.57 0.89 Good 

10.The appropriateness of user interaction 3.67 0.97  Good 

11. The appropriateness of web application security 3.65 0.89 Good 

12. Overall satisfaction with web application usage 3.72 0.96 Good 

Overall assessment results 3.66 0.93 Good 

  

	 หลังจากที่กรอกข้อมูลด้านบนเรียบร้อยแล้วระบบ 
จะแนะน�ำวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและ 
การสื่อสาร ดัง Figure 7
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	 ผลการประเมนิความพงึพอใจของผูใ้ช้เวบ็แอปพลเิคชนั 
แนะน�ำวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและการ
สื่อสาร จ�ำนวน 30 คน ประกอบด้วยรายการประเมิน 12 ข้อ 
พบว่าโดยรวมอยู่ในระดับมาก ( =3.66, S.D.=0.93) ข้อท่ีมี
ค่าเฉลี่ยสูงสุด 3 อันดับแรก คือ ความสามารถของการแนะน�ำ
วิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและการส่ือสาร
ด้วยเทคนิคต้นไม้ตัดสินใจ อยู่ในระดับความพึงพอใจมาก  
( =3.77, S.D.=0.94) รองลงมา คือ ความสามารถของระบบ
ในการแสดงผลประวัติการวิเคราะห์วิชาเอก อยู่ในระดับความ
พึงพอใจมาก ( =3.73, S.D.=0.89) และความง่ายต่อการใช้
งานเวบ็แอปพลเิคชนั อยูใ่นระดับความพงึพอใจมาก ( =3.73, 
S.D.=0.96) ดังแสดงใน Table 3 

สรุปผลการวิจัยและข้อเสนอแนะ
	 บทความนี้น�ำเสนอแบบจ�ำลองเพื่อแนะน�ำการเลือก
วิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศและการส่ือสาร 
โดยมีการเปรียบเทียบประสิทธิภาพของแบบจ�ำลองท่ีพัฒนา
ด้วยเทคนิคต้นไม้ตัดสินใจ 3 วิธี คือ อัลกอริทึม ID3 C4.5 
และ CART และศึกษาความพึงพอใจของผู้ใช้ระบบแนะน�ำ 
การเลือกสาขาวิชาเอกของสาขาวิชาเทคโนโลยีสารสนเทศ
และการส่ือสาร ข้อมูลท่ีน�ำมาสร้างแบบจ�ำลองเป็นข้อมูล 
ผลการเรียนของนักศึกษาซึ่งประกอบด้วย ผลการเรียน 10 
รายวิชา เนื่องจากข้อมูลท่ีรวบรวมมาได้มีข้อมูลบางกลุ่มที่มี
จ�ำนวนน้อย ดังนัน้คณะผูว้จิยัจงึปรบัความไม่สมดุลของข้อมลู
ด้วยวิธี SMOTE โดยปรับค่าพารามิเตอร์ ในการเพิ่มจ�ำนวน

ข้อมูลตั้งแต่ร้อยละ 100 ถึง 300 หลังจากปรับความไม่สมดุล
ของข้อมูลด้วยวิธี SMOTE แล้วน�ำข้อมูลชุดนี้ไปสร้างแบบ
จ�ำลองด้วยเทคนิคต้นไม้ตัดสินใจ 3 วิธี คือ ID3 C4.5 และ 
CART ซึง่การทดสอบประสิทธภิาพแบบจ�ำลองด้วยวธิ ี10-fold 
cross validation ผลการทดสอบประสทิธภิาพของแบบจ�ำลอง
พบว่าแบบจ�ำลองท่ีพฒันาด้วยอลักอรทิมึ C4.5 ให้ประสทิธภิาพ 
ดีท่ีสุด โดยมค่ีาความถกูต้องเท่ากับ 93.20 % ค่าความแม่นย�ำ
เท่ากับ 93.33% และค่าระลึกเท่ากับ 93.32% ส�ำหรับผลการ
ประเมินความพึงพอใจจากผู้ใช้งานระบบ จ�ำนวน 30 คน  
พบว่าในภาพรวมผู้ใช้งานมีความพึงพอใจต่อระบบมีค่าเฉลี่ย
เท่ากับ 3.66 และ ค่าส่วนเบี่ยงเบนมาตรฐานเท่ากับ 0.93  
ซึ่งสรุปได้ว่าผู ้ใช้งานมีความพึงพอใจอยู่ในระดับ มาก  
ผลการวิจัยนี้สอดคล้องกับงานวิจัยของ ธนพร คล้ายทอง และ  
ชุติพนธ์ ศรีสวัสดิ์ (2566) ที่แสดงให้เห็นว่าการประยุกต์ใช้วิธี 
เทคนิคต้นไม้ตัดสินใจ (Decision Tree) น�ำสร้างแบบจ�ำลอง
ในการพยากรณ์ข้อมูลให้ประสิทธิภาพในระดับดีและสามารถ
น�ำไปประยุกต์ใช้งานได้ 

ข้อเสนอแนะ
	 ข้อเสนอแนะในการท�ำวจิยัในอนาคต ควรน�ำคุณลกัษณะ
อ่ืนมาใช้ในการวิเคราะห์ข้อมูล เช่น ข้อมูลความสนใจ หรือ
ความสามารถพิเศษของนักศึกษามาวิเคราะห์เพิ่มเติม เพื่อ
เพิ่มประสิทธิภาพของแบบจ�ำลอง และควรพัฒนาในรูปแบบ
ของ Mobile Application ที่สามารถใช้งานได้ง่าย

Table 3	 The average score of user satisfaction towards the recommendation system 

Assessment item S.D. level

1. The ability to recommend a major in Information and Communication Technology using decision tree 
techniques

3.77 0.94 Good

2. The ability to display results for considering a major from the committee 3.65 0.96 Good

3. The system’s ability to display the history of the recommendation for choosing a major in Information 
and Communication Technology

3.73 0.89 Good

4. The system’s ability to display graphs comparing the number of users in each major in Information  
and Communication Technology

3.57 0.96 Good

5. Show the results of the recommendation for choosing a major in Information and Communication  
Technology correctly

3.70 0.96 Good

6. The accuracy of data recording on the web application 3.63 0.84 Good

7. The accuracy for updating data on the web application 3.53 0.94 Good

8. Ease of use of the web application 3.73 0.96 Good

9. The appropriateness of the screen design 3.57 0.89 Good

10. The appropriateness of user interaction 3.67 0.97  Good

11. The appropriateness of web application security 3.65 0.89 Good

12. Overall satisfaction with web application usage 3.72 0.96 Good

Overall assessment results 3.66 0.93 Good
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