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บทคัดย่อ 
ข้อมูลรบกวนเป็นปัญหาหลักที่พบในชุดข้อมูล ซึ่งหากเกิดกับตัวแปรตามจะน�ำไปสู่การเรียนรู้กลุ่มที่ผิดพลาด จึงต้องจัดการกับ
ข้อมลูรบกวนก่อนน�ำไปวเิคราะห์จ�ำแนกกลุม่ข้อมลู โดยงานวจิยันีม้วีตัถปุระสงค์เพือ่เปรยีบเทยีบประสทิธภิาพของวธิกีารจดัการ
ข้อมูลรบกวนท่ีเกิดขึ้นในตัวแปรตามของตัวแบบการจ�ำแนกระหว่างวิธีการขจัดข้อมูลรบกวนด้วยตัวกรองข้อมูล 4 วิธี ได้แก่  
วิธี Condensed Nearest Neighbor (CNN), วิธี Edited Nearest Neighbors (ENN), วิธี Cross-Validated Committees Filter 
(CVCF) และ วธิ ีIterative Partitioning Filter (IPF) และวธิกีารปรบัค่าตวัแปรตามท่ีมกีารใช้ตวักรองข้อมลูรบกวนจากวธิกีารขจดั
ข้อมลูรบกวนร่วมกบัการประมาณค่าทดแทนพห ุ3 วธิ ีได้แก่ วธิ ีpolytomous regression (polyreg), วธิป่ีาสุ่ม (random forest: rf) 
และ วธิ ีmultiple imputation through XGBoost (mixgb) โดยศึกษาผ่านการจ�ำลองข้อมลูแบบมอนตคิาร์โล ภายใต้สถานการณ์ของ
ขนาดตวัอย่างเท่ากบั 100, 500 และ 1,000 หน่วย ปรมิาณข้อมลูรบกวนเท่ากับ 10%, 20%, 30% และ 40% โดยประสิทธภิาพของ
วธิกีารจัดการข้อมลูรบกวน พจิารณาจากค่า F1 ของตวัแบบการจ�ำแนก 4 วธิ ีได้แก่ วธิเีพือ่นบ้านใกล้ท่ีสดุ, วธิป่ีาสุม่, วธินีาอฟีเบย์ 
และวธิซีพัพอร์ตเวกเตอร์แมชชีน และเปรยีบเทยีบประสิทธภิาพด้วยการวเิคราะห์ความแปรปรวนหลายทาง ผลการศกึษาพบว่า 
วธิกีารจดัการข้อมลูรบกวนมอีทิธพิลปฏสิมัพนัธ์กับทกุปัจจยั ได้แก่ ขนาดตวัอย่าง ปรมิาณข้อมลูรบกวน และตวัแบบการจ�ำแนก 
ทีส่่งผลให้ค่าประสิทธภิาพ F1 แตกต่างกันอย่างมนียัส�ำคัญทางสถติทิีร่ะดับ .05 โดยหากตวัอย่างขนาดเลก็ (n = 100) การปรบัค่า 
ตัวแปรตามจะมีแนวโน้มดีกว่าการขจัดข้อมูลรบกวน แต่เมื่อขนาดตัวอย่างขนาดใหญ่ขึ้นท้ัง 2 วิธีจะมีประสิทธิภาพ 
ใกล้เคียงกัน เมื่อปริมาณข้อมูลรบกวนเพิ่มขึ้นค่าประสิทธิภาพ F1 มีแนวโน้มลดลง และประสิทธิภาพของวิธีการจัดการด้วยการ
ปรับค่าตัวแปรตามมีแนวโน้มดีกว่าในทุกตัวแบบ ในภาพรวมประสิทธิภาพของวิธีการปรับค่าตัวแปรตามด้วยตัวกรอง ENN  
ร่วมกับการประมาณค่าทดแทนพหุด้วยวิธี polyreg มีแนวโน้มให้ค่าประสิทธิภาพ F1 สูงสุดเกือบทุกกรณี ยกเว้นกรณีที่ขนาด
ตัวอย่างเป็น 1,000 หน่วย ที่วิธีการ ENN จะมีประสิทธิภาพสูงสุด ผลการวิจัยนี้ท�ำให้ได้ข้อค้นพบถึงวิธีการจัดการข้อมูลรบกวน
ที่เหมาะสมกับแต่ละสถานการณ์การจ�ำแนกกลุ่มข้อมูล
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บทน�ำ
คณุภาพของข้อมลูมคีวามส�ำคัญอย่างยิง่ต่อการวเิคราะห์ข้อมลู 
โดยเฉพาะการเรียนรู้แบบมีผู้สอน (supervised learning)  
ในการเรียนรู้ของเครื่อง (machine learning) ที่ใช้ส�ำหรับ
การจ�ำแนกกลุ่มข้อมูล (classification) โดยชุดข้อมูลเรียนรู้  
(training data) จะต้องมคุีณภาพเพยีงพอ เพือ่ให้ผลการท�ำนาย
ในชุดข้อมูลใหม่มีความถูกต้องแม่นย�ำ (Moura et al., 2022) 
ข้อมูลรบกวน (noisy data) เป็นปัญหาหลักที่พบในชุดข้อมูล 
(Nguyen-Van, 2020; Zhu & Wu, 2004) โดยเป็นความผดิพลาด 
ทีเ่กิดขึน้อย่างสุม่ ซึง่สามารถเกิดได้ทัง้ในกระบวนการจ�ำแนก 
(classification) ที่มีตัวแปรตามเป็นตัวแปรจัดประเภท หรือ
กระบวนการถดถอย (regression) ที่มีตัวแปรตามเป็น
ตัวแปรต่อเนื่อง ซึ่งปัญหาข้อมูลรบกวนที่เกิดขึ้นนี้จะส่งผลต่อ
ประสทิธภิาพของการวเิคราะห์ข้อมลู เพิม่เวลา และความซบัซ้อน 
ในการวิเคราะห์ 

	 ข้อมลูรบกวนสามารถเกดิได้กับตวัแปรทัง้ 2 ประเภท 
ในตัวแบบ ทั้งตัวแปรอิสระหรือตัวแปรคุณลักษณะ  
(attribute variable) และตวัแปรตาม (class variable) โดยข้อมลู
รบกวนท่ีเกิดกบัตวัแปรอสิระ เป็นข้อมลูทีม่ค่ีาผดิพลาด สญูหาย 
ไม่สมบรูณ์ หรอืข้อมลูไม่ตรงตามช่วงหรอืลกัษณะข้อมลูท่ีควร 
จะเป็น ซึ่งจะเรียกข้อมูลรบกวนนี้ว่า “attribute noise” ส่วน
ข้อมูลรบกวนท่ีเกิดกับตัวแปรตามจะเรียกว่า class noise 
หรือ label noise เป็นการระบุกลุ่มของข้อมูลผิดพลาดที่อาจ

จะเกิดจากตัวบุคคลที่ท�ำหน้าที่ระบุกลุ่มผิดพลาด หรือข้อมูล 
ที่น�ำมาใช้ตัดสินกลุ่มไม่มีคุณภาพเพียงพอ หรือเครื่องมือ 
ทีใ่ช้ในการเก็บข้อมลูบกพร่อง และมปัีญหาอืน่ๆ เกิดขึน้ระหว่าง
การด�ำเนินการระบุกลุ่มข้อมูล (Sáez et al., 2013; García  
et al., 2019) โดยข้อมูลรบกวนที่เกิดกับตัวแปรตามนี้จะน�ำ 
ไปสู่การเรียนรู้กลุ่มที่ผิดพลาดเมื่อน�ำไปวิเคราะห์จ�ำแนก 
กลุ่มข้อมูล 

	 ปัญหาข้อมลูรบกวนสามารถเกดิขึน้ได้ในหลายบรบิท 
เช่น ในทางการแพทย์ พบว่า สามารถเกิดข้อมูลรบกวนจาก
การระบุกลุ่มโรคผิดพลาด โดยข้อผิดพลาดนี้มาจากตัวบุคคล
ผูร้ะบกุลุม่เองทีอ่าจจะท�ำงานภายใต้ความซบัซ้อน กดดัน และ
เหนื่อยล้า (Sáez et al., 2016) ในทางวิทยาศาสตร์อาจเกิด
ข้อมูลรบกวนจากเครื่องมือท่ีใช้วัดเกิดความบกพร่อง ท�ำให้
ได้ข้อมูลท่ีคลาดเคลื่อนจากความเป็นจริง โดยเมื่อพิจารณา
ถึงในบริบททางการศึกษา พบว่า ในปัจจุบันได้มีการใช้สื่อ
เทคโนโลยี ปัญญาประดิษฐ์ (Artificial Intelligence: AI) ใน
การจัดการเรียนการสอน รวมทั้งมีการน�ำหลักการเรียนรู้
ของเครื่อง และการวิเคราะห์เหมืองข้อมูลทางการศึกษา  
มาวเิคราะห์การเรยีนรู ้และพฒันาตวัแบบเชงิท�ำนายเพือ่พฒันา
และปรบัปรงุคุณภาพของผูเ้รยีน ข้อมลูท่ีเข้ามาจะมขีนาดใหญ่ 
และมาจากหลายๆ แหล่ง ท�ำให้พบปัญหาข้อมูลรบกวนที่เป็น
ปัญหาส�ำคญัท่ีต้องจดัการก่อนน�ำไปวเิคราะห์ (Hassan et al.,  
2020) ตัวอย่างของปัญหาข้อมูลรบกวนในทางการศึกษา  

Abstract 
Noisy data is a major problem often encountered in datasets. When noise affects the dependent variable, it can lead 
to incorrect group in classification. Therefore, it is essential to handle noise before analyzing and classifying the data. 
This research aims to compare the effectiveness of class noise handling method in classification model between 
noise removal methods using four noise filter: Condensed Nearest Neighbor (CNN), Edited Nearest Neighbors (ENN), 
Cross-Validated Committees Filter (CVCF), and Iterative Partitioning Filter (IPF), and relabel methods that utilize noise 
filter from noise removal methods along with multiple imputation from three methods: polytomous regression (polyreg), 
random forest (rf), and multiple imputation through XGBoost (mixgb). The study is conducted through Monte Carlo 
simulation under the scenario with sample sizes of 100, 500, and 1,000 units, and noise level of 10%, 20%, 30%, 
and 40%. The performance of noise handling methods is evaluated based on the F1 score of four data classification  
models: k-NN, Random Forest, Naïve Bayes, and Support Vector Machine. Comparison is done through N-Way 
analysis of variance (N-Way ANOVA). The study found that the class noise handling methods have an interaction  
effect with all factors, including sample size, noise level, and classification model, affecting the F1 score significantly  
at the .05 level of significance. For small sample sizes (n = 100), relabel method tended to perform better than remove 
method. However, as sample size increased, both methods showed similar performance. Overall, the combination of 
ENN noise filter with polytomous regression imputation tended to yield the highest F1 score in most cases, except for 
sample sizes of 1,000 units where ENN alone showed the highest performance. The findings of this research provide 
insights into appropriate class noise handling methods for different data classification scenarios.

Keywords:	 Noisy data, classification, multiple imputation, machine learning, noise filter
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เช่น การจัดการเรียนการสอนรูปแบบใหม่ในลักษณะของ
ห้องเรียนอัจฉริยะ (smart classroom) ที่มีการใช้ท้ังระบบ
ออนไลน์ หรอืออฟไลน์ และมกีารใช้ระบบปัญญาประดิษฐ์ร่วม
กับการเรียนรู้ของเครื่องในการจัดกลุ่มผู้เรียนจากพฤติกรรม 
และอารมณ์ความรู้สึก การที่ต้องพิจารณาตัดสินกลุ่มจากคุณ
ลักษณะหลายๆ อย่างที่มีการน�ำเข้าข้อมูลจากเครื่องมือหรือ
อปุกรณ์หลายแหล่งพร้อมกัน อาจท�ำให้เกิดความคลาดเคลือ่น
ในการท�ำนายกลุม่ผูเ้รยีน ซึง่ท�ำให้เกดิข้อมลูรบกวนในตวัแปร
ตาม นอกจากนีข้้อมลูรบกวนอาจเกิดได้ในกรณทีีต่วับคุคลผูใ้ห้
คะแนนเองท้ังเพือ่นร่วมชัน้และครเูกิดความคลาดเคลือ่น หรอื
อคติในการให้คะแนนเพื่อระบุกลุ่มของผู้เรียนในการวัดและ
ประเมนิผลการเรยีนรู ้เมือ่ต้องประเมนิผลจากการท�ำกิจกรรมท่ี
มกีารลงมอืปฏบิตัจิรงิ พฤตกิรรมในการเรยีนรู ้และการน�ำเสนอ
ที่มีหลายตัวชี้วัดพร้อมกัน (Kim et al., 2018; Miller & Soh, 
2013) จากตวัอยา่งดงักลา่วจะเหน็ได้วา่การเกดิขอ้มลูรบกวน
ที่ตัวแปรตามสามารถเกิดได้หลายสถานการณ์ตามบริบทจริง 
ซึ่งในสถานการณ์จริงการระบุว่ากลุ่มที่ระบุเป็นข้อมูลรบกวน
หรือเป็นกลุ่มท่ีถูกต้อง สามารถกระท�ำได้หลายวิธี เช่น การ
ส�ำรวจข้อมูลโดยใช้สถิติบรรยาย เพื่อดูลักษณะข้อมูล และ
ความสมัพนัธ์ของตวัแปรต่างๆ ก่อนน�ำข้อมลูไปวเิคราะห์ หรอื
ใช้การแบ่งกลุ่มข้อมูล (clustering) ในการจัดกลุ่มเพื่อดูความ
แตกต่างของกลุม่ท่ีจดัขึน้กับกลุม่ท่ีระบ ุนอกจากนีย้งัสามารถใช้
การจ�ำแนก (classification) ด้วยตวัแบบต่างๆ ในการระบกุลุม่ 
โดยหากกลุ่มที่ได้จากการท�ำนายไม่ตรงกับกลุ่มที่เก็บข้อมูล
มา หรือไม่ตรงกับกลุ่มของข้อมูลอื่นท่ีมีคุณลักษณะใกล้เคียง
กันก็จะสามารถบอกได้ว่าอาจจะเป็นข้อมูลรบกวน (Frénay 
& Verleysen, 2013)

	 นอกจากนีก้ารเกิดข้อมลูรบกวนในตวัแปรตามสามารถ
เกิดได้อย่างมีรูปแบบ โดย Schafer and Graham (2002) ได้
ศึกษาไว้จ�ำนวน 3 รูปแบบท่ีแตกต่างกัน ได้แก่ 1) NCAR 
(Noise Completely at Random) เป็นข้อมูลรบกวนที่เกิดขึ้น
อย่างอิสระโดยไม่ขึ้นกับตัวแปรอิสระและตัวแปรตาม 2) NAR 
(Noise at Random) เป็นข้อมูลรบกวนที่เกิดขึ้นโดยขึ้นอยู่กับ
ค่าของตัวแปรตาม และ 3) NNAR (Noise not at Random) 
เป็นข้อมลูรบกวนทีเ่กิดขึน้โดยขึน้อยูกั่บค่าของตวัแปรอสิระและ 
ตวัแปรตาม ซึง่โดยธรรมชาตขิองข้อมลูจรงิ รปูแบบของข้อมลู
รบกวนทีเ่กิดขึน้โดยทัว่ไปมกัจะเป็นแบบ NNAR เนือ่งจากการ
เกิดข้อมูลรบกวนในตัวแปรตาม อาจเกิดมาจากการระบุกลุ่ม 
ผิดพลาดอันเนื่องมาจากข้อมูลจากตัวแปรอิสระที่เกิด 
ความคลาดเคลื่อนจากการบันทึกข้อมูลโดยผู้วิจัยเอง หรือ 
ผูใ้ห้ข้อมลูมกีารให้ข้อมลูไม่ครบถ้วนหรอืปกปิดข้อมลูบางส่วนไว้  
โดยปัจจบุนัยงัมงีานวจิยัจ�ำนวนน้อยท่ีศกึษาการจัดการกับข้อมลู
รบกวนรูปแบบนี้ งานวิจัยนี้จึงมุ่งศึกษาเฉพาะปัญหาข้อมูล
รบกวนที่เกิดกับตัวแปรตามที่มีลักษณะการเกิดแบบ NNAR 

	 จากการศึกษางานวจิยัทีเ่กีย่วข้องในเรือ่งการจดัการ
กับปัญหาข้อมูลรบกวนท่ีตัวแปรตาม พบว่าสามารถกระท�ำ
ได้ 2 กระบวนการ ได้แก่ 1) กระบวนการระดับอัลกอริทึม 
เป็นการใช้ตัวแบบที่มีความทนต่อข้อมูลรบกวน โดยไม่ต้องมี
การจัดการกับข้อมูลรบกวนก่อนน�ำไปวิเคราะห์ (Miao et al., 
2015) และ 2) กระบวนการระดับข้อมูล เป็นการจัดการกับ
ข้อมูลรบกวนโดยการขจัดข้อมูลรบกวน (remove) หรือปรับ
ค่าของข้อมูลใหม่ (relabel) นิยมใช้ในอัลกอริทึมท่ีไม่ทนต่อ
ข้อมูลรบกวน หรือต้องการเพิ่มประสิทธิภาพของอัลกอริทึม 
(Brodley & Friedl, 1999) ส�ำหรับวิธีการขจัดข้อมูลรบกวนจะ
ใช้ ตวักรองข้อมลูรบกวน (noise filter) ซึง่แบ่งออกเป็น 2 กลุม่ 
ได้แก่ กลุ่ม similarity ท่ีมีวิธีการพิจารณาข้อมูลรบกวนโดย
ใช้เทคนิคเพื่อนบ้านใกล้ที่สุด (k-Nearest Neighbors: k-NN) 
และเทคนิคอื่นๆ ที่พิจารณาระยะทางระหว่างข้อมูล ตัวอย่าง 
ได้แก่ All-k Edited Nearest Neighbors (AENN), Blame 
Based Noise Reduction (BBNR), Condensed Nearest 
Neighbor (CNN) และ Edited Nearest Neighbors (ENN) 
และกลุ่ม ensemble ที่มีวิธีการพิจารณาข้อมูลรบกวนโดยใช้
ตวัแบบในการจ�ำแนกหลายๆ ครัง้ เพือ่ตรวจสอบข้อมลูรบกวน 
ตัวอย่างได้แก่ Cross-Validated Committees Filter (CVCF), 
Ensemble Filter (EF), High Agreement Random Forest 
(HARF) และ Iterative Partitioning Filter (IPF) ซึ่งการใช้ตัว
กรองข้อมูลรบกวนจะด�ำเนินการกับข้อมูลหลังตรวจพบด้วย
การขจัดท้ังแถวข้อมูลออกจากชุดข้อมูล ซึ่งจะเกิดเป็นข้อมูล
สูญหาย ที่ท�ำให้สูญเสียข้อมูลบางส่วนในการน�ำไปเรียนรู้ 

	 ส่วนการจัดการข้อมลูรบกวนในรปูแบบของการปรบัค่า
ข้อมลูตวัแปรตาม โดยไม่ขจดัแถวข้อมลูออกจากชดุข้อมลู มงีาน
วจิยัเสนอวธิกีารไว้อย่างหลากหลาย เช่น การปรบัค่าด้วยการ
เรียนรู้ค่าที่ถูกต้อง (Self- training correction) โดยใช้ตัวกรอง
ข้อมลูรบกวนออกแล้วให้ตวัแบบเรยีนรูจ้ากค่าทีไ่ม่ได้เป็นข้อมลู
รบกวน และสร้างค่าใหม่ที่ถูกต้องขึ้นมาทดแทน (Nicholson  
et al., 2016) หรอืใช้การจดักลุม่ข้อมลูด้วย k-means เพือ่ตรวจ
สอบข้อมูลรบกวน แล้วใช้ตัวแบบท�ำนายเพื่อปรับค่าใหม่ให้ 
ถูกต้องตามกลุ่ม (Nematzadeh et al., 2020)

	 จากการศึกษาข้างต้น หากใช้ตัวกรองข้อมูลรบกวน 
จะท�ำให้เกิดข้อมูลสูญหาย ผู้วิจัยจึงศึกษาวิธีแก้ปัญหาข้อมูล
สญูหาย พบว่า วธิปีระมาณค่าการทดแทน (imputation) ทีม่กีาร
ค�ำนวณค่ามาทดแทนข้อมูลที่สูญหาย ถูกน�ำมาใช้อย่างหลาก
หลายทัง้ในทางสถติแิละทางการเรยีนรูด้้วยเครือ่ง (Sun et al., 
2023) โดยสามารถแบ่งเป็น 1) การประมาณค่าการทดแทน
ด้วยค่าเดียว (single imputation) และ 2) การประมาณค่า
ทดแทนพห ุ(multiple imputation) ซึง่การประมาณค่าทดแทน
พหุจะมีข้อดีกว่าการประมาณค่าด้วยค่าเดียว เนื่องจากจะ
ค�ำนวณค่าทดแทนขึ้นมาหลายชุด แล้วใช้สถิติเพื่อประเมิน
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หาค่าทดแทนที่ดีที่สุด ที่จะลดความล�ำเอียงจากการประมาณ
ค่า (Van Buuren & Groothuis-Oudshoorn, 2011; Li et al., 
2015) ทั้งนี้วิธีการประมาณค่าทดแทนพหุที่นิยมใช้ในปัจจุบัน
คือ Multivariate Imputation by Chained Equations (MICE)  
(Sun et al., 2023) ซึ่งภายในวิธี MICE จะประมาณค่าโดย
สามารถเลือกรูปแบบตัวแบบที่เหมาะสมกับข้อมูลได้ โดยตัว
แบบที่เป็นค่าเริ่มต้นส�ำหรับประมาณค่าข้อมูลตัวแปรตามท่ี
เปน็เชงิกลุม่ตัง้แต่ 2 กลุม่ขึ้นไป คอื Imputation of unordered 
data by polytomous regression (polyreg) หากพิจารณาถึง
ตัวแบบอื่นๆ ในงานวิจัยของ Buczak et al. (2023) ระบุว่า 
การใช้ตวัแบบป่าสุ่มในการประมาณค่าในอัลกอรทิมึของ MICE  
มปีระสทิธภิาพดีกว่าการใช้การประมาณค่าด้วยป่าสุม่ (random  
forest: rf) ผ่านอัลกอริทึมอื่นในหลายสถานการณ์ของการ
เกิดข้อมูลสูญหาย นอกจากนี้ ในการประมาณค่าทดแทน 
ที่กล่าวมา ถึงแม้จะมีประสิทธิภาพสูง แต่จะใช้เวลามากใน
ประมวลผล จึงมผีูพ้ฒันาวธิกีาร Multiple Imputation Through 
XGBoost (mixgb) ที่มีการใช้อัลกอริทึม XGBoost ในการ
ประมาณค่า มีการสุ่มตัวอย่างย่อย และใช้วิธีท�ำนายผ่านการ
สร้าง Boosting tree ที่สามารถท�ำงานได้เร็วกับข้อมูลขนาด
ใหญ่และมีความซับซ้อน (Deng & Lumley, 2023) จากที่
กล่าวมา พบว่า วิธีการประมาณค่าทดแทนพหุสามารถน�ำไป
ทดแทนข้อมูลสูญหายได้อย่างมีประสิทธิภาพ ในงานวิจัยนี้ 
จึงน�ำการประมาณค่าทดแทนดังกล่าวมาใช้ร่วมกับการใช ้
ตัวกรองข้อมูลรบกวน ส�ำหรับใช้เป็นวิธีการปรับค่าตัวแปร 
ตามที่เป็นข้อมูลรบกวนให้ถูกต้องก่อนการน�ำไปวิเคราะห์ 

	 จากประเด็นที่กล่าวมา งานวิจัยนี้จึงมีวัตถุประสงค์ 
เพือ่เปรยีบเทียบประสิทธภิาพของวธิกีารจดัการข้อมลูรบกวนท่ี
เกดิขึน้ในตวัแปรตามของตวัแบบการจ�ำแนกระหว่างวธิกีารขจดั
ข้อมลูรบกวนด้วยตวักรองข้อมลู 4 วธิ ีได้แก่ วธิ ีCNN, วธิ ีENN, 
วธิ ีCVCF และ วธิ ีIPF และวธิกีารปรบัค่าตวัแปรตามทีม่กีารใช้
ตวักรองข้อมลูรบกวนจากวธิกีารขจดัข้อมลูรบกวนร่วมกับการ
ประมาณค่าทดแทนพหุ 3 วธิ ีได้แก่ วธิ ีpolyreg, วธิ ีrf และ วธิี 
mixgb เมือ่สถานการณ์ของขนาดตวัอย่างเท่ากบั 100, 500 และ 
1,000 หน่วย ปรมิาณข้อมลูรบกวนเท่ากับ 10%, 20%, 30% และ 
40% และตวัแบบการจ�ำแนกกลุม่ข้อมลูเป็น วธิเีพือ่นบ้านใกล้ทีส่ดุ  
(k-Nearest Nearest Neighbors: k-NN), วิธีป่าสุ่ม (Random 
Forest: rf), วธินีาอฟีเบย์ (Naïve Bayes: NB) และวธิซีพัพอร์ต
เวกเตอร์แมชชีน (Support Vector Machine: SVM) ผ่านการ
จ�ำลองข้อมลูแบบมอนตคิาร์โล เพือ่ให้ครอบคลมุกับสถานการณ์
ทีแ่ตกต่างกนั และให้ได้ข้อค้นพบถงึวธิกีารจดัการข้อมลูรบกวน
ที่เหมาะสมกับแต่ละสถานการณ์

วิธีการวิจัย
	 งานวิจัยนี้เป็นการศึกษาผ่านการจ�ำลองข้อมูลด้วย 
วธิกีารมอนตคิาร์โลผ่านโปรแกรม R เพือ่เปรยีบเทยีบประสทิธภิาพ
ของวิธีการจัดการข้อมูลรบกวนที่เกิดขึ้นในตัวแปรตามของ 
ตัวแบบการจ�ำแนกโดยวนซ�้ำ 500 รอบ ซึ่งเป็นจ�ำนวนรอบ
ที่ให้ผลลัพธ์ที่มีความแม่นย�ำเพียงพอและใช้เวลาไม่มากเกิน
ไปในการประมวลผล (Zhang & Cui, 2023) โดยมีขั้นตอน
การวิจัย ดังนี้

	 1. การจ�ำลองข ้อมูลสมบูรณ์ ก� ำหนด
เงื่อนไขขนาดตัวอย่างขนาดตัวอย่างเป็น 3 ระดับ ได้แก่ 
100, 500 และ 1,000 หน่วย ก�ำหนดแปรอิสระจ�ำนวน  
10 ตัวแปร แบ่งเป็นตัวแปรจัดประเภท 5 ตัวแปร ท่ีมี
การแจกแจงแบร์นูลลี โดยก�ำหนดพารามิเตอร์เป็น x

i
 

~ Ber(0.5) โดยที่ i = 1, 2, … , 5 และตัวแปรต่อเนื่อง 
มีการแจกแจงแบบปกติ จ�ำนวน 5 ตัวแปร โดยก�ำหนด
พารามิเตอร์เป็น x

j
 ~ N(0,1) โดยที่ j = 6, 7, … , 10 การ

ก�ำหนดให้มีตัวแปรแต่ละประเภทมีการแจกแจงเดียวกัน 
เพื่อให้สอดคล้องกับการแปลงข้อมูลให้อยู่ในหน่วยเดียวกัน 
ในทางปฏิบัติ ก�ำหนดให้ตัวแปรอิสระในแต่ละคู่ตัวแปรมี 
ความสัมพันธ์กันขนาดต�่ำ (r = 0.3) ผู้วิจัยจ�ำลองตัวแปรตาม
เป็นตัวแปรจัดประเภทที่แบ่งออกเป็น 3 กลุ่ม โดยมีเงื่อนไข
ให้อัตราออด (odd ratio) เป็น 3 ระดับ โดยแต่ละระดับจะ
สุ่มจากช่วงดังต่อไปนี้ ระดับต�่ำ [0,1), ระดับกลาง [1,2) และ
ระดับสูง [2,3) และน�ำมาใช้ในการก�ำหนดค่าสัมประสิทธิ์การ
ถดถอย (β) แต่ละตัวของตัวแบบ และจ�ำลองตัวแปรตามผ่าน
ตัวแบบการถดถอยลอจิสติกอเนกนาม (Multinomial Logistic 
Regression) ดังสมการ

	 log(πi/πj) = βj0 + βj1x1 + ... + βjpxp

	 โดยท่ี J แทน จ�ำนวนกลุ่มของตัวแปรตามซึ่งแบ่ง
เป็น 3 กลุ่ม, p แทน จ�ำนวนตัวแปรอิสระ (p = 1, 2, … , 10) 
และ j = 1, … , J -1

	 2. การจ�ำลองข้อมูลรบกวน งานวจิยันีศึ้กษาข้อมลู
รบกวนทีเ่กดิอย่างไม่เป็นอสิระโดยขึน้อยูกั่บทัง้ตวัแปรอสิระและ
ตัวแปรตามเอง โดยมีกลไกการเกิดข้อมูลรบกวนแบบ NNAR 
(Noise Not At Random) โดยจะเกิดเมื่อข้อมูลมีความใกล้
เคียงกับชดุข้อมลูในอกีกลุม่ จงึอยูบ่รเิวณขอบของกลุม่ หากจะ
จ�ำลองข้อมลูรบกวนรปูแบบนี ้สามารถจ�ำลองได้โดยการแทนที่
ค่าของตัวแปรตามที่อยู่บริเวณขอบกลุ่มข้อมูลท่ีเชื่อมต่อกับ 
ชุดข้อมูลอีกกลุ่มหรือบริเวณที่ข้อมูลในกลุ่มนั้นมีความหนา
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แน่นน้อยเป็นค่าของอีกกลุ่ม (Moura et al., 2022; Garcia 
et al., 2019) ซึ่ง Sáez (2022) ได้ระบุว่าข้อมูลรบกวนแบบ 
NNAR มีลักษณะเป็น Neighborwise borderline label noise  
ผู้วิจัยจึงจ�ำลองข้อมูลรบกวนในงานวิจัยนี้ให้เป็นลักษณะ 
Neighborwise borderline label noise โดยท�ำการจ�ำลอง
ผ่านแพ็คเกจ “noisemodel” ของโปรแกรม R ซึ่งจะก�ำหนด
ค่าพารามิเตอร์ level แสดงเงื่อนไขปริมาณข้อมูลรบกวนเป็น 
10%, 20%, 30% และ 40% ตามล�ำดับ โดยจ�ำลองข้อมูล 
รบกวนดังกล่าวในชุดข้อมูลเรียนรู้ (training data)

	 3. การจัดการข้อมูลรบกวน วิธีการจัดการข้อมูล
รบกวนที่ศึกษาในงานวิจัยนี้แบ่งออกเป็น 2 วิธี ได้แก่ 

	 3.1 วิธีการขจัดข้อมูลรบกวน (remove) เป็นการ
ใช้ตัวกรองข้อมูลรบกวน (noise filter) เพื่อขจัดแถวข้อมูล 
ที่ถูกตรวจจับว่าเป็นข้อมูลรบกวนผ่านอัลกอริทึมที่แตกต่าง
กนัของแต่ละตัวกรองออกจากชดุขอ้มูลเรยีนรู ้(training data) 
ผลท่ีได้จากการขจัดท้ังแถวท่ีมีตัวแปรตามเป็นข้อมูลรบกวน 
จะท�ำให้ลดจ�ำนวนชุดข้อมูลในเรียนรู้ท่ีจะน�ำไปเป็นตัวน�ำ
เข้าในกระบวนการจ�ำแนกกลุ่มข้อมูล (Prati et al., 2019) 
โดยตัวกรองข้อมูลรบกวนสามารถแบ่งได้เป็น 2 กลุ่ม ได้แก่  
กลุม่ similarity ท่ีใช้หลกัการ k-NN และระยะห่างระหว่างข้อมลู
ในการคัดกรอง และกลุ่ม ensemble ท่ีใช้หลักการท�ำนาย 
จากตัวแบบจ�ำแนกหลายๆ ครั้ง ในการศึกษาครั้งนี้ผู้วิจัย 
เลือกตัวกรองข้อมูลรบกวนมาศึกษากลุ่มละ 2 ตัวกรอง  
รวมท้ังหมด 4 ตัวกรอง ได้แก่ ในกลุ่ม similarity เลือก 2 
วิธี ได้แก่ 1) CNN มีหลักการ คือ ใช้ 1-NN เพื่อหาเพื่อน
บ้านที่ใกล้ที่สุด หากกลุ่มไม่ตรงกันจะขจัดออก และ 2) ENN  
มีหลักการ คือ หาเพื่อนบ้านที่ใกล้ที่สุดด้วย k-NN และจะขจัด
ออกถ้าข้อมูลตัวนั้นมีกลุ่มแตกต่างจากเพื่อนบ้าน และในกลุ่ม 
ensemble เลือกวิธี 2 วิธี ได้แก่ 1) CVCF มีหลักการคือ แบ่ง
ข้อมูลออกเป็น n folds แล้วสร้าง ต้นไม้ประเภท C4.5 ด้วย 
n-1 folds เพื่อทดสอบข้อมูลที่เป็นข้อมูลรบกวน และ 2) IPF 
มีหลักการคือ ใช้ต้นไม้ประเภท C4.5 เพื่อก�ำจัดชุดข้อมูล 
ทีม่ข้ีอมลูรบกวน โดยจะท�ำวนซ�ำ้จนกระทัง่ไม่มข้ีอมลูถกูก�ำจดั 
อกีต่อไป การใช้ตวักรองข้อมลูทัง้หมดจะใช้แพค็เกจ“NoiseFiltersR” 
ในโปรแกรม R 

	 3.2 วธิกีารปรบัค่าตวัแปรตาม (relabel) เป็นการปรบั
ค่าตัวแปรตามที่ถูกตรวจสอบว่าเป็นข้อมูลรบกวน ให้เป็นก
ลุ่มท่ีถูกต้อง โดยในการศึกษาครั้งนี้มีการใช้ตัวกรองข้อมูล
รบกวนจากวิธีการขจัดข้อมูลรบกวนมาเป็นวิธีในการตรวจ
สอบข้อมูลรบกวนหลังจากนั้นจะใช้เก็บวิธีค่าดัชนีที่ระบุการ
เป็นข้อมูลรบกวนไว้ แล้วลบค่าเฉพาะตัวแปรตามที่แสดงว่า 
เป็นข้อมูลรบกวน โดยไม่ได้ลบทั้งแถวข้อมูลเหมือนวิธีขจัด
ข้อมูลรบกวน หลังจากนั้นจะใช้การประมาณค่าทดแทน 
พหุ (multiple imputation) ในการท�ำนายค่าตัวแปรตาม  

โดยครั้งนี้เลือกวิธีการประมาณค่าทดแทนมาใช้ร่วมกับตัว
กรองขอ้มลูจ�ำนวน 3 วิธ ีได้แก่ 1) polyreg วิธนีีใ้ช้ประมาณค่า
ข้อมูลที่เป็นตัวแปรจัดประเภทที่มากกว่า 2 กลุ่มที่ไม่มีอันดับ 
โดยใช้ตัวแบบถดถอยพหุกลุ่มในการประมาณค่าท่ีเหมาะสม 
ส�ำหรับงานวิจัยนี้ใช้งานผ่านแพ็คเกจ “mice” ในโปรแกรม R 
2) rf เป็นวิธีที่มีการประมาณค่าโดยใช้ตัวแบบ random forest 
ในการท�ำนายข้อมูลสูญหาย โดยใช้งานผ่านแพ็คเกจ “mice”  
ในโปรแกรม R และ 3) mixgb เป็นวิธีที่มีการประมาณค่าโดย
ใช้ตัวแบบ XGBoost ในการท�ำนายข้อมูลสูญหาย ใช้งานผ่าน
แพ็คเกจ “mixgb” ในโปรแกรม R ส�ำหรับวิธีการปรับค่าตัว
แปรตามมกีารใช้ตวักรองข้อมลูจากวธิขีจดัข้อมลูรบกวน 4 วธิี 
ร่วมกับการประมาณค่าทดแทนพหุ จ�ำนวน 3 วิธี จึงมีวิธีย่อย
ส�ำหรับวิธีการปรับค่าตัวแปรตามท้ังหมด 12 วิธี แสดงดัง  
Table 1 

Table 1 Combination between noise filter and multiple 
imputation for relabel method.

Noise 
filter

Multiple imputation method

polyreg rf mixgb

CNN CNN + polyreg CNN + rf CNN + mixgb

ENN ENN + polyreg ENN + rf ENN + mixgb

CVCF CVCF + polyreg CVCF + rf CVCF + mixgb

IPF IPF + polyreg IPF + rf IPF + mixgb

	 4. การสร้างตัวแบบการจ�ำแนก งานวจิยันีต้้องการ
เปรยีบเทยีบประสทิธภิาพการจดัการข้อมลูรบกวนท่ีเกิดขึน้ใน
ตัวแปรตามของตัวแบบ มีการแบ่งชุดข้อมูลออกเป็นชุดข้อมูล
เรียนรู้ (training data) 70% และชุดข้อมูลทดสอบ (testing 
data) 30% ส�ำหรบัชดุข้อมลูเรยีนรูจ้ะมกีารจ�ำลองข้อมลูรบกวน
ตามวิธีการในข้อ 2 ส่วนชุดข้อมูลทดสอบจะเป็นชุดข้อมูลท่ี
ไม่ได้มีการจ�ำลองข้อมูลรบกวน ส�ำหรับตัวแบบจ�ำแนกกลุ่ม
ข้อมูลที่ใช้ในงานวิจัยนี้ทั้งหมด 4 ตัวแบบ ได้แก่ 1) k-NN เป็น 
อลักอรทึิมทีพ่จิารณาเพือ่นบ้านทีอ่ยูร่อบๆ ส�ำหรบัการตดัสนิใจ 
ว่าจะข้อมูลที่ก�ำหนดจะอยู่ในกลุ่มใดตามเพื่อนบ้านที่อยู่ 
ใกล้ที่สุด โดยจะพิจารณาจากระยะห่างระหว่างจุดข้อมูล  
จากนั้นจึงท�ำการเลือกกลุ่มโดยยึดเสียงข้างมาก 2) Random 
Forest (RF) เป็นอัลกอริทึมที่ใช้ต้นไม้การตัดสินใจหลายๆ 
ครั้ง แล้วพิจารณาผลลัพธ์ การแบ่งกลุ่มโดยยึดเสียงข้างมาก 
3) Naïve Bayes (NB) เป็นอัลกอริทึมที่ใช้หลักการของความ
น่าจะเป็นจากพื้นฐานทฤษฎีของเบย์ (Bayes theorem) ซึ่งจะ
ใช้การคํานวณความน่าจะเป็นแบบมีเงื่อนไข และ 4) Support 
Vector Machine (SVM) เป็นอัลกอริทึมที่แบ่ง Class ของ
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ข้อมูลออกจากกัน โดยอาศัยหลักการของการหาสัมประสิทธ์ิ
ของสมการเพื่อสร้างเส้นแบ่งแยกกลุ่มข้อมูลที่ถูกป้อนเข้าสู่
กระบวนการเรียนรู้ โดยเน้นการหาเส้นแบ่งแยกกลุ่มข้อมูล
ได้ดีท่ีสุด ส�ำหรับค่าพารามิเตอร์ในแต่ละตัวแบบ ก�ำหนดให้
ใช้เป็นค่าเริ่มต้นของตัวแบบ 

	 5. การประเมินประสิทธิภาพของวิธีการจัดการ
ข้อมูลรบกวน จะประเมินโดยใช้ค่า F1 ของตัวแบบการ
จ�ำแนกที่มีการใช้ค่าจากตาราง confusion matrix งานวิจัยนี้ 
มีเป้าหมายเพื่อการเปรียบเทียบวิธีการจัดการข้อมูลรบกวน  
จึงอธิบายความหมายของค่าต่างๆ ใน confusion matrix ได้
ดังนี้ 1) True Positive (TP) คือ จ�ำนวนข้อมูลที่เป็นข้อมูล
รบกวน และถูกระบุว่าเป็นข้อมูลรบกวน 2) False Negative 
(FN) คือ จ�ำนวนข้อมลูท่ีเป็นข้อมลูรบกวน แต่ถกูระบวุ่าไม่เป็น
ข้อมูลรบกวน 3) False Positive (FP) คือ จ�ำนวนข้อมูลที่ไม่
เป็นข้อมลูรบกวน แต่ถกูระบวุ่าเป็นข้อมลูรบกวน และ 4) True 
Negative (TN) คือ จ�ำนวนข้อมูลที่ไม่เป็นข้อมูลรบกวน และ 
ถกูระบวุ่าไม่เป็นข้อมลูรบกวน (Li & Mao, 2023; Nematzadeh 
et al., 2020) โดยค่าประสทิธภิาพ F1 จะค�ำนวณมาจากค่าเฉลีย่ 
ฮาร์โมนิกของ precision และ recall ดังสมการ 	

	
preciasion =

TP+FP
TP

	
recall =

TP+FP
TP

	

	
F1 = precision + recall

2 x precision x recall

	 6. การวิเคราะห์ประสิทธิภาพของวิธีการจัดการ
ข้อมูลรบกวน ท�ำโดยวิเคราะห์ความแปรปรวนหลายทาง 
(N-Way ANOVA) ซึ่งเป็นการเปรียบเทียบความแตกต่างของ
ค่าเฉลี่ย F1 ที่มีปัจจัยหลายปัจจัยพร้อมๆ กัน ได้แก่ วิธีการ
จัดการข้อมูลรบกวน ขนาดตัวอย่าง ปริมาณข้อมูลรบกวน 
และตัวแบบการจ�ำแนก พร้อมทั้งดูปฏิสัมพันธ์ระหว่างวิธีการ
จัดการข้อมูลรบกวน กับปัจจัยอื่นๆ ในสถานการณ์ท่ีจ�ำลอง
ข้อมูลขึ้น เพื่อวิเคราะห์เปรียบเทียบประสิทธิภาพของวิธีการ
จดัการข้อมลูรบกวนทีเ่กิดขึน้ในตวัแปรตามของตวัแบบจ�ำแนก
กลุ่มข้อมูล เมื่อสถานการณ์ของขนาดตัวอย่าง ปริมาณข้อมูล
รบกวน และตัวแบบการจ�ำแนกกลุ่มข้อมูลที่แตกต่างกัน 

ผลการวิจัย

1. ประสิทธิภาพของวิธีการจดัการข้อมูลรบกวนในภาพรวม
	 จากการวิเคราะห์ความแปรปรวนหลายทาง พบว่า 
วิธีการจัดการข้อมูลรบกวนมีอิทธิพลปฏิสัมพันธ์กับทุกปัจจัย 
ได้แก่ ขนาดตัวอย่าง ปริมาณข้อมูลรบกวน และตัวแบบการ
จ�ำแนกที่ส่งผลให้ค่าประสิทธิภาพ F1 แตกต่างกันอย่างมีนัย
ส�ำคัญทางสถติทิีร่ะดับ .05 โดยมขีนาดอทิธพิลทีพ่จิารณาจาก
ค่า Partial eta squared () แสดงดัง Table 2

	 จากผลการวิเคราะห์ข้อมูลตาม Table 2 พบ
ว่า วิธีการจัดการข้อมูลรบกวนมีอิทธิพลขนาดใหญ่  
(=  0 .63 )  ต ่ อค ่ าประสิทธิภาพ F1 กล ่ าวคื อ  
วิธีการจัดการข้อมูลรบกวนที่แตกต่างกันส่งผลให้ค่า
ประสิทธิภาพ F1 แตกต่างกันมาก โดยในภาพรวม  
เมื่อจัดการข้อมูลรบกวนโดยวิธีการปรับค่าตัวแปรตาม  
มแีนวโน้มทีม่ค่ีาประสทิธภิาพ F1 สงูกว่าวธิขีจดัข้อมลูรบกวน
เป็นส่วนใหญ่ โดยประสิทธิภาพของแต่ละวิธีแตกต่างกันตาม 
Figure1 ส�ำหรบัอทิธพิลปฏสิมัพนัธ์จะน�ำเสนอแยกรายประเด็น
ในหัวข้อถัดไป

Table 2	 Comparison of the effect size from Partial eta 
squared for each factor influencing the F1 
score.

Effect ηp2
p - value

Model 0.03 < .001

Sample size 0.01 < .001

Noise level 0.31 < .001

Noise handling 0.63 < .001

Noise handling * Model 0.01 < .001

Noise handling * Sample size 0.12 < .001

Noise handling * Noise level 0.01 < .001

	 เมื่อพิจารณาตาม Figure1 พบว่า วิธีย่อยของ
วิธีการปรับค่าตัวแปรตาม พบว่า วิธี ENN + polyreg  
จะมีค่ามัธยฐานของค่าเฉลี่ย F1 สูงที่สุด นอกจากนี้ยังพบ
ว่าวิธีปรับค่าตัวแปรตามท่ีมีการใช้ตัวกรองกลุ่ม ENN จะมี
ค่าประสิทธิภาพโดยเฉลี่ยสูงกว่าวิธีการท่ีใช้ตัวกรองกลุ่มอ่ืน 
เมื่อพิจารณาวิธีย่อยของวิธีการขจัดข้อมูลรบกวน พบว่า วิธี 
IPF มีค่าเฉลี่ย F1 สูงที่สุด รองลงมาคือ ENN, CVCF และ 
CNN ตามล�ำดับ
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	 2. ผลการเปรียบเทียบประสิทธิภาพของวิธีการ
จัดการข้อมูลรบกวนเมื่อพิจารณาร่วมกับขนาดตัวอย่าง
	 จากผลการวิเคราะห์ข้อมูลตาม Table 2 พบว่า 
ปฏิสัมพันธ์ของวิธีการจัดการข้อมูลรบกวนกับขนาดตัวอย่าง
มีอิทธิพลขนาดกลาง (= 0.12) ต่อค่าประสิทธิภาพ F1 อย่างมี
นยัส�ำคัญทางสถติทิีร่ะดับ .05 (p < .001) โดยค่าประสทิธิภาพ 
F1 เมื่อพิจารณาเฉพาะวิธีการจัดการข้อมูลรบกวนร่วมกับ
ขนาดตัวอย่างทั้ง 3 ขนาด ได้แก่ 100, 500 และ 1,000 หน่วย  
โดยใช้ปรมิาณข้อมลูรบกวนทุกระดับ และทกุตวัแบบการจ�ำแนก  
แสดงดัง Table 3

	 กรณีขนาดตัวอย่าง 100 หน่วย พบว่า วิธีการปรับ
ค่าตัวแปรตามส่วนใหญ่มีแนวโน้มท่ีมีค่าเฉลี่ย F1 สูงกว่า 
วิธีการขจัดข้อมูลรบกวน ยกเว้นวิธีการปรับค่าตัวแปรตาม 
ที่มีการใช้ตัวกรองกลุ่ม CNN ที่มีค่า F1 ต�่ำกว่าการไม่จัดการ
ข้อมลูรบกวน โดยวธีิการจดัการข้อมลูรบกวนท่ีมปีระสิทธภิาพ
สูงสุดเมื่อขนาดตัวอย่าง 100 หน่วย ได้แก่ ENN + polyreg 
รองลงมา คือ ENN + rf และ ENN + mixgb ตามล�ำดับ

	 กรณีขนาดตัวอย่าง 500 หน่วย พบว่า วิธีการปรับ
ค่าตัวแปรตามบางวิธีและวิธีการขจัดข้อมูลรบกวนบางวิธ ี
มีแนวโน้มที่จะมีค่าประสิทธิภาพ F1 โดยเฉลี่ยใกล้เคียงกัน  
เมือ่พจิารณาวธิกีารปรบัค่าตวัแปรตามทีม่กีารใช้ตวักรองกลุม่ 
CNN พบว่ามปีระสิทธภิาพต�ำ่สุด เช่นเดียวกับกรณขีนาดตวัอย่าง 
100 หน่วย โดยวิธีการจัดการข้อมูลรบกวนที่มีประสิทธิภาพ
สูงสุดเมื่อขนาดตัวอย่าง 500 หน่วย ได้แก่ ENN + polyreg 
รองลงมา คือ IPF และ IPF + rf ตามล�ำดับ

	 กรณีขนาดตัวอย่าง 1,000 หน่วย พบว่า วิธีการ 
ขจัดข้อมูลรบกวน มีแนวโน้มที่จะมีค่าเฉลี่ย F1 สูงกว่าวิธีการ
ปรับค่าตัวแปรตามบางวิธี โดยเมื่อพิจารณาวิธีการปรับค่าตัว
แปรตามท่ีมีการใช้ตัวกรองกลุ่ม CNN มีประสิทธิภาพต�่ำสุด 
เช่นเดียวกับกรณีขนาดตัวอย่าง 100 และ 500 หน่วย โดย
วิธีการจัดการข้อมูลรบกวนท่ีมีประสิทธิภาพสูงสุดเมื่อขนาด
ตัวอย่าง 1,000 หน่วย ได้แก่ ENN รองลงมา คือ IPF และ 
ENN + polyreg ตามล�ำดับ

                   

 

  recall = TP

TP+FN
 

 

  F1 = 2 x precision x recall

precision + recall
 

6. การวิเคราะห์ประสิทธิภาพของวิธีการจัดการ

ข้อมูลรบกวน ทําโดยวิเคราะห์ความแปรปรวนหลาย

ทาง (N-Way ANOVA) ซึ�งเป็นการเปรียบเทยีบความ

แตกต่างของค่าเฉลี�ย F1 ที�มปัีจจยัหลายปัจจยัพร้อม ๆ

กัน ได้แก่ วิธีการจดัการข้อมูลรบกวน ขนาดตัวอย่าง 

ปรมิาณขอ้มลูรบกวน และตวัแบบการจาํแนก พรอ้มทั �งดู

ปฏสิมัพนัธร์ะหว่างวธิกีารจดัการขอ้มลูรบกวน กบัปัจจยั

อื�น ๆ ในสถานการณ์ที�จําลองข้อมูลขึ�น เพื�อวิเคราะห์

เปรียบเทียบประสิทธิภาพของวิธีการจัดการข้อมูล

รบกวนที�เกิดขึ�นในตวัแปรตามของตวัแบบจําแนกกลุ่ม

ขอ้มูล เมื�อสถานการณ์ของขนาดตวัอย่าง ปรมิาณขอ้มูล

รบกวน และตวัแบบการจาํแนกกลุ่มขอ้มลูที�แตกต่างกนั  

ผลการวิจยั 

1. ประสิทธิภาพของวิธีการจดัการข้อมลูรบกวนใน

ภาพรวม 

 จากการวิเคราะห์ความแปรปรวนหลายทาง 

พบว่า วธิกีารจดัการขอ้มูลรบกวนมอีิทธพิลปฏิสมัพนัธ์

กบัทุกปัจจยั ไดแ้ก่ ขนาดตวัอย่าง ปรมิาณขอ้มลูรบกวน 

และตัวแบบการจําแนกที�ส่งผลให้ค่าประสิทธิภาพ F1 

แตกต่างกนัอย่างมีนัยสําคญัทางสถติิที�ระดบั .05 โดยมี

ขนาดอิทธิพลที�พิจารณาจากค่า Partial eta squared 

(𝜂𝜂�2) แสดงดงั Table 2 

 จากผลการวเิคราะหข์อ้มลูตาม Table 2 พบว่า 

วิธีการจัดการข้อมูลรบกวนมีอิทธิพลขนาดใหญ่   

(  𝜂𝜂�2= 0 .63 )  ต่ อค่ าประสิทธิภาพ F1  กล่ าวคือ  

วิธีการจัดการข้อมูลรบกวนที�แตกต่างกันส่งผลให้ค่า

ประสิทธิภาพ F1 แตกต่างกันมาก โดยในภาพรวม  

เมื�อจดัการข้อมูลรบกวนโดยวธิกีารปรบัค่าตวัแปรตาม  

มีแนวโน้มที�มีค่าประสิทธภิาพ F1 สูงกว่าวธิขีจดัขอ้มูล

รบกวนเป็นส่วนใหญ่ โดยประสิทธิภาพของแต่ละวิธี

แตกต่างกนัตาม Figure1 สําหรบัอทิธพิลปฏสิมัพนัธ์จะ

นําเสนอแยกรายประเดน็ในหวัขอ้ถดัไป 
 

Table 2 Comparison of the effect size from Partial 

eta squared for each factor influencing the F1 score. 
Effect  𝜼𝜼𝒑𝒑2 p - value 

Model 0.03 < .001 

Sample size 0.01 < .001 

Noise level 0.31 < .001 

Noise handling  0.63 < .001 

Noise handling * Model 0.01 < .001 

Noise handling * Sample size 0.12 < .001 

Noise handling * Noise level 0.01 < .001 

 

 เมื�อพิจารณาตาม Figure1 พบว่า วธิยี่อยของ

วิธีการปรบัค่าตัวแปรตาม พบว่า วิธี ENN + polyreg  

จะมีค่ามธัยฐานของค่าเฉลี�ย F1 สูงที�สุด นอกจากนี�ยงั

พบว่าวธิปีรบัค่าตวัแปรตามที�มกีารใชต้วักรองกลุ่ม ENN 

จะมคี่าประสทิธภิาพโดยเฉลี�ยสูงกว่าวธิกีารที�ใชต้วักรอง

กลุ่มอื�น เมื�อพิจารณาวิธีย่อยของวิธีการขจัดข้อมูล

รบกวน พบว่า วธิ ีIPF มคี่าเฉลี�ย F� สูงที�สุด รองลงมา

คอื ENN, CVCF และ CNN ตามลําดบั 
  

 

 

 

 

 

 

 

 

 

 

 

Figure 1 The average F1 score of each noise handling methods overall. Figure 1 The average F1 score of each noise handling methods overall.
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Table 3	 The average F1 score of each noise handling method when considering with sample size.

method
Sample size

n = 100 n = 500 n = 1000

None NONE 64.61 64.75 64.80

Remove

CNN 52.57 59.18 61.53

ENN 67.91 71.08 74.19

CVCF 62.48 65.18 66.79

IPF 66.22 76.15 73.96

Relabel

CNN + polyreg 60.79 60.26 59.53

CNN + rf 58.13 58.48 57.18

CNN + mixgb 54.19 54.39 52.60

ENN + polyreg 79.02 76.53 72.92

ENN + rf 76.17 72.35 71.93

ENN + mixgb 72.52 72.87 72.07

CVCF + polyreg 71.03 70.50 71.04

CVCF + rf 69.48 69.96 69.39

CVCF + mixgb 67.60 68.04 67.96

IPF + polyreg 70.85 68.07 69.81

IPF + rf 71.57 73.16 71.92

IPF + mixgb 70.10 70.15 69.24

3. ผลการเปรียบเทียบประสิทธิภาพของวิธีการจัดการ
ข้อมูลรบกวนเมื่อพิจารณาร่วมกับปริมาณข้อมูลรบกวน

	 จากผลการวเิคราะห์ข้อมลูตาม Table 2 พบว่า ปฏสิมัพนัธ์
ของวธิกีารจดัการข้อมลูรบกวนกับปรมิาณข้อมลูรบกวนมอีทิธพิล
ขนาดเลก็ (= 0.01) ต่อค่าประสทิธภิาพ F1 อย่างมนียัส�ำคัญทาง
สถติท่ีิระดับ .05 (p < .001) โดยค่าประสทิธภิาพ F1 เมือ่พจิารณา
วิธีการจัดการข้อมูลรบกวนร่วมกับปริมาณข้อมูลรบกวนท้ัง  
4 ระดับ ได้แก่ 10%, 20%, 30% และ 40% โดยใช้ขนาด
ตวัอย่างทุกระดับ และทุกตวัแบบการจ�ำแนก แสดงดัง Table 4

	 ค่าประสิทธภิาพ F1 เมือ่ใช้วธิกีารจดัการข้อมลูรบกวน
ในทกุวธิมีแีนวโน้มลดลงตามปรมิาณข้อมลูรบกวนทีเ่พิม่ขึน้ โดย
การจดัการข้อมลูรบกวนโดยวธิกีารปรบัค่าตวัแปรตามมแีนวโน้ม 
ทีจ่ะมค่ีาประสทิธภิาพ F1 สูงกว่าวธิขีจดัข้อมลูรบกวน ยกเว้นวธิกีาร
ปรบัค่าตวัแปรตามท่ีมกีารใช้ตวักรอง CNN จะมค่ีา F1 โดยเฉลีย่ 
ต�ำ่กว่าการไม่จดัการข้อมลูรบกวน ซึง่เป็นไปในทศิทางเดียวกัน
ตามปริมาณรบกวนทั้ง 4 ระดับ

	 กรณีที่ปริมาณข้อมูลรบกวนเป็น 10% และ 20% 
พบว่า วิธีการที่มีค่าประสิทธิภาพ F1 สูงที่สุด ได้แก่ ENN + 
polyreg, ENN + rf และ ENN + mixgb ตามล�ำดับ ซึ่งเป็นวิธี
การปรบัค่าตวัแปรตามทีม่กีารใช้ตวักรองข้อมลู ENN ทัง้หมด 
แต่เมื่อพิจารณาวิธีการขจัดข้อมูลรบกวนโดยไม่มีการปรับค่า 
ตัวแปรตาม พบว่าประสิทธิภาพของการใช้ตัวกรอง IPF จะมี 
แนวโน้มสูงกว่าการใช้ตัวกรอง ENN เล็กน้อย 

	 กรณีที่ปริมาณข้อมูลรบกวนเป็น 30% และ 40% 
พบว่า วิธีการที่มีค่าประสิทธิภาพ F1 สูงที่สุด ได้แก่ ENN + 
polyreg, ENN + rf และ IPF ตามล�ำดับ ซึ่ง 2 วิธีแรกเป็นวิธี
การปรับค่าตัวแปรตาม ส่วนวิธี IPF เป็นวิธีในกลุ่มของการ
ขจัดข้อมูลรบกวน และมีค่าประสิทธิภาพใกล้เคียงกับวิธีการ
ปรับค่าตัวแปรตามตัวอื่นๆ บางวิธี ซึ่งวิธีการท้ังปรับค่าตัว
แปรตามและวิธีการขจัดข้อมูลรบกวน ในกรณีท่ีประมาณ
รบกวนเป็น 30% และ 40% ส่วนใหญ่มแีนวโน้มทีม่ค่ีาเฉลีย่ F1  
ไม่ต่างกันมากนัก ยกเว้นวิธีที่มีการขจัดข้อมูลรบกวน และ 
ปรับค่าตัวแปรตามด้วยตัวกรอง CNN
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Table 4	 The average F1 score of each noise handling methods when considering with noise levels.

method
Noise level

10% 20% 30% 40%

None NONE 67.55 66.08 64.11 61.13

Remove

CNN 61.50 58.70 56.15 54.70

ENN 75.38 71.99 69.35 67.51

CVCF 69.26 65.76 63.07 61.18

IPF 75.81 72.68 70.67 69.27

Relabel

CNN + polyreg 65.40 60.62 58.96 55.79

CNN + rf 63.88 57.21 55.80 54.84

CNN + mixgb 59.65 53.45 51.83 49.99

ENN + polyreg 81.51 76.71 75.13 71.28

ENN + rf 79.39 73.12 71.85 69.57

ENN + mixgb 78.18 72.38 70.57 68.82

Relabel

CVCF + polyreg 76.58 70.56 69.25 67.05

CVCF + rf 75.06 69.45 67.96 65.97

CVCF + mixgb 73.31 67.67 66.29 64.20

IPF + polyreg 75.16 69.40 68.01 65.73

IPF + rf 77.76 72.10 70.64 68.37

IPF + mixgb 75.25 69.90 68.13 66.05

	 4. ผลการเปรียบเทียบประสิทธิภาพของวิธีการ
จัดการข้อมูลรบกวนเมื่อพิจารณาร่วมกับตัวแบบที่ใช้ใน
การจ�ำแนกกลุ่มข้อมูล
	 จากผลการวิเคราะห์ข้อมูลตาม Table 2 พบว่า 
ปฏิสัมพันธ์ของวิธีการจัดการข้อมูลรบกวนกับตัวแบบท่ีใช้ใน
การจ�ำแนกกลุ่มข้อมูลมีอิทธิพลขนาดเล็ก (

                   

ตามที�มีการใช้ตัวกรอง CNN จะมีค่า F1 โดยเฉลี�ย 

ตํ�ากว่าการไม่จดัการขอ้มูลรบกวน ซึ�งเป็นไปในทศิทาง

เดยีวกนัตามปรมิาณรบกวนทั �ง 4 ระดบั 

 กรณีที�ปริมาณข้อมูลรบกวนเป็น 10% และ 

20% พบว่า วธิกีารที�มคี่าประสทิธภิาพ F1 สงูที�สุด ไดแ้ก่ 

ENN + po lyreg, ENN + rf และ ENN + mixgb 

ตามลําดบั ซึ�งเป็นวธิกีารปรบัค่าตวัแปรตามที�มกีารใชต้วั

กรองขอ้มูล ENN ทั �งหมด แต่เมื�อพจิารณาวธิกีารขจดั

ข้อมูลรบกวนโดยไม่มีการปรับค่าตัวแปรตาม พบว่า

ประสิทธิภาพของการใช้ตวักรอง IPF จะมีแนวโน้มสูง

กว่าการใชต้วักรอง ENN เลก็น้อย  

 กรณีที�ปริมาณข้อมูลรบกวนเป็น 30% และ 

40% พบว่า วธิกีารที�มคี่าประสทิธภิาพ F1 สงูที�สุด ไดแ้ก่ 

ENN + polyreg, ENN + rf และ IPF ตามลําดบั ซึ�ง 2 

วธิแีรกเป็นวิธีการปรบัค่าตวัแปรตาม ส่วนวธิ ีIPF เป็น

วิธี ใ นกลุ่ มข องการขจัดข้อมูล รบกวน และมี ค่ า

ประสทิธภิาพใกล้เคยีงกบัวธิกีารปรบัค่าตวัแปรตามตวั

อื�น ๆ บางวธิ ีซึ�งวธิกีารทั �งปรบัค่าตวัแปรตามและวธิกีาร

ขจดัขอ้มูลรบกวน ในกรณีที�ประมาณรบกวนเป็น 30% 

และ 40% ส่วนใหญ่มแีนวโน้มที�มคี่าเฉลี�ย F1 ไม่ต่างกนั

มากนัก ยกเว้นวิธีที�มีการขจดัข้อมูลรบกวน และปรบั

ค่าตวัแปรตามดว้ยตวักรอง CNN 
 

Table 4 The average F1 score of each noise 
handling methods when considering with noise 
levels. 

method 
Noise level 

10% 20% 30% 40% 

None NONE 67.55 66.08 64.11 61.13 

Remove 

CNN 61.50 58.70 56.15 54.70 

ENN 75.38 71.99 69.35 67.51 

CVCF 69.26 65.76 63.07 61.18 

IPF 75.81 72.68 70.67 69.27 

Relabel 

CNN + polyreg 65.40 60.62 58.96 55.79 

CNN + rf 63.88 57.21 55.80 54.84 

CNN + mixgb 59.65 53.45 51.83 49.99 

ENN + polyreg 81.51 76.71 75.13 71.28 

ENN + rf 79.39 73.12 71.85 69.57 

ENN + mixgb 78.18 72.38 70.57 68.82 

Relabel 

CVCF + polyreg 76.58 70.56 69.25 67.05 

CVCF + rf 75.06 69.45 67.96 65.97 

CVCF + mixgb 73.31 67.67 66.29 64.20 

IPF + polyreg 75.16 69.40 68.01 65.73 

method 
Noise level 

10% 20% 30% 40% 

IPF + rf 77.76 72.10 70.64 68.37 

IPF + mixgb 75.25 69.90 68.13 66.05 

 

4. ผลการเปรียบเทียบประสิทธิภาพของวิธีการ

จดัการข้อมูลรบกวนเมื�อพิจารณาร่วมกบัตวัแบบที�

ใช้ในการจาํแนกกลุ่มข้อมูล 

 จากผลการวเิคราะหข์อ้มลูตาม Table 2  พบวา่ 

ปฏสิมัพนัธ์ของวธิกีารจดัการขอ้มูลรบกวนกบัตวัแบบที�

ใช้ในการจําแนกกลุ่มข้อมูลมีอิทธพิลขนาดเล็ก ( 𝜂𝜂�2= 

0.01)  ต่อค่าประสทิธภิาพ F1 อย่างมนีัยสําคญัทางสถติิ

ที�ระดบั .05 (p < .001) โดยค่าประสิทธิภาพ F1 เมื�อ

พจิารณาวธิกีารจดัการขอ้มูลรบกวนร่วมกบัตวัแบบที�ใช้

ในการจาํแนกกลุ่มขอ้มลู ได้แก ่k-NN, Random Forest, 

Naïve Bayes และ Support Vector Machine โดยใช้

ปริมาณข้อมูลรบกวนทุกระดับ และขนาดตัวอย่างทุก

ระดบั แสดงดงั Table 5 

 ผลการศกึษาพบว่า ในภาพรวมวิธกีารจดัการ

ขอ้มูลรบกวนโดยการปรบัค่าตวัแปรตาม จะมแีนวโน้มที�

ให้ค่าประสทิธภิาพ F1 สูงกว่าวธิกีารขจดัขอ้มูลรบกวน 

เมื�อพิจารณาวธิกีารปรบัค่าตวัแปรตามและวธิีการขจดั

ข้อมู ล รบกวนที�มีก าร ใช้ตั วก รอ ง  CNN จ ะมีค่ า

ประสทิธภิาพ F1 ตํ�าในทุก ๆ ตวัแบบ  

 กรณีตัวแบบ k-NN และ Random Forest 

พบว่า วธิกีารที�มคี่าประสทิธภิาพ F1 สูงที�สุดเป็นวธิกีาร

เหมือนกนั ได้แก่ ENN + polyreg, ENN + rf และ IPF 

ตามลําดบั  

 กรณีตัวแบบ Naïve Bayes และ Support 

Vector Machine พบว่า วธิกีารที�มคี่าประสทิธภิาพ F1 

สูงที�สุดเป็นวิธีการเหมือนกัน ได้แก่ ENN + polyreg, 

ENN + rf และ ENN + mixgb ตามลําดบั ซึ�งเป็นวธิกีาร

ปรบัค่าตวัแปรตามทั �งหมด นอกจากนี�ยงัพบว่าส่วนใหญ่

วธิกีารปรบัค่าตวัแปรตามจะมปีระสทิธภิาพดกีว่าวธิขีจดั

ขอ้มลูรบกวน 
 

Table 5 The average F1 score of each noise 

handling methods when considering with 

classification models. 

 = 0.01) ต่อ
ค่าประสิทธิภาพ F1 อย่างมีนัยส�ำคัญทางสถิติที่ระดับ .05  
(p < .001) โดยค่าประสทิธภิาพ F1 เมือ่พจิารณาวธิกีารจดัการ
ข้อมูลรบกวนร่วมกับตัวแบบท่ีใช้ในการจ�ำแนกกลุ่มข้อมูล 
ได้แก่ k-NN, Random Forest, Naïve Bayes และ Support 
Vector Machine โดยใช้ปริมาณข้อมูลรบกวนทุกระดับ และ
ขนาดตัวอย่างทุกระดับ แสดงดัง Table 5

	 ผลการศึกษาพบว่า ในภาพรวมวิธีการจัดการข้อมูล
รบกวนโดยการปรับค่าตัวแปรตาม จะมีแนวโน้มที่ให้ค่า
ประสิทธภิาพ F1 สงูกว่าวธิกีารขจดัข้อมลูรบกวน เมือ่พจิารณา
วธิกีารปรบัค่าตวัแปรตามและวธิกีารขจดัข้อมลูรบกวนทีม่กีาร
ใช้ตัวกรอง CNN จะมีค่าประสิทธิภาพ F1 ต�่ำในทุกๆ ตัวแบบ 

	 กรณีตัวแบบ k-NN และ Random Forest พบว่า วิธี
การท่ีมค่ีาประสิทธภิาพ F1 สงูทีส่ดุเป็นวธิกีารเหมอืนกัน ได้แก่ 
ENN + polyreg, ENN + rf และ IPF ตามล�ำดับ 

	 กรณีตัวแบบ Naïve Bayes และ Support Vector 
Machine พบวา่ วธิกีารทีม่ค่ีาประสทิธภิาพ F1 สงูทีส่ดุเปน็วธิี
การเหมือนกัน ได้แก่ ENN + polyreg, ENN + rf และ ENN 
+ mixgb ตามล�ำดับ ซึ่งเป็นวิธีการปรับค่าตัวแปรตามทั้งหมด 
นอกจากนี้ยังพบว่าส่วนใหญ่วิธีการปรับค่าตัวแปรตามจะมี
ประสิทธิภาพดีกว่าวิธีขจัดข้อมูลรบกวน
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Table 5	 The average F1 score of each noise handling methods when considering with classification models.

Method
Model

k-NN RF NB SVM

None NONE 65.98 64.26 63.57 65.06

Remove

CNN 57.84 58.68 56.50 58.03

ENN 72.46 73.12 69.37 69.28

CVCF 65.16 65.80 63.48 64.84

IPF 73.45 74.11 70.48 70.39

Relabel

CNN + polyreg 60.73 60.90 59.08 60.07

CNN + rf 58.69 58.99 56.43 57.61

CNN + mixgb 53.65 55.03 52.56 53.67

ENN + polyreg 76.29 77.48 74.94 75.93

ENN + rf 73.96 74.45 72.08 73.43

ENN + mixgb 73.02 73.48 71.24 72.22

CVCF + polyreg 71.23 71.83 69.59 70.79

CVCF + rf 70.00 70.62 68.31 69.50

CVCF + mixgb 68.39 68.79 66.48 67.81

IPF + polyreg 69.91 70.71 68.23 69.46

IPF + rf 72.66 73.16 70.82 72.22

IPF + mixgb 70.37 70.79 68.49 69.68

สรุปและวิจารณ์ผลการวิจัย
	 จากผลการเปรียบเทียบประสิทธิภาพของวิธีการ
จัดการข้อมูลรบกวนที่เกิดขึ้นในตัวแปรตามของตัวแบบ
จ�ำแนกกลุม่ข้อมลูเมือ่มสีถานการณ์ของขนาดตวัอย่าง ปรมิาณ
ข้อมลูรบกวน และตวัแบบการจ�ำแนกกลุม่ข้อมลูทีแ่ตกต่างกนั 
พบว่า วิธีการจัดการข้อมูลรบกวนมีอิทธิพลปฏิสัมพันธ์กับ 
ทุกปัจจัย ได้แก่ ขนาดตัวอย่าง ปริมาณข้อมูลรบกวน และตัว
แบบการจ�ำแนกท่ีส่งผลให้ค่าประสิทธภิาพ F1 แตกต่างกันอย่างม ี
นัยส�ำคัญทางสถิติที่ระดับ .05 โดยสามารถสรุปวิธีการจัดการ
ข้อมูลรบกวนที่มีประสิทธิภาพสูงสุดในแต่ละสถานการณ์  
ได้ดัง Table 6

Table 6	 Summary of the most effective class noise  
handling methods for each situation.

Situation Method

Sample 
size

100 ENN + polyreg

500 ENN + polyreg

1,000 ENN

Noise 
level

10% ENN + polyreg

20% ENN + polyreg

30% ENN + polyreg

40% ENN + polyreg

Model

k-NN ENN + polyreg

RF ENN + polyreg

NB ENN + polyreg

SVM ENN + polyreg
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	 เมื่อพิจารณาประสิทธิภาพของวิธีการจัดการข้อมูล
รบกวนร่วมกับขนาดตัวอย่าง พบว่าหากกลุ่มตัวอย่างมี
ขนาดเล็ก (n=100) วิธีการปรับค่าตัวแปรตามมีแนวโน้มที่จะ
มีประสิทธิภาพสูงกว่าวิธีขจัดข้อมูลรบกวน หากกลุ่มตัวอย่าง
ขนาดกลาง (n=500) ประสิทธิภาพของวิธีปรับค่าตัวแปรตาม
ส่วนใหญ่มแีนวโน้มใกล้เคียงกับวธิกีารขจดัข้อมลูรบกวน และ
เมื่อกลุม่ตัวอยา่งขนาดใหญ่ (n=1,000) การขจดัขอ้มลูรบกวน
มีแนวโน้มที่จะให้ประสิทธิภาพสูงกวา่ โดยวิธีการที่มแีนวโน้ม
มค่ีาประสิทธภิาพสงูสดุส�ำหรบัตวัอย่างขนาดเลก็และกลาง คือ 
ENN + polyreg และส�ำหรับตัวอย่างขนาดใหญ่ คือ ENN จะ
เห็นว่าหากกลุ่มตัวอย่างขนาดเล็กการขจัดข้อมูลรบกวนจะ
ท�ำให้สูญเสียข้อมูลท่ีจะน�ำไปเรียนรู้และชุดข้อมูลขนาดเล็ก
อาจจะท�ำให้เกิดปัญหา overfitting ได้ นอกจากนี้ในงานวิจัย  
Rajput et al. (2023) ยงัพบว่าตวัแบบบางตวัแบบมปีระสิทธภิาพ
ไม่ดีหากกลุ่มตัวอย่างขนาดเล็ก ดังนั้น วิธีการปรับค่าตัวแปร
ตามจึงเป็นวิธีที่เหมาะสมกว่าส�ำหรับกลุ่มตัวอย่างขนาดเล็ก 

	 เมื่อพิจารณาประสิทธิภาพของวิธีการจัดการข้อมูล
รบกวนร่วมกับปริมาณข้อมูลรบกวน พบว่า ประสิทธิภาพ 
F1 เมื่อใช้วิธีการจัดการข้อมูลรบกวนในทุกวิธีมีแนวโน้มลด
ลงตามปริมาณข้อมูลรบกวนที่เพิ่มขึ้น และวิธีการจัดการที่ให้
ประสทิธิภาพสงูสดุในทกุระดับปรมิาณข้อมลูรบกวน คือวธิกีาร
ปรบัค่าตวัแปรตาม ENN + polyreg แต่หากพจิารณาวธิกีารขจดั
ขอ้มูลรบกวนเพยีงอยา่งเดยีว ตวักรอง IPF จะมปีระสทิธภิาพ
ดีกว่าตวักรอง ENN แสดงให้เหน็ว่าควรพจิารณาประสทิธภิาพ
ของตัวกรองร่วมกับวิธีการประมาณค่าทดแทนพหุด้วย ซึ่งจะ
เป็นข้อเสนอแนะในการศกึษาครัง้ต่อไป สอดคล้องกับงานวจิยั
ของ Luengo et al. (2021) ที่พบว่า หากมีการใช้ตัวกรองแบบ
ผสมการเลือกตัวกรองหลักท่ีมีประสิทธิภาพดีไม่ได้เป็นการ
บอกว่าประสิทธิภาพของการจัดการกับข้อมูลรบกวนครั้งนั้น
จะดีเสมอไปควรพิจารณาถึงประสิทธิภาพของวิธีการอ่ืนๆ ที่
น�ำมาใช้ร่วมกันด้วย

	 เมื่อพิจารณาประสิทธิภาพของวิธีการจัดการข้อมูล
รบกวนร่วมกับตวัแบบทีใ่ช้ในการจ�ำแนกกลุม่ข้อมลู พบว่า ใน
ภาพรวมวธิกีารจดัการข้อมลูรบกวนโดยการปรบัค่าตวัแปรตาม 
จะมแีนวโน้มทีใ่ห้ค่าประสทิธภิาพ F1 สูงกว่าวธิกีารขจดัข้อมลู
รบกวนเล็กน้อย และวิธีการจัดการที่ให้ประสิทธิภาพสูงสุดใน
ทุกตัวแบบท่ีใช้ในการจ�ำแนกกลุ่มข้อมูล คือวิธีการปรับค่า 
ตัวแปรตาม ENN + polyreg 

	 จากผลการศึกษาได้ข้อสรุปถึงประสิทธิภาพของวิธี
การ ENN + polyreg ท่ีมแีนวโน้มให้ค่าประสทิธภิาพ F1 สงูสดุ
ในเกือบทกุสถานการณ์ ยกเว้นกรณทีีก่ลุม่ตวัอย่างเป็น 1,000 
หน่วย โดยวธิกีารนีเ้ป็นการปรบัค่าตวัแปรตามโดยใช้ตวักรอง 

ENN ในการตรวจสอบข้อมูลรบกวน ที่มีหลักการคือ ตรวจจับ
ข้อมลูทีม่ค่ีาเพือ่นบ้านทีใ่กล้ทีสุ่ดหากค่าตวัแปรตามไม่ตรงกนั
จะด�ำเนินการขจัดออก ผลของการใช้ตัวกรอง ENN แสดงให้
เหน็วา่มแีนวโนม้ทีม่ีประสทิธภิาพดเีมือ่ใชร้ว่มกบัวธิปีระมาณ
ค่าทดแทนพหุในสถานการณ์ของงานวิจัยนี้ท่ีมีข้อมูลรบกวน
แบบ NNAR ซึง่สอดคล้องกับงานวจิยัของ (Sáez et al., 2013)  
ทีพ่บว่าการใช้ตวักรอง ENN และตวักรองอืน่ทีพ่ฒันามากจาก 
ENN จะมีประสิทธิภาพดีกว่าตัวกรองกลุ่มอื่นๆ ส่วนวิธีการ 
ทีม่แีนวโน้มให้ค่าประสทิธภิาพต�ำ่สุด คอื การใช้ตวักรอง CNN 
ทั้งในการขจัดข้อมูลรบกวนและวิธีการปรับค่าตัวแปรตาม  
ท่ีถึงแม้จะมีหลักการพื้นฐานท่ีใช้หลักการ k-NN และระยะ
ห่างระหว่างข้อมูล แต่อัลกอริทึมนี้จะลดขนาดของชุดข้อมูล
ลงให้เลก็ท่ีสุดโดยใช้ 1-NN และมกัจะใช้ส�ำหรบัการลดข้อมลูที ่
ไม่ให้สารสนเทศ คงเหลอืเฉพาะข้อมลูท่ีส�ำคัญ (Sutton, 2012) 
ซึง่ไม่เหมาะสมทีจ่ะน�ำมาใช้เป็นตวักรองข้อมลูรบกวนรปูแบบ 
NNAR นี้ที่ข้อมูลในแต่ละกลุ่มจะมีความใกล้เคียงกัน 

	 ส�ำหรบัขอ้เสนอแนะในการศกึษาครัง้ตอ่ไป สามารถ
ขยายขอบเขตการศึกษาในการเปรยีบเทียบประสทิธภิาพของ
วธีิการจดัการข้อมลูรบกวนด้วยการปรบัค่าตวัแปรตามทีม่กีาร
ใช้ตัวกรองข้อมูลรบกวนร่วมกับวิธีการประมาณค่าทดแทน
พหุวิธีอื่นๆ ที่ยังไม่ได้ท�ำการศึกษาในครั้งนี้พร้อมท้ังศึกษา
ปฏิสัมพันธ์ระหว่างตัวกรองข้อมูลรบกวนและวิธีประมาณค่า
ทดแทนพหุ และควรเพิ่มเติมถึงวิธีการจัดการข้อมูลรบกวน 
ในข้อมูลรบกวนแบบ NCAR และ NAR เพื่อขยายองค์ความรู้
ในการจัดการข้อมูลรบกวนนอกเหนือจากที่ได้ศึกษาไป
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