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บทคัดัย่อ
ในปััจจุุบัันน้ี้� สื่่�อสัังคมออนไลน์์เป็็นหนึ่่�งในกิิจกรรมสำคััญของประชาชนทั่่�วไป เพื่่�อวััตถุประสงค์์ในการแบ่่งปัันข่่าวสารและเรื่่�อง

ราวต่่าง ๆ แก่่ผู้้�คน ด้้วยเหตุุนี้้� จึึงก่่อให้้เกิิดกลุ่่�มผู้้�ไม่่ประสงค์์ดีีที่่�ต้้องการหาผลประโยชน์์แก่่ตนเองและก่่อความวุ่่�นวายในสัังคม

ด้ว้ยการสร้้างข่่าวลวงและเผยแพร่่แก่่บุคคลทั่่�วไป ในช่่วงเวลาท่ี่�ผ่่านมาได้้มีีความพยายามในการสร้้างระบบสำหรับตรวจจัับข่่าว

ลวงบนสื่่�อสังัคมออนไลน์ไ์ด้โ้ดยอัตัโนมัตัิ ิเช่่น การตรวจจับัโดยใช้ก้ารเรีียนรู้้�ของเครื่่�องจักัรเรีียนรู้้�ข้อ้มููลข่่าวสาร หรืือ การใช้ร้ะบบ

การเรีียนรู้้�พฤติิกรรมของผู้้�คนบนสื่่�อสัังคมออนไลน์์ เป็็นต้้น ซึ่่�งจากวิิธีีการที่่�ได้้กล่่าวมา จึึงก่่อให้้เกิิดแนวคิิดของการบููรณาการ

การวิิเคราะห์์ข้้อมููลแบบหลายปััจจััย เพื่่�อเสริิมความถููกต้้องของการทำนายระบบตรวจจัับข่่าวลวงให้้มีีประสิิทธิิภาพมากขึ้้�น 

ในงานวิิจััยฉบัับนี้้�จึึงมีีวััตถุุประสงค์์เพื่่�อนำเสนอตััวแบบพยากรณ์์ในการตรวจจัับข่่าวปลอม ด้้วยเทคนิิคการเรีียนรู้้�แบบรวมกลุ่่�ม

ด้้วยวิิธีีการโหวต โดยประกอบไปด้้วยชุุดข้้อมููล 20,000 ชุุดข้้อมููล ซึ่่�งพิิจารณาปััจจััยแหล่่งที่่�มาของสื่่�อประกอบและปฏิิสััมพัันธ์์

ของผู้้�ใช้้งานต่่าง จากผลการทดสอบร่่วมกัับฐานข้้อมููลข่่าวลวงซึ่่�งบัันทึึกจากสื่่�อสัังคมออนไลน์์อย่่าง Fakeddit.com พบว่่าแบบ

จำลองท่ี่�นำเสนอมีีประสิทิธิภิาพความถููกต้อ้งในการพยากรณ์เ์ท่่ากัับ 96.97% ซึ่่�งมากกว่่าเทคนิคิการเรีียนรู้้�อื่่�นที่่�นำมาใช้ป้ระกอบ

การเรีียนรู้้�

คำำ�สำำ�คัญั: การพยากรณ์์ข้้อมููล, การตรวจจัับข่่าวปลอม, การเรีียนรู้้�ของเครื่่�อง, การเรีียนรู้้�แบบรวมกลุ่่�ม

Abstract
Nowadays, social media is one of the important activities for the general public for the purpose of sharing news and 

various stories with people. As a result, there are ill-intentioned individuals who seek to benefit themselves and cause 

chaos in society by creating and spreading fake news to the public. Recently, efforts have been made to develop 

systems for automatically detecting fake news on social media, such as using machine learning to analyze news data 

or using systems that learn the behavior of people on social media. From these methods, the concept of integrating 

multi-factor data analysis has emerged to enhance the accuracy and efficiency of fake news detection systems. This 

research aims to present a predictive model for detecting fake news using ensemble learning techniques with voting 

methods. It includes a dataset of 20,000 data points, considering factors such as media sources and user interactions. 

The test results, in conjunction with the fake news database recorded from social media like Fakeddit.com, show that 

the proposed model has a prediction accuracy of 96.97%, which is higher than other learning techniques used for 

comparison.
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บทนำำ�
ด้้วยการเติิบโตทางเทคโนโลยีีอินเทอร์์เน็็ตท่ี่�มีีความก้้าวหน้า

อย่่างรวดเร็็ว ทำให้้เกิิดสื่่�อสัังคมออนไลน์์ (Social Media) 

จำนวนมากท่ี่�ประชาชนทั่่�วไปสามารถเข้้าถึึงได้้ไม่่ยาก 

การติิดตามและแบ่่งปัันข่่าวสารกัับคนใกล้้ชิิดหรืือแม้้แต่่สู่่�

สาธารณะกลายเป็็นหนึ่่�งในกิิจวััตรประจำวัันของบุุคคลทั่่�วไป 

และเมื่่�อมีีข่่าวสารเกิิดขึ้้�น ย่่อมมีีบุคคลไม่่หวังดีีบางกลุ่่�มท่ี่�

พยายามสร้้างและเผยแพร่่ข่่าวลวง (Fake News) สู่่�สื่่�อสัังคม

ออนไลน์์ โดยมีีจุุดประสงค์์ที่่�ไม่่ดีี เช่่น ความรู้้�เท่่าไม่่ถึึงการณ์์

ของบุุคคลบางกลุ่่�มในการเผยแพร่่เน้ื้�อหาหลอกลวงเพื่่�อกลั่่�น

แกล้้งผู้้�คน การมุ่่�งสร้้างผลประโยชน์์โดยกลุ่่�มมิิจฉาชีีพโดย 

แอบอ้้างข่่าวลวง การก่่อความวุ่่�นวายของกลุ่่�มหััวรุุนแรง

ทางการเมืือง เป็น็ต้น้ ซึ่่�งข่่าวลวงเหล่่านี้้�อาจก่่อความเสีียหาย

ต่่อบุคุคลและสังัคมได้ ้ทั้้�งการทำให้เ้สื่่�อมเสีียชื่่�อเสีียง ไปจนถึงึ

ความขััดแย้้งภายภายในสัังคม เป็็นต้้น

	 ในช่่วงหลายปีีที่่�ผ่่านมานี้้� บริิษััท องค์์กร หน่่วยงาน

ภาครััฐ และนัักวิิจััยจำนวนมาก ได้้มีีความพยายามที่่�จะกำจััด

และยัับยั้้�งข่่าวลวงเหล่่านี้้�ด้้วยวิิธีีการท่ี่�หลากหลาย หนึ่่�งในวิิธีี

การแรกเริ่่�มที่่�มีีง่่ายที่่�สุุด นั่่�นคืือการใช้้บุุคคลากรในการเฝ้้า

สัังเกตเนื้้�อหาข่่าวที่่�ได้้รัับรายงานมาจากผู้้�ใช้้ในระบบ โดยเมื่่�อ

ทางบุุคคลากรได้้รัับรายงาน ก็็จะทำการตรวจสอบข้้อเท็็จจริิง 

โดยหากพบว่่าเน้ื้�อหาข่่าวนั้้�นมีีการนำเสนอข้้อมููลเท็็จ ก็็จะ

ทำการนำเน้ื้�อหาข่่าวนั้้�น ๆ  ออกจากระบบไป อย่่างไรก็็ตามวิิธีี

การดังักล่่าวนั้้�นจำเป็น็ต้อ้งใช้บุ้คุลากรในการเฝ้า้สังัเกตข่่าวใน

ระบบเป็็นจำนวนมากและใช้้เวลาในการพิิจารณาที่่�ยาวนาน 

เนื่่�องจากสื่่�อสัังคมออนไลน์์มีีผู้้�ใช้้งานจำนวนมหาศาล และ

จำนวนข่่าวเผยแพร่่ในแต่่ละวันันั้้�นก็ม็ีีปริมิาณสููงเช่่นกันั อีีกทั้้�ง

อาจมีีบางกรณีีที่่�เน้ื้�อหาข่่าวดังักล่่าวเป็น็ข่่าวปลอม แต่่ผู้้�ใช้ง้าน

เข้า้ใจผิดิว่่าเป็็นข่่าวจริิง จึงึไม่่ทำการรายงานข่่าวนั้้�น ด้ว้ยเหตุนุ้ี้� 

จึึงมีีความพยายามให้้วิิธีีการอื่่�น ๆ ที่่�พึึงพาแรงงานมนุุษย์ ์

น้้อยลง และใช้้เวลาในการพิิจารณาที่่�ลดลงเช่่นกััน

	 อย่่างไรก็็ดีี เมื่่�อเวลาผ่่านไป ผู้้�ไม่่หวัังดีีได้้มีีการ

ปรัับปรุุงรููปแบบการนำเสนอข่่าวปลอม ทำให้้เนื้้�อหาข่่าวหรืือ

พาดหััวข่่าวมีีความน่่าเชื่่�อถืือมากยิ่่�งขึ้้�น และด้้วยเหตุุนี้้�การ

พิิจารณาข้้อมููลผ่่านทางพาดหััวข่่าวและเนื้้�อหาข่่าวอาจจะยััง

ไม่่เพีียงพอ ต่่อมามีีนัักวิิจััยทำการเพิ่่�มข้้อมููลประกอบการ

พิิจารณาและคััดกรองข่่าวลวง โดยเพิ่่�มการวิิเคราะห์์รููปภาพ

ประกอบข่่าว เพื่่�อดููความเชื่่�อมโยงของเนื้้�อหาข่่าว และความ

น่่าเชื่่�อถืือของข่่าว ซึ่่�งผลการทดลองชี้้�ให้้เห็็นว่่าการเพิ่่�ม

คุุณลัักษณะประกอบการตััดสิินใจ ช่่วยเหลืือการคััดกรองข่่าว

ลวงได้้เป็็นอย่่างดีี

	 จากประเด็็นท่ี่�กล่่าวมาน้ี้�ทำให้้เห็็นโอกาสในการ

พัฒันาและปรับัปรุงุวิธิีีการคัดักรองข่่าวลวง โดยมีีข้อ้สันันิษิฐานว่่า 

หากมีีการเพิ่่�มคุุณลัักษณะของข่่าว โดยพิิจารณาข้้อมููลการมีี

ส่่วนร่่วมของผู้้�ใช้้งาน เช่่น การกดไลก์์ การแสดงความคิิดเห็็น 

เข้้าร่่วมในการตััดสิินใจ จะช่่วยในการคััดกรองเพิ่่�มเติิมได้้ 

ว่่าข่่าวดัังกล่่าวนั้้�นเป็็นข่่าวลวงหรืือไม่่

	 ในงานวิิจััยฉบัับนี้้�จึึงได้้นำเสนอแบบจำลองรููปแบบ

ในการตรวจจับัและคัดัแยกข่่าวลวงบนสื่่�อสังัคมออนไลน์อ์ย่่าง

มีีประสิิทธิภาพ โดยแบบจำลองน้ี้�ใช้้เทคนิิคการเรีียนรู้้�ของ

เครื่่�องจักัร (Machine Learning)เพื่่�อพิจิารณาข้อ้มููลปะกอบไป

ด้้วย 2 ส่่วนหลัักๆ ได้้แก่่ ข้้อมููลรููปภาพข่่าว และข้้อมููลการมีี

ส่่วนร่่วมของผู้้�ใช้้งาน โดยใช้้ฐานข้้อมููลข่่าวลวงของสื่่�อสัังคม

ออนไลน์์เรดดิิต (Fakeddit) กว่่า 20,000 ชุุดข้้อมููล

ทฤษฎีีและงานวิจัยัที่่�เกี่่�ยวข้้อง
	 1.	 ข่่าวลวงและผลกระทบที่่�อาจเกิิดขึ้�น

		ข่่  าวลวง หมายถึึง ข่่าวที่่�มีีความพยายามปลอม

แปลงให้้มีีความน่่าเชื่่�อถืือและมีีความเป็น็ผู้้�ชำนาญการ เพื่่�อให้้

ผู้้�คนทั่่�วไปไม่่สามารถแยกออกได้้ว่่าข่่าวดัังกล่่าวเป็็นข่่าวลวง

หรืือไม่่ (Mustafaraj & Metaxas, 2017) โดยจากการศึึกษา

พบว่่าข่่าวลวงนั้้�นเกิิดมาตั้้�งแต่่สมััยโรมันัโบราณ โดยในยุคุนั้้�น

มีีจุุดมุ่่�งหมายของการเผยแพร่่ข่่าวลวงเพื่่�อการสงคราม (Shu 

et al., 2017) และด้้วยการเติิบโตของสื่่�อต่่าง ๆ ในศตวรรษที่่� 

20 เช่่น โทรทััศน์์ หนัังสืือพิิมพ์์ และสื่่�อประเภทหนึ่่�งสู่่�จำนวน

มาก (one-to-many) ทำการมีีการเติิบโตของข่่าวลวงเพิ่่�มสููง

ขึ้้�น (Allcott & Gentzkow, 2017) และในศตวรรษท่ี่� 21 การมา

ถึึงของเทคโนโลยีีอิินเทอร์์เน็็ต ทำให้้เกิิดสื่่�อสัังคมออนไลน์์ 

(social media) เช่่น Facebook, Twitter, Reddit เป็็นต้้น ทำให้้

การเผยแพร่่ข่่าวลวงเกิดิขึ้้�นหลากหลายรููปแบบ และมีีการแพร่่

กระจายของข่่าวลวงเกิิดขึ้้�นเป็็นทวีีคููณ

		ตั  ัวอย่่างกรณีีท่ี่�การเติิบโตของการเผยแพร่่ข่่าว

ลวงที่่�น่่าสนใจ นั่่�นคืือ ช่่วงการเลืือกตั้้�งของสหรััฐอเมริิกาในปีี 

ค.ศ. 2016 นั้้�น พบว่่ามีีการเติิบโตของข่่าวลวงบนสื่่�อต่่าง ๆ 

อย่่างเห็็นได้้ชัดั โดยกระทำไปเพื่่�อผลประโยชน์์ในการเลืือกตั้้�ง

และการโจมตีีทางการเมืือง (Gimpel et al., 2021)

		ผ  ลกระทบของข่่าวลวงนั้้�นสามารถสร้า้งผลกระทบ 

ได้้ตั้้�งแต่่ความเกิิดเข้้าใจผิิดในระดัับบุุคคล เช่่น การเสีียชีีวิต

ของบุุคคลท่ี่�มีีชื่่�อเสีียง (Paschen, 2020) ไปจนถึึงความสููญ

เสีียและความตื่่�นตระหนกเป็็นวงกว้้างในสัังคม เช่่น การเผย

แพร่่ข่่าวลวงเกี่่�ยวข้้องที่่�เกี่่�ยวข้้องกัับโรคระบาด (Al Asaad & 

Erascu, 2018) เป็็นต้้น
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	 2.	สื่ �อสังัคมออนไลน์์ Reddit.com 

		  เพื่่�อพิิสููจน์์สมมุุติิฐานดัังกล่่าว จึึงจำเป็็นจำต้้อง

มีีกรณีีตััวอย่่างที่่�น่่าเชื่่�อถืือและเป็็นกรณีีที่่�เคยเกิิดขึ้้�นในโลก

ความเป็็นจริิง เพื่่�อเป็็นการจำลองเหตุุการณ์์ที่่�อาจเกิิดขึ้้�นเมื่่�อ

นำโครงประกอบไปประยุุกต์์ใช้้ โดยในกรณีีนี้�ทางผู้้�วิจััยได้้

จำกััดขอบเขตการศึึกษาที่่�เว็็บไซต์์ Reddit.com 

		  สำหรัับ Reddit.com นั้้�น เป็็นสื่่�อสัังคมออนไลน์์

ที่่�มีีชื่่�อเสีียงของสหรััฐอเมริิกา โดยมีีการรายงานว่่ามีีผู้้�ใช้้งาน

รวมมากกว่่า 52 ล้า้นคนต่่อวันั และยังัมีีกระทู้้�ย่่อย (Subreddit) 

สำหรัับให้้ผู้้�ใช้้งานเข้้าพููดคุุยรวมกัันมากกว่่า 138,000 กระทู้้� 

ซึ่่�งเว็็บไซต์์นี้้�เคยมีีส่่วนสำคััญในประเด็็นอัันเป็็นที่่�ถกเถีียง

มากมาย เช่่น การค้้นหามืือระเบิิดจากเหตุรุะเบิิดเมืืองบอสตััน 

รวมไปถึึงการพููดคุุยในประเด็็นการเหยีียดเช้ื้�อชาติิและการ

เหยีียดหยามเพศ (Proferes, 2021) อีีกนััย Reddit.com เป็็น

ไซต์์ข่่าวสัังคม ซึ่่�งเนื้้�อหาและการกลั่่�นกรองเป็็นลัักษณะของ

การทำงานแบบมีีส่่วนร่่วมโดยผู้้�ใช้้ ตรงข้้ามกัับไซต์์อื่่�น ๆ 

ที่่�เน้ื้�อหาได้้รัับการจััดการโดยทีีมบรรณาธิิการหรืืออััลกอริิทึึม 

ในทางปฏิิบััติิ ผู้้�ใช้้ Reddit เลืือกที่่�จะส่่งลิิงก์์ไปยัังไซต์์อื่่�นหรืือ

แบ่่งปัันมุุมมองของตนเองในโพสต์์ Redditors รายอื่่�นที่่�สมััคร

เป็็นสมาชิิกดัังกล่่าวจะพิิจารณาแยกกัันว่่าโพสต์์นั้้�นต้้องการ

การโหวตขึ้้�นหรืือลง ซึ่่�งจะถููกรวมเข้้าด้้วยกัันเพื่่�อให้้คะแนน

ของโพสต์์นั้้�น โดย The Reddiquette ซึ่่�งเป็็นชุุดกฎที่่�เป็็นลาย

ลัักษณ์์อัักษรและค่่านิิยมที่่� Redditors สนัับสนุุนในการปฏิิบััติิ

ตาม โดยเน้น้ย้้ำถึงึความจำเป็น็ในการลงคะแนนโดยพิจิารณา

ว่่าโพสต์์หรืือความคิิดเห็็นมีีส่่วนในการสนทนาหรืือไม่่ การ

โหวตขึ้้�นและลงเหล่่าน้ี้�ทำหน้้าท่ี่�เป็็นการวิิเคราะห์์พฤติิกรรม

เชิงิตัวัเลขของการยอมรับัทางสังัคม (Yu el al., 2022) อัลักอริทึิึม 

จะจััดเรีียงและจััดลำดัับโพสต์์และเนื้้�อหาอื่่�น ๆ ตามคะแนนที่่�

ได้รั้ับจากการโหวตและเวลาตั้้�งแต่่เผยแพร่่ ซึ่่�งแตกต่่างจากการ 

กดไลค์์ทั่่�วไปบน Facebook หรืือ Twitter ภายใต้้แต่่ละโพสต์์

และลิิงก์์ที่่�แบ่่งปันั Redditors ได้้รับัการสนัับสนุนุให้พูู้ดคุยุผ่่าน

ความคิิดเห็็นที่่�ได้้รัับการประเมิินและกลั่่�นกรองด้้วยการโหวต

ขึ้้�นและลงและเรีียงลำดัับตามนั้้�น (Duguay, 2022)

	 จากเหตุผุลการใช้้งานปริิมาณมหาศาลท่ี่�เกิิดขึ้้�น และ

ความเสี่่�ยงต่่อการแพร่่กระจายข่่าวท่ี่�ไม่่ถููกต้้องน้ี้� จึึงนำไปสู่่�

ความพยายามในการนำโครงประกอบท่ี่�นำเสนอมาทดสอบกัับ

ข้้อมููลที่่�ได้้รัับจากเว็็บไซต์์นี้้� เพื่่�อพิิสููจน์์ประสิิทธิิภาพของโครง

ประกอบที่่�จะนำเสนอในบทถััดไป

	 3.	 การเรีียบรู้้�แบบรวมกลุ่่�ม

		  เทคนิิคการเรีียนรู้้�แบบกลุ่่�มเป็็นเทคนิิคของ 

การเรีียนรู้้�ของเครื่่�องการเขั้้�นสููงที่่�ช่่วยเพิ่่�มประสิิทธิิภาพการ

พยากรณ์์ผล โดยการใช้้เทคนิิคที่่�ใช้้แบบจำลองประเภทการ

จำแนกข้้องมููลหรืือเทคนิิคการเรีียนรู้้�แบบมีีผู้้�สอนหลายๆ  

แบบจำลอง มาช่่วยในการหาคำตอบ ซึ่่�งเป็็นเทคนิิคที่่�มีี

ประสิิทธิิภาพสููง (Dietterich, 2000) โดยอััลกอริิทึึมที่่�พััฒนา

บนแนวคิดิเทคนิคิแบบรวมกลุ่่�มท่ี่�นำมาใช้ใ้นงานวิจัิัยครั้้�งนี้้�คืือ

เทคนิิคแบบโหวต (Vote Ensemble) เป็็นการใช้้ชุุดข้้อมููลการ

เรีียนรู้้�ชุดุเดีียวกันัแต่่สร้า้งแบบจำลองด้ว้ยเทคนิิคหลากหลาย

ต่่างๆ โดยหลัังจากได้้แบบจำลองมาชุุดหนึ่่�งแล้้วจะทำการนำ

ไปพยากรณ์์ข้้อมููลและนำคำตอบมารวมกัันเพื่่�อดููว่่าคำตอบ

ไหนเหมาะสมท่ี่�สุุดด้ว้ยใช้ว้ิธิีีการโหวตและทำการเลืือกคำตอบ

ที่่�ตอบตรงกัันมากที่่�สุุด แสดงตาม Figure 1

                   

จากเหตุผลการใช้งานปริมาณมหาศาลที�เกิดขึ�น และ

ความเสี�ยงต่อการแพร่กระจายข่าวที�ไม่ถูกต้องนี�  จึง

นําไปสู่ความพยายามในการนําโครงประกอบที�นําเสนอ

มาทดสอบกับข้อมูลที�ได้รับจากเว็บไซต์นี� เพื�อพิสูจน์

ประสทิธภิาพของโครงประกอบที�จะนําเสนอในบทถดัไป 

 

3. การเรียบรู้แบบรวมกลุ่ม 

เทคนิคการเรยีนรูแ้บบกลุ่มเป็นเทคนิคของการ

เรยีนรูข้องเครื�องการเข ั �นสูงที�ช่วยเพิ�มประสทิธภิาพการ

พยากรณ์ผล โดยการใชเ้ทคนิคที�ใชแ้บบจําลองประเภท

การจําแนกข้องมูลหรือเทคนิคการเรียนรู้แบบมีผู้สอน

หลายๆ แบบจําลอง มาช่วยในการหาคําตอบ ซึ�งเป็น

เทคนิคที�มีประสิทธิภาพสูง (Dietterich, 2000) โดย

อัลกอริทึมที�พฒันาบนแนวคิดเทคนิคแบบรวมกลุ่มที�

นํามาใช้ในงานวิจัยครั �งนี�คือเทคนิคแบบโหวต (Vote 

Ensemble) เป็นการใช้ชุดข้อมูลการเรียนรู้ชุดเดียวกัน

แต่สร้างแบบจําลองด้วยเทคนิคหลากหลายต่างๆ โดย

หลังจากได้แบบจําลองมาชุดหนึ�งแล้วจะทําการนําไป

พยากรณ์ข้อมูลและนําคําตอบมารวมกนัเพื�อดูว่าคําตอบ

ไหนเหมาะสมที�สุดด้วยใช้วธิกีารโหวตและทําการเลอืก

คาํตอบที�ตอบตรงกนัมากที�สุด แสดงตามภาพประกอบที� 
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Figure 1 Ensemble learning techniques with voting 

 

4. การแบ่งชุดข้อมูลและประเมินประสิทธิภาพตัว
แบบพยากรณ์ 

ภายในงานวิจัยนี�ได้ใช้วิธีการแบ่งข้อมูลที�

เรยีกว่า Cross-validation โดยเป็นเป็นวธิทีี�นิยมในการ

ทํางานวจิยัเพื�อใชใ้นการทดสอบประสทิธภิาพของโมเดล

เนื�องจากผลที�ได้มีความน่าเชื�อถือ เป็นการแบ่งข้อมูล

ออกเป็นหลายส่วน มกัจะแสดงด้วยค่า k เช่น �-fold 

cross-validation คือ ทําการแบ่งขอ้มูลออกเป็น � ส่วน 

โดยที�แต่ละส่วนมจีํานวนขอ้มูลเท่ากนั และมขีอ้มูลหนึ�ง

ส่วนจะใช้เป็นตัวทดสอบประสิทธภิาพของโมเดล โดย

ทําวนจนครบจาํนวนที�แบง่ไว ้

การวดัประสทิธภิาพโมเดลประเภทการจาํแนก

ขอ้มูล (Classification) จะมุ่งไปที�การหาค่าความถูกต้อง

โดยจะตอ้งทําความใจ โดย  

1 .  True Positive (TP) คือ สิ� ง ที� โ ป รแ ก รม

ทํานายว่าเป็นขา่วจรงิและมคี่าเป็นจรงิ  

2 .  True Negative (TN) คือ สิ� ง ที� โ ป รแกรม

ทํานายว่าเป็นขา่วปลอมและมคี่าเป็นขา่วปลอมจรงิ  

3 .  False Positive (FP) คือ สิ� ง ที� โ ป รแกรม

ทาํนายว่าเป็นขา่วจรงิแต่มคี่าเป็นขา่วปลอม 

4. False Negative (FN) คือสิ�งที� โปรแกรม

ทาํนายว่าเป็นขา่วปลอมแต่มคี่าเป็นขา่วจรงิ 

ซึ�งค่าดงักล่าวจะถูกนําไปแทนในสูตรเพื�อหาค่า

วัดผลต่างๆ ได้ โดยจะได้มาจากตาราง Confusion 

Matrix ที�ให้ผลลพัธ์หลกัๆ อยู่ � ค่า คอื Precision เป็น

การวดัความถูกต้องของข้อมูล โดยพิจารณาแยกทีละ

คลาส Recall เป็นการวัดความถูกต้องของโมเดลโดย

พจิารณาแยกทลีะคลาส และ Accuracy เป็นการวดัความ

ถูกต้องของตัวแบบ และเป็นค่าที�ใช้นําเสนอภายใน

งานวจิยั โดยจะพจิารณารวมทุกคลาส ดว้ยสมการ (1) 
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�����������
                     (1) 

 

 

 

Figure 1  Ensemble learning techniques with voting

	 4.	 การแบ่ง่ชุุดข้อมููลและประเมิินประสิิทธิิภาพ

ตัวัแบบพยากรณ์์

		  ภายในงานวิิจััยนี้้�ได้้ใช้้วิิธีีการแบ่่งข้้อมููลท่ี่�เรีียก

ว่่า Cross-validation โดยเป็็นเป็็นวิิธีีที่่�นิิยมในการทำงานวิิจััย

เพื่่�อใช้ใ้นการทดสอบประสิทิธิภิาพของโมเดลเนื่่�องจากผลที่่�ได้้

มีีความน่่าเชื่่�อถืือ เป็น็การแบ่่งข้อ้มููลออกเป็น็หลายส่่วน มักัจะ

แสดงด้้วยค่่า k เช่่น 5-fold cross-validation คืือ ทำการแบ่่ง

ข้้อมููลออกเป็็น 5 ส่่วน โดยที่่�แต่่ละส่่วนมีีจำนวนข้้อมููลเท่่ากััน 

และมีีข้อมููลหนึ่่�งส่่วนจะใช้้เป็็นตััวทดสอบประสิิทธิภาพของ

โมเดล โดยทำวนจนครบจำนวนที่่�แบ่่งไว้้
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		  การวััดประสิิทธิิภาพโมเดลประเภทการจำแนก

ข้้อมููล (Classification) จะมุ่่�งไปที่่�การหาค่่าความถููกต้้องโดย

จะต้้องทำความใจ โดย 

		  1. True Positive (TP) คืือสิ่่�งที่่�โปรแกรมทำนาย

ว่่าเป็็นข่่าวจริิงและมีีค่่าเป็็นจริิง 

		  2. True Negative (TN) คืือสิ่่�งที่่�โปรแกรม

ทำนายว่่าเป็็นข่่าวปลอมและมีีค่่าเป็็นข่่าวปลอมจริิง 

		  3. False Positive (FP) คืือสิ่่�งที่่�โปรแกรม

ทำนายว่่าเป็็นข่่าวจริิงแต่่มีีค่่าเป็็นข่่าวปลอม

		  4. False Negative (FN) คืือสิ่่�งที่่�โปรแกรม

ทำนายว่่าเป็็นข่่าวปลอมแต่่มีีค่่าเป็็นข่่าวจริิง

		ซึ่่  �งค่่าดังักล่่าวจะถููกนำไปแทนในสููตรเพื่่�อหาค่่า

วััดผลต่่างๆ ได้้ โดยจะได้้มาจากตาราง Confusion Matrix ที่่�

ให้้ผลลััพธ์์หลัักๆ อยู่่� 3 ค่่า คืือ Precision เป็็นการวััดความถููก

ต้้องของข้้อมููล โดยพิิจารณาแยกทีีละคลาส Recall เป็็นการ

วััดความถููกต้้องของโมเดลโดยพิิจารณาแยกทีีละคลาส และ 

Accuracy เป็็นการวััดความถููกต้้องของตััวแบบ และเป็็นค่่าที่่�

ใช้้นำเสนอภายในงานวิิจััย โดยจะพิิจารณารวมทุุกคลาส ด้้วย

สมการ (1)

 

 		

                   

จากเหตุผลการใช้งานปริมาณมหาศาลที�เกิดขึ�น และ

ความเสี�ยงต่อการแพร่กระจายข่าวที�ไม่ถูกต้องนี�  จึง

นําไปสู่ความพยายามในการนําโครงประกอบที�นําเสนอ

มาทดสอบกับข้อมูลที�ได้รับจากเว็บไซต์นี� เพื�อพิสูจน์

ประสทิธภิาพของโครงประกอบที�จะนําเสนอในบทถดัไป 

 

3. การเรียบรู้แบบรวมกลุ่ม 

เทคนิคการเรยีนรูแ้บบกลุ่มเป็นเทคนิคของการ

เรยีนรูข้องเครื�องการเข ั �นสูงที�ช่วยเพิ�มประสทิธภิาพการ

พยากรณ์ผล โดยการใชเ้ทคนิคที�ใชแ้บบจําลองประเภท

การจําแนกข้องมูลหรือเทคนิคการเรียนรู้แบบมีผู้สอน

หลายๆ แบบจําลอง มาช่วยในการหาคําตอบ ซึ�งเป็น

เทคนิคที�มีประสิทธิภาพสูง (Dietterich, 2000) โดย

อัลกอริทึมที�พฒันาบนแนวคิดเทคนิคแบบรวมกลุ่มที�

นํามาใช้ในงานวิจัยครั �งนี�คือเทคนิคแบบโหวต (Vote 

Ensemble) เป็นการใช้ชุดข้อมูลการเรียนรู้ชุดเดียวกัน

แต่สร้างแบบจําลองด้วยเทคนิคหลากหลายต่างๆ โดย

หลังจากได้แบบจําลองมาชุดหนึ�งแล้วจะทําการนําไป

พยากรณ์ข้อมูลและนําคําตอบมารวมกนัเพื�อดูว่าคําตอบ

ไหนเหมาะสมที�สุดด้วยใช้วธิกีารโหวตและทําการเลอืก

คาํตอบที�ตอบตรงกนัมากที�สุด แสดงตามภาพประกอบที� 
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Figure 1 Ensemble learning techniques with voting 

 

4. การแบ่งชุดข้อมูลและประเมินประสิทธิภาพตัว
แบบพยากรณ์ 

ภายในงานวิจัยนี�ได้ใช้วิธีการแบ่งข้อมูลที�

เรยีกว่า Cross-validation โดยเป็นเป็นวธิทีี�นิยมในการ

ทํางานวจิยัเพื�อใชใ้นการทดสอบประสทิธภิาพของโมเดล

เนื�องจากผลที�ได้มีความน่าเชื�อถือ เป็นการแบ่งข้อมูล

ออกเป็นหลายส่วน มกัจะแสดงด้วยค่า k เช่น �-fold 

cross-validation คือ ทําการแบ่งขอ้มูลออกเป็น � ส่วน 

โดยที�แต่ละส่วนมจีํานวนขอ้มูลเท่ากนั และมขีอ้มูลหนึ�ง

ส่วนจะใช้เป็นตัวทดสอบประสิทธภิาพของโมเดล โดย

ทําวนจนครบจาํนวนที�แบง่ไว ้

การวดัประสทิธภิาพโมเดลประเภทการจาํแนก

ขอ้มูล (Classification) จะมุ่งไปที�การหาค่าความถูกต้อง

โดยจะตอ้งทําความใจ โดย  

1 .  True Positive (TP) คือ สิ� ง ที� โ ป รแ ก รม

ทํานายว่าเป็นขา่วจรงิและมคี่าเป็นจรงิ  

2 .  True Negative (TN) คือ สิ� ง ที� โ ป รแกรม

ทํานายว่าเป็นขา่วปลอมและมคี่าเป็นขา่วปลอมจรงิ  

3 .  False Positive (FP) คือ สิ� ง ที� โ ป รแกรม

ทาํนายว่าเป็นขา่วจรงิแต่มคี่าเป็นขา่วปลอม 

4. False Negative (FN) คือสิ�งที� โปรแกรม

ทาํนายว่าเป็นขา่วปลอมแต่มคี่าเป็นขา่วจรงิ 

ซึ�งค่าดงักล่าวจะถูกนําไปแทนในสูตรเพื�อหาค่า

วัดผลต่างๆ ได้ โดยจะได้มาจากตาราง Confusion 

Matrix ที�ให้ผลลพัธ์หลกัๆ อยู่ � ค่า คอื Precision เป็น

การวดัความถูกต้องของข้อมูล โดยพิจารณาแยกทีละ

คลาส Recall เป็นการวัดความถูกต้องของโมเดลโดย

พจิารณาแยกทลีะคลาส และ Accuracy เป็นการวดัความ

ถูกต้องของตัวแบบ และเป็นค่าที�ใช้นําเสนอภายใน

งานวจิยั โดยจะพจิารณารวมทุกคลาส ดว้ยสมการ (1) 
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	 5. 	 งานวิจัยัการคัดัแยกข่่าว

		  จากการศึึกษาข่่าวปลอมและผลกระทบท่ี่�อาจ

เกิิดขึ้้�น จะเห็็นได้้อย่่างชััดเจนถึึงผลกระทบร้้ายแรงที่่�อาจเกิิด

ขึ้้�นเป็็นวงกว้้าง หากมีีข่่าวปลอมเกิิดขึ้้�นในสื่่�อต่่างๆ และมีีการ

เผยแพร่่โดยไม่่มีีการหาช่่องทางตรวจจัับหรืือระงัับไว้ ้ด้ว้ยเหตุุ

นี้้�จึึงมีีนัักวิิจััยจำนวนมากได้้ทำการวิิจััย และคิิดค้้นเทคโนโลยีี

ในการตรวจจัับข่่าวปลอมที่่�อาจเกิิดขึ้้�นเป็็นสื่่�อสัังคมออนไลน์์

เพื่่�อให้ร้ะบบคััดแยกข่่าวปลอมมีีประสิิทธิภิาพ จำเป็น็จะต้อ้งมีี

การใช้ข้้อ้มููลท่ี่�มีีความสำคัญัและเป็น็ประโยชน์ใ์นการตัดัสินิใจ

ของระบบ หนึ่่�งในแนวทางท่ี่�นักัวิจิัยัจำนวนมากมุ่่�งเน้้น นั่่�นคืือ 

การพิิจารณาจากเนื้้�อหาของข่่าวที่่�ปรากฎ เช่่น หััวข้้อ บท

บรรยาย เป็็นต้้น โดยงานวิิจััยลัักษณะดัังกล่่าวนั้้�นมีีนักวิิจััย

จำนวนมากได้้นำเสนอแนวทางการพิิจารณา โดยมีีความแตก

ต่่างคืือ การใช้้เทคนิิคการเรีียนรู้้�ของเครื่่�องจัักรท่ี่�แตกต่่างกััน 

หรืือการใช้้เทคนิิคการประมวลผลภาษา (Przybyla, 2020)

		หนึ่่  �งในตััวอย่่างงานวิิจััยท่ี่�น่่าสนใจ คืือ การใช้้

เทคนิิคการเรีียนรู้้�ของเครื่่�องจัักรจำพวกนาอีีฟ เบย์์ (Naïve 

Bayes) และเอสวีีเอ็็ม (SVM) ร่่วมกัับเทคนิิคการประมวลผล

ภาษา ซึ่่�งจากการทดลองพบว่่าการใช้้เทคนิิคร่่วมกัันดัังกล่่าว 

สามารถเพิ่่�มประสิิทธิภาพการคััดแยกข่่าวปลอมได้้ โดยมีีค่่า

ความถููกต้้องสููงถึึง 83.50% (Jain et al., 2019) จะเห็็นได้้

ว่่าการพิิจารณาข้้อมููลจากเนื้้�อหาของข่่าว สามารถช่่วยระบบ

ในการตรวจจัับข่่าวปลอมได้้มีีประสิิทธิิภาพในระดัับหนึ่่�ง แต่่

อย่่างไรก็็ดีี ยัังมีีนัักวิิจััยอีีกส่่วนหนึ่่�งท่ี่�เล็็งเห็็นโอกาสในการ

ตรวจจับัข่่าวปลอมโดยอาศััยปัจัจัยัอื่่�น ๆ  ที่่�มิใิช่่จากเนื้้�อหาของ

ข่่าว ประกอบกัับการเติิบโตของเทคโนโลยีีด้านสื่่�อสัังคม

ออนไลน์ ์จึงึเกิดิเป็น็อีีกหนึ่่�งแนวทางที่่�เริ่่�มได้ร้ับัความสนใจ นั่่�น

คืือ การพิิจารณาปััจจััยทางสื่่�อสัังคมออนไลน์์เพื่่�อการคััดแยก

ข่่าวปลอม

		  ในการศึึกษาเชิิงสำรวจ (Tandoc, 2020) พยายาม 

ทำความเข้้าใจการแพร่่กระจายของข้้อมููลที่่�บิิดเบืือนโดยการ

ตรวจสอบว่่าผู้้�ใช้โ้ซเชีียลมีีเดีียตอบสนองต่่อข่่าวปลอมอย่่างไร

และเพราะเหตุุใด โดยรวมผลลััพธ์์จากการสำรวจกัับผู้้�ตอบ

แบบสอบถาม 2,501 คนเข้้ากัับชุุดการสััมภาษณ์์เชิิงลึึก 

กัับผู้้�เข้้าร่่วม 20 คนจากประเทศสิิงคโปร์์ที่่�มีีขนาดเล็็กแต่่มีี

เศรษฐกิิจและเทคโนโลยีี พบว่่าผู้้�ใช้้โซเชีียลมีีเดีียส่่วนใหญ่่ใน

สิิงคโปร์์เพิิกเฉยต่่อโพสต์์ข่่าวปลอมท่ี่�พบบนโซเชีียลมีีเดีีย 

พวกเขาจะเสนอการแก้้ไขเฉพาะเมื่่�อปััญหานั้้�นเกี่่�ยวข้้องกัับผู้้�

ตอบแบบสอบถามอย่่างมากและกัับคนที่่�ผู้้�ตอบแบบสอบถาม

มีีความสััมพัันธ์์ระหว่่างบุุคคลหรืือมีีความใกล้้ชิิด ซึ่่�งจากการ

เกิิดขึ้้�นของสื่่�อสัังคมออนไลน์์ มัักได้้พบเห็็นเสีียงสะท้้อน

ท่่ามกลางการแพร่่กระจายของข่่าวปลอม ซึ่่�งทำให้้ผู้้�คนลัังเล

ที่่�จะมีีส่่วนร่่วมในการแชร์์ข่่าวจริิงเพราะกลััวว่่าข้้อมููลดัังกล่่าว

จะเป็น็เท็จ็ ทำให้ม้ีีความจำเป็็นที่่�จะต้อ้งตรวจพบและนำเน้ื้�อหา

ปลอมออกจากโซเชีียลมีีเดีีย โดยจากการศึกึษานี้้�สำรวจวิธิีีการ

ต่่าง ๆ อย่่าง Natural Language Processing หรืือ Hybrid 

model ระบุวุ่่าการประยุกุต์ใ์ช้เ้ทคนิคิการเรีียนรู้้�ของเครื่่�องแบบ

ผสมผสานและความพยายามร่่วมกัันของมนุุษย์์อาจมีีโอกาส

สููงในการต่่อสู้้�กัับข้้อมููลที่่�ผิิดบนโซเชีียลมีีเดีีย (Collins, 2021)

จากการค้้นคว้้า พบว่่ามีีนักวิิจััยส่่วนหนึ่่�งท่ี่�ได้้ทำการศึึกษาและ

ทดลองเกี่่�ยวกัับการพััฒนาระบบเพื่่�อการตรวจจัับข่่าวปลอม

ผ่่านความน่่าเชื่่�อถืือของผู้้�ใช้้งานระบบ กล่่าวคืือ หากผู้้�ใช้้ส่่วน

ใดมีีแนวโน้ม้จะเผยแพร่่ข่่าวปลอม ก็เ็ป็น็ไปได้ท้ี่่�จะสรุปุว่่าข่่าว

ต่่อไปท่ี่�ผู้้�ใช้้คนดัังกล่่าวจะเผยแพร่่ก็อาจเป็็นข่่าวปลอมเช่่น

เดีียวกััน (Pizarro, 2019) นอกจากนี้้�ยัังมีีการพิิจารณาปััจจััย

ความสััมพัันธ์์ของแหล่่งที่่�มาข่่าวและความการมีีปฏิิสััมพัันธ์์

ของผู้้�ใช้้ระบบ (Shu, 2019) ซึ่่�งผลการทดลองชี้้�ให้้เห็็นว่่าการ

พิิจารณาปััจจััยดัังกล่่าวเพิ่่�มประสิิทธิภาพในการตรวจจัับข่่าว

ปลอมได้้เป็็นอย่่างดีี

		  เพิ่่�มเติิมจากงานวิิจััยรููปแบบการตรวจจัับข่่าว

ปลอมบนโซเชีียลมีีเดีียด้ว้ยการใช้ป้ระโยชน์ก์ารวิเิคราะห์ค์วาม



A predictive model for fake news detection using ensemble learning techniques 475Vol 44. No 5, September-October 2025

รู้้�สึกของเนื้้�อหาข่่าวและการวิเิคราะห์อ์ารมณ์ข์องความคิดิเห็น็

ของผู้้�ใช้้ (Hamed et al., 2023) ให้้ความสำคััญกัับข่่าวปลอม

ที่่�มัักมีีความรู้้�สึึกเชิิงลบ โดยแยกคุุณลัักษณะต่่างๆ จากการ

วิเิคราะห์ค์วามรู้้�สึกึของบทความข่่าวและการวิเิคราะห์อ์ารมณ์์

ของความคิิดเห็็นของผู้้�ใช้้ จากชุุดข้้อมููล Fakeddit จำนวน 

22,788 รายการมาตรฐานที่่�มีีชื่่�อข่่าวและความคิดิเห็น็ที่่�โพสต์์

เกี่่�ยวกัับข้้อมููลเหล่่านั้้�นเพื่่�อฝึึกอบรมและทดสอบโมเดลด้้วย

เทคนิิค Long Short-Term Memory เป็็นโครงข่่ายประสาท

เทีียมแบบหนึ่่�ง ให้้ความถููกต้้องในการตรวจจัับสููงที่่� 96.77% 

เช่่นเดีียวกันักับังานวิจัิัยการประเมินิความน่่าเชื่่�อถืือของแหล่่ง

ข่่าว: กรณีีศึกษาของ Reddit (Amini, 2024) ได้้นำเสนอ 

CREDiBERT การประเมินิความน่่าเชื่่�อถืือโดยใช้ก้ารนำเสนอ

ตััวเข้้ารหััสแบบสองทิิศทางจาก Transformers ที่่�เน้้นวาท

กรรมทางการเมืืองเป็็นการสนัับสนุุนหลัก ด้้วยการเข้้ารหััส

เนื้้�อหาที่่�ส่่งโดยใช้้ CREDiBERT และรวมเข้้ากัับเครืือข่่าย

ประสาทเทีียม โดยได้ร้ับัคะแนน F1 เพิ่่�มขึ้้�น 9% เมื่่�อเทีียบกับั

วิิธีีการที่่�มีีอยู่่�

		  นอกจากนี้้�จากงานวิิจััยที่่�มีีการใช้้เทคนิิคในการ

ตรวจจัับข้้อมููลข่่าวปลอมบนโซเชีียลมีีเดีีย (Reshmi, 2022) 

โดยใช้้เทคนิิคแบบรวมกลุ่่�ม ที่่�มีีการจำแนกประเภทการเรีียน

รู้้�ของเครื่่�อง 3 แบบได้้แก่่ Decision Tree, Naïve Bays และ 

K-NN จากฐานข้้อมููล Politifact.com โดยไม่่ระบุุจำนวนข้้อมููล

ที่่�ใช้ ้มีีค่่าความถููกต้อ้งเฉลี่่�ยเท่่ากับั 98.54% และนอกจากนี้้�ยังั

มีีงานวิิจััยที่่�ใช้้เทคนิิค (Kaushik ,2024) Batch Genetic  

Algorithm และแบบจำลองการเรีียนรู้้�เชิิงลึึกแบบรวมกลุ่่�มบน

ชุุดข้้อมููล Gossipcop จำนวน 22,152 ชุุดข้้อมููลข่่าว ด้้วยอััล

กอริิทึึม LSTM, BiLSTM, CNNLSTM และ CNNBiLSTM ซึ่่�ง

ให้้ความแม่่นยำที่่� 85.99% และอีีกงานวิิจััยเสนอวิิธีีการที่่�ใช้้

การจำแนก โดยคำนึึงถึึงการประมวลผลภาษาธรรมชาติิและ

แนวทางการเรีียนรู้้�ของเครื่่�องสำหรัับการประมวลผลภาษา

ธรรมชาติิ ฟีีเจอร์์ TFIDF และ Word2vec และปรัับให้้เหมาะ

สมโดยใช้้วิิธีี Wrapper ผ่่านอััลกอริิทึึม RFE บนชุุดข้้อมููลจาก 

Kaggle กว่่า 45,676 ชุุดข้้อมููล โดยมีีค่่าความถููกต้้องเฉลี่่�ย

เท่่ากัับ 98.29% 

		  จากประเด็็นน้ี้� ผู้้�วิิจััยพิิจารณาเห็็นถึึงโอกาสใน

การพััฒนาโครงประกอบที่่�พิิจารณาทั้้�งเนื้้�อหาของข่่าวและ

ปััจจััยทางสื่่�อสัังคมออนไลน์์ โดยมีีสมมติิฐานว่่าการพิิจารณา

ปััจจััยทั้้�งสองพร้้อมกััน จะช่่วยเพิ่่�มประสิิทธิิภาพและความถููก

ต้้องในการทำนััยและคััดแยกข่่าวปลอมจากแหล่่งข่่าวได้้

การทดลอง
	 1.	 ชุุดข้อมููล

		ชุ  ุดข้้อมููลท่ี่�ใช้้ เป็็นการรวบรวมข้้อมููลทั้้�งหมดท่ี่�

ได้้จากแหล่่งข่่าวที่่�ได้้มาจากเว็็บไซต์์ Reddit.com ซึ่่�งเก็็บมา

จากโพสต์ข์องผู้้�ใช้ต้่่างๆ โดยข้อ้มููลขาเข้า้จะประกอบด้ว้ยปัจัจัยั

อัันได้้แก่่ แหล่่งของรููปภาพ จำนวนความคิิดเห็็น ผลคะแนน 

ที่่�เกี่่�ยวข้้อง จำนวนการติิดตาม อััตราส่่วนระหว่่างการโหวต

เห็น็ด้้วยและผลลััพธ์์ประเภทข่่าวโดยประกอบไปด้้วยชุุดข้้อมููล 

20,000 ชุุดข้้อมููล ซึ่่�งเป็็นข้้อมููลที่่�เปิิดให้้ทดลองใช้้ โดยเลืือก

เฉพาะผลลัพัธ์ ์ข่่าวปลอม หรืือข่่าวจริงิ เท่่านั้้�น (2-Ways) และ

เลืือกด้ว้ยวิธิีีการสุ่่�มที่่�เน้น้ผลัพัธ์ข์่่าวปลอมร้อ้ยละ 60 และข่่าว

จริิงร้้อยละ 40 มีีรายละเอีียดทางสถิิติินำเสนอดัังนี้้�

		  1. 	Domain ของสื่่�อส่่วนใหญ่่คืือ i.redd.it (6346) 

i.imgur.com (2642) imgur.com (1071) ตามลำดัับ

		  2.	จำ ำ�นวนข้อคิิดเห็็นเท่่ากัับ 0 มีี 9,286 

ข้้อความ ข้้อคิิดเห็็นเท่่ากัับ 1 มีี 2,230 ข้้อความ ข้้อคิิดเห็็น

เท่่ากัับ 2 มีี 1,585 ข้้อความ และข้้อคิิดเห็็นเท่่ากัับ 3 มีี 1,154 

ข้้อความ

		  3.	ห มวดหมู่่�จัดัโดยผู้้�ใช้้ มากที่่�สุุดคืือ psbat-

tle_artwork จำนวน 5,906mildlyinteresting จำนวน 3,091 

photoshopbattles จำนวน 2,025 และ pareidolia จำนวน 

1,620 ตามลำดัับ

		  4.	ค่ าคะแนน น้อ้ยสุุดคืือติดิลบ 52 มากสุุดคืือ 

82,135	 โดยมมีีค่่าเฉลี่่�ยเท่่ากับั 409.26 คะแนน และค่่าเบี่่�ยง

เบนเท่่ากัับ 3,232.85 จากข้้อมููลทั้้�งหมด 20,000 ข้้อมููล

		  5.	ค่ า upvote_ratio เฉลี่่�ยคืือ 60%

		  6. 	จำำ�นวนข่่าวปลอมทั้้�งหมดคืือ 12,018 ข้อ้มููล 

และข่่าวจริิงจำนวน 7,982 ข้้อมููล

	 2. 	 การเตรียมข้้อมููล

		  เนื่่�องจากข้อ้มููลในแต่่ละโพสต์น์ั้้�นมีีองค์ป์ระกอบ

จำนวนมาก อีีกทั้้�งยัังอาจมีีบางส่่วนท่ี่�ไม่่พร้้อมต่่อการนำไป

ดำเนิินการต่่อในการเรีียนรู้้�ในขั้้�นตอนถััดไป ซึ่่�งในขั้้�นตอนน้ี้� 

จึึงเป็็นการทำความสะอาดข้้อมููลแต่่ละส่่วน เช่่น ข้้อมููลตััวเลข

จะต้้องทำการแปลงจากรููปแบบตัวัอักัษรเป็็นตัวัเลข การคัดักรอง 

ข้อ้มููลที่่�ขาดหายข้อ้มููลบางส่่วนออกจากการพิิจารณาและการ

เรีียนรู้้� การคััดกรองข้้อมููลคุุณภาพต่่ำและข้้อมููลท่ี่�ไม่่มีีความ

จำเป็็นออกจากการพิิจารณาและการเรีียนรู้้� ข้อ้มููลตััวอัักษรจะ

ต้อ้งทำการนำอัักขระท่ี่�ไม่่มีีความจำเป็็นออก เช่่น เครื่่�องหมาย

อีีโมจิิ เป็็นต้้น
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		หลั  งจากที่่�ได้้ทำการทำความสะอาดข้้อมููลแล้้ว

จากนั้้�นจะทำการแบ่่งข้้อมููลท่ี่�ผ่่านขั้้�นตอนท่ี่�กล่่าวมาออกเป็็น 

3 ส่่วนหลักประกอบด้ว้ย ข้อ้มููลรููปภาพข่่าว ข้อ้มููลพาดหัวัข่่าว 

และข้้อมููลปััจจัยัทางสื่่�อสังัคมออนไลน์์ เพื่่�อนำไปให้ห้น่่วยการ

เรีียนรู้้�ได้้ทำการเรีียนรู้้�ถััดไป

	 3.	สั งัเคราะห์ต์ัวัแบบพยากรณ์์

เป็็นการสัังเคราะห์์ตัวัแบบพยากรณ์์ สำหรับนำมาเปรีียบเทีียบ

ค่่าความถููกต้อ้งของตัวัแบบ โดยนำเสนอกรอบการทำงานของ

แบบจำลองตาม Figure 2 

                   

ออกเป็น � ส่วนหลักประกอบด้วย ข้อมูลรูปภาพข่าว 

ขอ้มูลพาดหวัขา่ว และขอ้มูลปัจจยัทางสื�อสงัคมออนไลน์ 

เพื�อนําไปใหห้น่วยการเรยีนรูไ้ดท้าํการเรยีนรูถ้ดัไป 

 

 

�. สงัเคราะห์ตวัแบบพยากรณ์ 
เป็นการสังเคราะห์ตัวแบบพยากรณ์ สําหรบั

นํามาเปรียบเทียบค่าความถูกต้องของตัวแบบ โดย

นําเสนอกรอบการทาํงานของแบบจําลองตามภาพที� 2  
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เป็นการนําชุดข้อมูลมาใช้ในการเรียนรู้ โดย

ผู้วิจยัได้คัดเลือกผ่านอลักอริทึมแบบมีผู้สอน ประเภท

การจําแนกขอ้มูล เพื�อให้สามารถสรา้งตวัแบบพยากรณ์ 

ได้แก่ กฎการอุปนัย ต้นไม้ตัดสินใจ นาอีฟเบย์ K-NN 

และโครงขา่ยประสาทเทยีม โดยกําหนดค่าพารามเิตอร์ที�

สําคญั ได้แก่ กฎการอุปนัย กําหนดเกณฑ์สําหรบัการ

เลือกแอตทริบิวต์และการแบ่งตัวเลขแบบ Information 

Gain และอัตราส่วนตัวอย่างที� ��% ต้นไม้ตัดสินใจ 

กําหนดเกณฑ์สําหรับการเลือกแอตทริบิวต์และการ

แบ่งตวัเลขแบบ Information Gain ความลกึของตน้ไม ้= 

�� ความเชื�อมั �นที�ใช้ในการคํานวณขอ้ผิดพลาดเชิงลบ

ของการตดัแต่งกิ�งเท่ากบั 10% และ K-NN กําหนดค่า K 

เท่ากบั 5 และโครงขา่ยประสาทเทยีม กําหนด Activation 

เป็น Rectifier ให้ม ี2 เลเยอร์ซ่อนโดยแต่ละเลเยอร์จะม ี

� โหนด 

หลงัจากนั �นจะนําผลลพัธ์ที�ไดจ้ากการเรยีนรูท้ ั �ง 

� อัลกอริทึมมาโหวตหาผลลัพธ์ที�มีผลมากที�สุด ใน

ลกัษณะนับผลลพัธ์การทํานายหรือเสียงข้างมาก ผ่าน

โปรแกรม RapidMiner และหาค่าความถูกต้องด้วยตัว

จัดการในการทดสอบโมเดล 5-Fold Cross Validation 

หรอืการแบ่งขอ้มลูออกเป็น � ชุด ที�ทาํการแบ่งขอ้มูลเผื�อ

วดัประสทิธภิาพที� � ชุดขอ้มูล โดยภายในจะทําการฝึก

โมเดลด้วยเทคนิคการรวมกลุ่มแบบโหวตที�ประกอบไป

ด้วยอัลกอริทึมทั �ง � ที�ได้กล่าวในข้างต้น จากนั �นนํา

โมเดลที�มาหาค่าประสิทธิภาพแล้วนําผลลพัธ์ส่งไปยัง 

Output ถดัไป 

 

ผลการทดลองและอภิปรายผล 

ผลการทดลองแบบกลุ่มดว้ยวธิกีารโหวตจาก � 

อลักอริทึม แสดงค่าความถูกต้องของแต่ละอัลกอริทึม

และค่าความถูกตอ้งรวมไดต้ามตารางที� �
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	 	 เป็็นการนำชุดุข้อ้มููลมาใช้ใ้นการเรีียนรู้้� โดยผู้้�วิจิัยั 

ได้้คััดเลืือกผ่่านอััลกอริิทึึมแบบมีีผู้้�สอน ประเภทการจำแนก

ข้้อมููล เพื่่�อให้้สามารถสร้้างตััวแบบพยากรณ์์ ได้้แก่่ กฎการ

อุปุนััย ต้น้ไม้ต้ัดัสินิใจ นาอีีฟเบย์ ์K-NN และโครงข่่ายประสาท

เทีียม โดยกำหนดค่่าพารามิเิตอร์ท์ี่่�สำคัญั ได้แ้ก่่ กฎการอุปุนัยั 

กำหนดเกณฑ์ส์ำหรับการเลืือกแอตทริบิิวิต์แ์ละการแบ่่งตัวัเลข

แบบ Information Gain และอััตราส่่วนตััวอย่่างที่่� 90% ต้้นไม้้

ตััดสิินใจ กำหนดเกณฑ์์สำหรัับการเลืือกแอตทริิบิิวต์์และการ

แบ่่งตััวเลขแบบ Information Gain ความลึึกของต้้นไม้้ = 10 

ความเชื่่�อมั่่�นท่ี่�ใช้้ในการคำนวณข้อ้ผิดิพลาดเชิงิลบของการตัดั

แต่่งกิ่่�งเท่่ากัับ 10% และ K-NN กำหนดค่่า K เท่่ากัับ 5 และ

โครงข่่ายประสาทเทีียม กำหนด Activation เป็็น Rectifier ให้้

มีี 2 เลเยอร์์ซ่่อนโดยแต่่ละเลเยอร์์จะมีี 5 โหนด

		หลั  งัจากนั้้�นจะนำผลลัพัธ์ท์ี่่�ได้จ้ากการเรีียนรู้้�ทั้้�ง 

5 อัลักอริทิึมึมาโหวตหาผลลัพัธ์ท์ี่่�มีีผลมากที่่�สุดุ ในลักัษณะนับั

ผลลััพธ์์การทำนายหรืือเสีียงข้้างมาก ผ่่านโปรแกรม Rapid-

Miner และหาค่่าความถููกต้้องด้้วยตััวจััดการในการทดสอบ

โมเดล 5-Fold Cross Validation หรืือการแบ่่งข้้อมููลออกเป็็น 

5 ชุุด ที่่�ทำการแบ่่งข้้อมููลเผื่่�อวััดประสิิทธิิภาพที่่� 5 ชุุดข้้อมููล 

โดยภายในจะทำการฝึึกโมเดลด้้วยเทคนิิคการรวมกลุ่่�มแบบ

โหวตที่่�ประกอบไปด้้วยอััลกอริิทึึมทั้้�ง 5 ที่่�ได้้กล่่าวในข้้างต้้น 

จากนั้้�นนำโมเดลที่่�มาหาค่่าประสิิทธิิภาพแล้้วนำผลลััพธ์์ส่่งไป

ยััง Output ถััดไป

ผลการทดลองและอภิิปรายผล
	ผ ลการทดลองแบบกลุ่่�มด้้วยวิิธีีการโหวตจาก 5 อััล

กอริิทึึม แสดงค่่าความถููกต้้องของแต่่ละอััลกอริิทึึมและค่่า

ความถููกต้้องรวมได้้ตาม Table 1

Table 1	 Accuracy values ​​of various techniques

Techniques
Preci-

sion (%)

Recall 

(%)

F1-Score 

(%)

Accu-

racy (%)

Rule Induction 91.39 91.43 91.41 91.40

Decision Tree 89.90 89.94 89.92 89.92

Naïve Bays 78.90 67.33 72.66 72.65

K-NN 92.55 92.28 92.41 92.70

Neural Network 90.15 90.46 90.30 90.42

Ensemble Learning 97.06 96.91 96.89 96.97

	 โดยค่่าความถููกต้้อง (Accuracy) ของเทคนิิคการ

เรีียนรู้้�แบบรวมกลุ่่�มมีีค่่ามากท่ี่�สุุดคืือ 96.97% โดยถััดมาคืือ

เทคนิิค K-NN, Rule Induction, Neural Network, Decision 

Tree และ Naïve Bays ตามลำดัับ รวมถึึงค่่าอื่่�นๆ ที่่�เป็น็ไปใน

ทิิศทางเดีียวกััน ซึ่่�งผลลััพธ์์ของแต่่ละอััลกอริิทึึมจะเป็็นเพีียง

ค่่าประสิิทธิิภาพที่่�เรีียนรู้้�จากชุุดข้้อมููลการทดลองนี้้�เท่่านั้้�น

	 อย่่างไรก็็ตาม เทคนิิคการเรีียนรู้้�แบบรวมกลุ่่�ม เป็็น

การนำอััลกอริิทึึมหลายๆ อััลกอริิทึึมมาทำงานร่่วมกัันใน
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ลัักษณะการโหวต หรืือก็็คืือเป็็นการให้้น้้ำหนัักกัับผลลััพธ์์ที่่� 

อััลกอริิทึึมนั้้�นๆ โดยหากพบว่่าอััลกอริิทึึมตั้้�งต้้น มีีความถููก

ต้อ้งที่่�ต่่ำทั้้�งหมด จะไม่่ได้ท้ำให้ก้ารพยากรณ์แ์ม่่นยำเท่่าที่่�ควร

สรุุปผลการทดลองและข้้อเสนอแนะ
	 การตรวจจัับข่่าวปลอมท่ี่�อาจพบได้้ในสื่่�อสัังคมออนไลน์์ 

โดยแบบพยากรณ์ด์ังักล่่าว เมื่่�อทำการคัดัเลืือกข้อ้มููลอันัเกี่่�ยว

กัับลัักษณะทางสัังคมออนไลน์์ที่่�สามารถนำมาสัังเคราะห์์ตััว

แบบพยากรณ์์ด้้วยเทคนิิคแบบรวมกลุ่่�ม พบว่่ามีีค่่าความถููก

ต้้องมากที่่�สุุดเมื่่�อเทีียบกัับการใช้้เทคนิิคแบบมีีผู้้�สอนที่่�เป็็น

ส่่วนประกอบโดยไม่่นำมาร่่วมกัันช่่วยโหวตผลลััพธ์์พยากรณ์์ 

และเมื่่�อเปรีียบเทีียบกับังานวิจิัยัอื่่�นๆ ในด้า้นการตรวจจับัข่่าว

ปลอม พบว่่า มีีค่่าความถููกต้้องในระดัับที่่�มากกว่่า 96% ขึ้้�น

ไปใกล้้เคีียงกัันในปริิมาณข้้อมููลที่่�ต่่างกััน

	 สำหรับงานในอนาคตได้้มีีการวางแผนที่่�จะปรัับปรุุง

แบบจำลอง โดยจะเพิ่่�มข้อ้มููลสำหรับัการประมวลผลในรููปแบบ

ข้้อความต่่างๆ ไม่่ว่่าจะเป็็นพาดหััวข่่าว รายละเอีียดข่่าว  

รวมถึงึข้อ้คิดิเห็น็ การเพิ่่�มเติมิในลักัษณะดังักล่่าว รวมถึงึการ

ทดลองในการนำอัลักอริทิึมึอื่่�นๆ มาใช่่ร่่วมในการทำ Ensemble 

Voting และการตั้้�งค่่าพารามิเิตอร์ข์องอัลักอริทิึมึที่่�หลากหลาย 

และให้้ได้้มาซึ่่�งค่่าความถููกต้้องท่ี่�ดีีมากยิ่่�งขึ้้�น มีีสัันนิิษฐานว่่า

จะเป็็นการเพิ่่�มประสิิทธิิภาพและค่่าความถููกต้้องของแบบ

จำลองได้้เป็็นอย่่างดีีซึ่่�งจะต้้องมีีการทดสอบและประเมิิน

ประสิิทธิิภาพต่่อไป
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