
1 	รองศาสตราจารย์์ สาขาวิิชาวิิทยาศาสตร์์และเทคโนโลยีี มหาวิิทยาลััยสุุโขทััยธรรมาธิิราช นนทบุุรีี 11120
2 	ผู้้�ช่่วยศาสตราจารย์์ สาขาวิิชาวิิทยาศาสตร์์และเทคโนโลยีี มหาวิิทยาลััยสุุโขทััยธรรมาธิิราช นนทบุุรีี 11120
1 	Associate Professor, School of Science and Technology, Sukhothai Thammathirat Open University, Nonthaburi, 11120
2 	Assistant Professor, School of Science and Technology, Sukhothai Thammathirat Open University, Nonthaburi, 11120

* 	Corresponding author E-mail: walisa.rom@stou.ac.th

 การประเมินิพฤติกิรรมทุจุริิตระหว่า่งการสอบออนไลน์์ด้้วยปััญญาประดิิษฐ์บ์นระบบการรัับ

รู้้�การแสดงออกทางสีีหน้้าของนัักศึึกษาแบบอััตโนมััติิ

Assessment of fraudulent conduct during online exams using an artificial intelligence-

based automatic student facial expression recognition system

วฤษาย์์ ร่่มสายหยุุด1*, สุุภาวดีี ธีีรธรรมากร1, พิิมผกา ประเสริิฐศิิลป์์2 และ ภิิรมย์์ คงเลิิศ2

Walisa Romsaiyud1*, Supawadee Theerathammakorn1, Pimpaka Prasertsilp2 and Pirom Konglerd2

Received: 11 October 2024 ; Revised: 21 September 2024 ; Accepted: 16 December 2024

บทคััดย่่อ
ปััญหาหลัักจากการเปลี่่�ยนแปลงการสอบแบบเผชิิญหน้้าที่่�ห้้องสอบมาเป็็นการสอบแบบออนไลน์์ คืือ การแสดงออกทางสีีหน้้า

และพฤติิกรรมเฉพาะตััวของนัักศึึกษาแต่่ละคนซ่ึ่�งยากต่่อการเข้้าใจด้้วยมนุุษย์์ งานวิิจััยครั้้�งนี้้�มีีวััตถุุประสงค์์เพื่่�อ 1) พััฒนา

นวััตกรรมทางการศึึกษาที่่�รองรัับระบบการประเมิินพฤติิกรรมทุุจริิตระหว่่างการสอบออนไลน์์ด้้วยปััญญาประดิิษฐ์์บนระบบการ

รัับรู้้�การแสดงออกทางสีีหน้้าของนัักศึึกษาแบบอััตโนมััติิ 2) ประเมิินประสิิทธิิผลของแบบจำลอง จากค่่าความถููกต้้อง ค่่าความ

แม่่นยำ ค่่าความครบถ้้วน และค่่าประสิิทธิิผลโดยรวม และ 3) ประเมิินผลประสิิทธิิผลของระบบการประเมิินพฤติิกรรมทุุจริิต

ระหว่า่งการสอบออนไลน์ด์้้วยปัญญาประดิษิฐ์ใ์นการทดสอบการใช้้งานจริงิ ผลการวิจิัยัพบว่า 1) แบบจำลองที่่�พัฒันาขึ้้�นเป็น็การ

แก้้ปััญหาด้้วยวิิธีีการเรีียนรู้้�เชิิงลึึกของปััญญาประดิิษฐ์์ ประกอบด้้วย 6 ขั้้�นตอน ได้้แก่่ การเก็็บรวบรวมข้้อมููลจากไฟล์์วิิดีีโอการ

สอบออนไลน์ ์การเตรียีมข้้อมููลโดยตัดัไฟล์ภ์าพวิดิีโีอออกเป็น็เฟรมภาพ การสร้้างแบบจำลองการรับัรู้้�อัตัโนมัตัิจิากการแสดงออก

ทางใบหน้้า หรืือ ชื่่�อว่่า STOU-ASFER โดยใช้้อััลกอริิธึึม 2 ตััว ได้้แก่่ โครงข่่ายประสาทเทีียมแบบคอนโวลููชััน และโครงข่่าย

ประสาทเทีียมแบบหลายชั้้�น การประเมิินแบบจำลองด้้วย 4 เมตริิกหลััก ได้้แก่่ ค่่าความถููกต้้อง ค่่าความแม่่นยำ ค่่าความครบ

ถ้้วน และค่่าประสิิทธิิผลโดยรวม การปรัับค่่าพารามิิเตอร์์ และการนำไปใช้้เพื่่�อแจ้้งเตืือนแบบเรีียลไทม์์และสร้้างรายงานสรุุป 

 2) การประเมิินแบบจำลองพบว่า มีคี่า่ความถููกต้้อง 86.2% ค่า่ความแม่่นยำ 77.34% ค่า่ความครบถ้้วน 95.7% และค่่าประสิิทธิผิล

โดยรวม 85.6% และ 3) แบบจำลองมีีประสิิทธิผิลดีีในการทำนายพฤติิกรรมทุุจริติในสภาพแวดล้้อมการสอบจำลอง อย่่างไรก็็ตาม

แบบจำลองยัังต้้องการการปรัับปรุุงในส่่วนของการตรวจจัับใบหน้้าในกรณีีที่่�ใบหน้้าอยู่่�ในตำแหน่่งแบบสุ่่�มหรืือมีีขนาดภาพเล็็ก

เพื่่�อเพิ่่�มความแม่่นยำและประสิิทธิิผลในอนาคต

คำสำคัญั: การแสดงออกทางสีหีน้้า, การสอบออนไลน์,์ ปัญัญาประดิษิฐ์,์ โครงข่า่ยประสาทเทียีมคอนโวลููชันั, โครงข่า่ยประสาท

เทีียมแบบหลายชั้้�น

Abstract
The primary issues arising from the disruption of traditional face-to-face examinations in the exam room and the shift 

to online exams are the unique facial expressions and behaviors of students, which are difficult for humans to  

understand. The purposes of this research were to 1) develop a model of educational innovation for the assessment 

of fraudulent conduct during online exams, using Artificial Intelligence (AI) based on an Automatic Student Facial 

Expression Recognition (ASFER) system; 2) evaluate the effectiveness of the model through metrics such as  

accuracy, precision, recall, and F-measure; and 3) evaluate the effectiveness of the model in assessing fraudulent 



Assessment of fraudulent conduct during online exams using an artificial 
intelligence-based automatic student facial expression recognition system

585Vol 44. No 6, November-December 2025

conduct during online exams, using AI based on an ASFER system during its actual use. The results revealed that 

1) the model that was developed addressed the problem based on a deep learning method in artificial intelligence, 

consisting of six steps: data collection from online exam videos, data preparation by extracting frames, development 

of the Automatic Student Facial Expression Recognition Model, also known as STOU-ASFER using two algorithms: 

a convolutional neural network (CNN) and a multilayer perceptron (MLP) for classifying the results into those exhibiting 

a regular face and those exhibiting a face showing signs of fraudulent conduct, evaluation of the model using the four 

main metrics of accuracy, precision, recall, and F-measure, parameter optimization, and deployment for real-time alerts 

and summary reporting. 2) The evaluation of the model showed an accuracy value of 86.2%, a precision value of 

77.34%, a recall value of 95.7%, and an F-measure of 85.6%, and 3) the evaluation of the model performed well in 

predicting fraudulent behavior in the simulated examination environment. However, the model needs to be improved 

for face detection when faces are randomly positioned and when small image sizes are encountered.

Keywords: Facial expressions, online examination, artificial intelligence, convolutional neural network, multi-layer 

perceptron

บทนำ
จากสถานการณ์์การแพร่ระบาดของเชื้้�อโคโรนา 2019 หรืือ  

โควิดิ-19 (COVID-19) ส่ง่ผลกระทบอย่า่งหนัักต่อ่เศรษฐกิิจและ

สัังคมของโลก โดยเฉพาะผลกระทบต่่อระบบการศึึกษาในทุุก

ระดัับชั้้�น ตั้้�งแต่่ชั้้�นอนุุบาล ชั้้�นประถมศึึกษา ชั้้�นมััธยมศึึกษา 

ถึงึชั้้�นอุุดมศึึกษา ทำให้้หน่่วยงานที่่�เกี่่�ยวข้้อง จำเป็็นต้้องมีีการ

ปรัับเปลี่่�ยนรููปแบบการเรีียนและการสอบจากเดิิมที่่�เป็็นแบบ

เผชิิญหน้้าในห้้องเรีียน มาเป็็นรููปแบบออนไลน์์ (online) ทั้้�ง

การจััดการเรีียนการสอนแบบออนไลน์์ (online courses) 

สัมัมนาออนไลน์์ (online seminar) และโดยเฉพาะอย่่างยิ่่�งการ

สอบออนไลน์์ (online examinations) ที่่�นำเทคโนโลยีี

คอมพิิวเตอร์์ เครืือข่่ายระบบอินเทอร์์เน็็ต และแพลตฟอร์์ม 

(platforms) ต่่างๆ เข้้ามาช่่วยสนัับสนุุนการดำเนิินการที่่�เป็็น

มาตรฐาน สร้้างความน่่าเชื่่�อถืือและเป็็นที่่�ยอมรัับ โดยในหลาย

มหาวิิทยาลััยได้้มีการเตรีียมความพร้้อมสำหรัับการสอบ

ออนไลน์์ และการป้้องกัันการทุุจริิตในการสอบหลายรููปแบบ 

อาทิิ มหาวิิทยาลััยเกษตรศาสตร์์กำหนดให้้นัักศึึกษาติิดตั้้�ง

กล้้อง 2 ตัวั หรืือกล้้อง 360 องศา เพื่่�อให้้เห็็นภาพที่่�ครอบคลุุม

ทั้้�งใบหน้้านักัศึกึษา และด้้านหลังัของนักัศึกึษารวมถึงึโต๊๊ะและ

หน้้าจอคอมพิิวเตอร์์ที่่�นัักศึึกษาใช้้สอบ เพื่่�อป้้องกัันไม่่ให้้มี

เอกสารและอุุปกรณ์์ที่่�ไม่่เกี่่�ยวข้้องกัับการสอบอยู่่�บนโต๊๊ะ

นักัศึกึษาในขณะทำการสอบ และมหาวิทิยาลัยัเชียีงใหม่ ่มีกีาร

ใช้้กล้้องจากคอมพิิวเตอร์์ที่่�นัักศึึกษาใช้้สอบ แต่่มีีการกำหนด

ให้้นัักศึึกษาติิดตั้้�งโปรแกรมป้้องกัันการใช้้งานเบราว์์เซอร์์ 

(browser) อื่่�นระหว่่างการสอบ (Safe Exam Browser: SEB) 

บนอุุปกรณ์์ของตนเองที่่�ใช้้สอบด้้วย แต่่ระหว่่างการสอบเมื่่�อ

ใช้้กล้้องจากคอมพิวิเตอร์์ของนัักศึึกษา ผู้้�คุุมสอบจะไม่่สามารถ

เห็น็หน้้าจอที่่�นักัศึกึษาทำสอบได้้อย่า่งครอบคลุมุว่า่มีกีารเปิดิ

อ่่านข้้อมููลจากแหล่่งอื่่�นบนหน้้าจอหรืือไม่่ ซึ่่�งส่่งผลต่่อการนำ

ไปสู่่�การทุุจริิตในการสอบได้้ ทั้้�งนี้้�ในการสอบของทั้้�งสอง

มหาวิิทยาลััยจะมีีการจำกััดจำนวนของนัักศึึกษาที่่�ผู้้�คุุมสอบ

ออนไลน์์สามารถควบคุมได้้ไม่่เกิิน 30 คน อย่่างไรก็็ตามในการ

คุุมสอบเจ้้าหน้้าที่่�ประจำห้้องสอบจะต้้องเฝ้้ามองหน้้าจอเพื่่�อ

สัังเกตการแสดงออกทางสีีหน้้า (facial expression) และ

พฤติิกรรมของนักัศึกึษาที่่�สงสัยัว่า่จะส่อ่ทุจุริติหรือืไม่ ่อาจทำให้้

เกิิดข้้อผิิดพลาดได้้จากจำนวนนัักศึึกษาบนหน้้าจอที่่�จำนวน

มาก และมีีความหลากหลายของมุุมมองของภาพนัักศึึกษา 

ในแต่่ละราย

	 งานวิจิัยัต่า่งๆ มีกีารประยุกุต์ใ์ช้้หลักัการของคอมพิวิเตอร์์ 

วิทิัศัน์ ์(computer vision) เพื่่�อจดจำใบหน้้า (face recognition) 

และตรวจจัับใบหน้้า (face detection) ดัังงานวิิจััยของ  

Ekundayo and Viriri (2021) ทำการสกัดัคุณุลักัษณะและการ

จำแนกคุุณลักษณะจากชุุดข้้อมููลการจดจำการแสดงออกบน

ใบหน้้า (Facial Expression Recognition: FER) และงานวิิจััย

ของ Guodong and Na (2019) ศึึกษาหลัักการเรีียนรู้้�เชิิงลึึก 

(deep learning) และอััลกอริิธึึมต่่างๆ เช่่น โครงข่่ายประสาท

เทีียม (Artificial Neural Networks: ANN) โครงข่่ายประสาท

เทีียมคอนโวลููชััน (Convolutional Neural Network: CNN) 

โครงข่่ายประสาทเทีียมแบบหลายชั้้�น (Multi-Layer Perceptron:  

MLP) โครงข่่ายประสาทแบบเวีียนซ้้ำ (Recurrent Neural 

Network: RNN) และ หน่่วยความจำระยะสั้้�นแบบยาว (Long 

Short-Term Memory: LSTM) สำหรับัการจดจำใบหน้้าทั้้�งจาก

ภาพและวิิดีีโอตามอนุุกรมเวลา(time series) โดยในงานวิิจััย

ของ Ramzan et al. (2024) มีกีารประยุุกต์์ใช้้โครงข่่ายประสาท

เทีียมคอนโวลููชันที่่�ได้้รับการฝึึกอบรมล่่วงหน้้า (pre-trained) 

ในการตรวจจัับกิิจกรรมที่่�ผิิดปกติิในการสอบออนไลน์์จาก
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วิิดีีโอ พบว่่าการสร้้างแบบจำลองด้้วยโครงข่่ายประสาทเทีียม

คอนโวลููชันมีีค่่าความถููกต้้อง (accuracy) 92% มีีค่่าความ

แม่่นยำ (precision) 92% มีีค่่าความครบถ้้วน (recall) 92% 

และมีีค่่าประสิิทธิิผลโดยรวม 91%

	 นอกจากนี้้�ในงานวิจัิัยต่างๆ นำเสนอการตรวจจัับจุด

สัังเกตบนใบหน้้า (facial landmark detection) มาช่่วยในการ

เพิ่่�มประสิิทธิผิลของแบบจำลอง เช่่น งานวิิจััยของ Iqbal et al. 

(2023) นำเสนอวิิธีีการตรวจติิดตามสายตา (eye tracking) 

และการตรวจจัับวััตถุุ (object detection) บนไฟล์์วิิดีีโอใน

ระหว่่างการสอบออนไลน์์บนโครงข่่ายประสาทเทีียมคอนโวลูู

ชัันซึ่่�งมีีค่่าความถููกต้้อง (accuracy) สููงถึึง 92% และงานวิิจััย

ของ Soltane and Laouar (2021) เพิ่่�มเติิมวิิธีีการตรวจจัับ

เสียีง (voice detection) ตรวจจัับใบหน้้า (face detection) การ

จดจำใบหน้้า (face recognition) และการตรวจม่่านตา (iris 

detection) บนไฟล์์วิิดีีโอในระหว่่างการสอบออนไลน์์บนโครง

ข่่ายประสาทเทีียมคอนโวลููชััน อย่่างไรก็็ตามการจดจำการ

แสดงออกบนใบหน้้าแบบเรีียลไทม์์ (real-time) เป็็นเรื่่�องที่่�มีี

ความยุ่่�งยากและซัับซ้้อนมากในการจำแนกข้้อมููล (data  

classification) และสกัดัคุณุลักัษณะ (feature extraction) ของ

แต่ล่ะใบหน้้าเพื่่�อทำให้้แบบจำลองมีีความถููกต้้องและน่า่เชื่่�อถืือ 

จึงึมีกีารผสมผสานอัลักอริธิึมึต่า่งๆ เช่น่ งานวิจิัยัของ Abdullah 

et al. (2020) โดยผสมผสานวิิธีีการของ 2 อััลกอริิธึึม ได้้แก่่ 

โครงข่่ายประสาทเทีียมคอนโวลููชััน และหน่่วยความจำระยะ

สั้้�นแบบยาวสำหรัับสร้้างแบบจำลองการแสดงออกทางสีีหน้้า

ในวิิดีีโอที่่�มีีความถููกต้้องสููงสำหรัับข้้อมููลทดสอบ (test data) 

และงานวิจัิัยของ Haghpanah et al. (2022) ผสมผสานวิธีิีการ

ของ 2 อััลกอริิธึึม ได้้แก่่ โครงข่่ายประสาทเทีียมคอนโวลููชััน 

และโครงข่า่ยประสาทเทียีมแบบหลายชั้้�นมาประยุกุต์ใ์ช้้ในการ

สร้้างแบบจำลองเพื่่�อทำให้้แบบจำลองมีีความถููกต้้องสููงมาก

ถึงึ 96% ดังันั้้�นในงานวิจิัยันี้้�จึงึนำผลการศึกึษาการดำเนินิการ

จากงานวิิจััยต่่างๆ ดัังกล่่าว มาดำเนิินการพััฒนาแบบจำลอง

สำหรับัการประเมินิพฤติกิรรมทุจุริติระหว่า่งการสอบออนไลน์์

ด้้วยปัญัญาประดิษิฐ์บ์นระบบการรับัรู้้�การแสดงออกทางสีีหน้้า

ของนัักศึึกษาแบบอััตโนมััติิ

	ดั งนั้้�นงานวิจัิัยนี้้�ขอนำเสนอ 2 ประเด็็นหลักั ได้้แก่่ 1) 

การพัฒันาระบบการประเมินิพฤติกิรรมทุจุริติระหว่า่งการสอบ

ออนไลน์์ด้้วยปัญญาประดิิษฐ์์บนระบบการรัับรู้้�การแสดงออก

ทางสีีหน้้าของนัักศึกึษาแบบอัตโนมััติ ิจากปััญญาประดิิษฐ์ ์(AI) 

ด้้วยอััลกอริิธึึมการเรีียนรู้้�เชิิงลึึก 2 อััลกอริิธึึม ได้้แก่่ โครงข่่าย

ประสาทเทีียมแบบคอนโวลููชััน และโครงข่่ายประสาทเทีียม

แบบหลายชั้้�น เพื่่�อจำแนกการแสดงออกทางสีีหน้้าว่่าเป็็น

ใบหน้้าปกติหิรืือใบหน้้าที่่�ส่อ่ทุจุริติ และ 2) การประเมิินผลแบบ

จำลองด้้วยคอนฟิิวชััน เมทริิก (confusion matrix) โดยใช้้ตััว

ชี้้�วัดัมาตรฐาน 4 ค่า่ได้้แก่่ค่า่ความถููกต้้อง (accuracy) ค่า่ความ

แม่่นยำ (precision) ค่่าความครบถ้้วน (recall) และค่่า

ประสิิทธิิผลโดยรวม (F-measure) ที่่�สามารถนำไปใช้้จริิงใน

สภาพแวดล้้อมการสอบจำลองเพื่่�อแสดงให้้เห็็นถึึงความเป็็น

ไปได้้ในทางปฎิิบััติิและสิ่่�งที่่�ต้้องปรัับปรุุงแก้้ไข เพื่่�อให้้ระบบมีี

ความถููกต้้องและน่่าเชื่่�อถืือ 

ทฤษฎีีและงานวิิจััยที่่�เกี่่�ยวข้้อง
	 เนื้้�อหาในส่่วนนี้้�ขออธิิบายทฤษฎีี และงานวิิจััยที่่�

เกี่่�ยวข้้อง จำนวน 3 ประเด็็น ได้้แก่่ การแสดงออกทางสีีหน้้า 

โครงข่่ายประสาทเทีียมคอนโวลููชััน และโครงข่่ายประสาท

เทีียมแบบหลายชั้้�น รายละเอีียดดัังนี้้�

	 1.	 การแสดงออกทางสีหีน้า้ (Facial expressions) 

		  การแสดงออกทางสีีหน้้า คืือ การแสดงอารมณ์์

หรืือความรู้้� สึึกของบุุคคลที่่�สามารถมองเห็็นได้้จากการ

เปลี่่�ยนแปลงของกล้้ามเนื้้�อบนใบหน้้า เช่่น การยิ้้�ม การขมวด

คิ้้�ว หรืือการย่่นหน้้าผาก ซ่ึ่�งเป็็นการสื่่�อสารที่่�สำคััญในคน 

(Frank, 2001) โดยงานวิิจััยส่่วนใหญ่่มุ่่�งเน้้นไปที่่�การรัับรู้้�การ

แสดงออกทางสีหีน้้าแบบอัตัโนมัตัิ ิ(Automatic Facial Expression  

Recognition: AFER) ตามทฤษฎีีของ Ekman (1992) ซึ่่�ง

แนะนำอารมณ์์ความรู้้�สึึกพื้้�นฐานที่่�ใช้้อย่่างเป็็นสากลในทุุก

วััฒนธรรมไว้้ 6 อารมณ์์ ได้้แก่่ ความสุุข (happiness) ความ

ประหลาดใจ (surprise) ความโกรธ (anger) ความเศร้้า  

(sadness) ความกลััว (fear) และการรัังเกีียจ (disgust) ในการ

ตรวจสอบการแสดงออกทางอารมณ์ค์วามรู้้�สึกึที่่�แสดงออกทาง

ใบหน้้า จะอ้้างอิงิรููปแบบของใบหน้้าที่่�มีกีารแสดงอารมณ์ค์วาม

รู้้�สึึกออกมาในลัักษณะหรืือรููปแบบต่่างๆ ดััง Figure 1

      

(ก.) ความสุุข (ข.) ความประหลาดใจ (ค.) ความโกรธ

      

(ง.) ความเศร้้า (จ.) ความกลััว (ฉ.) การรัังเกีียจ

Figure 1 Examples from the FER2013 dataset for 

 each emotion with labeled data 

	 จาก Figure 1 (ก.)-(ฉ.) แสดงตััวอย่่างอารมณ์์ทั้้�ง  

6 ประเภทจากชุุดข้้อมููล FER2013 ที่่�มีีการกำหนดป้้ายกำกัับ

ข้้อมููลแต่่ละประเภท (labeled data) 
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	 จากงานวิิจััยของ Mohamad Nezami et al. (2020) 

นำเสนอการพััฒนาแบบจำลองการจดจำการมีีส่่วนร่่วมของ

นัักเรีียนแบบอััตโนมััติิด้้วยอััลกอริิธึึมการเรีียนรู้้�เชิิงลึึก โดยใช้้

ชุุดข้้อมููลของ FER2013 จำนวน 35,887 ตััวอย่่าง ประกอบ

ด้้วยข้้อมููลสำหรัับฝึกสอนแบบจำลองจำนวน 28,709 ตัวัอย่่าง

และข้้อมููลสำหรัับทดสอบแบจำลองจำนวน 3,589 ตััวอย่่าง 

ด้้วยโครงข่่ายประสาทเทีียมคอนโวลููชััน พบว่่าแบบจำลอง

สามารถทำนายผลการมีีส่่วนร่่วมของนัักเรีียนได้้ถููกต้้องถึึง 

87.06% และในงานวิิจััยของ Gavade et al. (2023) ดำเนิิน

การพััฒนาระบบการระบุุและจำแนกการแสดงออกทางสีีหน้้า

จากวิิดีีโอแบบอััตโนมััติิ ซึ่่�งแบ่่งชุุดข้้อมููลเป็็น 2 ประเภท คืือ 

ไฟล์์วิิดีีโอที่่�ถ่่ายในป่่า (มีีข้้อจำกััดเรื่่�องแสงเงา) และไฟล์์วิิดีีโอ

ที่่�ถ่า่ยในสภาพแวดล้้อมที่่�ควบคุมุได้้ โดยใช้้อัลักอริธิึมึโครงข่า่ย

ประสาทเทียีมคอนโวลููชันั และหน่ว่ยความจำระยะสั้้�นแบบยาว 

และทำการทดสอบโดยการเปรียีบเทียีบกับัชุดุข้้อมููลต่า่งๆ และ

ชุุดข้้อมููลจาก FER พบว่่าแบบจำลองมีีค่่าความถููกต้้อง 80%

	 โครงข่่ายประสาทเทีียมคอนโวลููชััน (Convolu-

tional Neural Network Algorithm หรืือ CNN) 

	 โครงข่่ายประสาทเทีียมคอนโวลููชันเป็็นโครงข่่าย

ประสาทเทีียมที่่�ถููกออกแบบมาสำหรัับการประมวลผลภาพ 

เช่่น การจำแนกรููปภาพ การตรวจจัับวัตถุุ หรืือการประมวล

ผลข้้อมููลภาพต่่างๆ (Indolia et al., 2018) โดยใช้้วิิธีีการ

คำนวณแบบคอนโวลููชัน (convolutional) เข้้าไปในโครงข่่าย 

ทำให้้สามารถวิิเคราะห์์ข้้อมููลของภาพหรืือวิิดีีโอได้้อย่่างถููก

ต้้องและรวดเร็็ว การทำงานของโครงข่่ายประสาทเทีียมคอน

โวลููชััน ประกอบด้้วย 4 ขั้้�นตอน ได้้แก่่ 1) ชั้้�นอิินพุุต (input 

layer) 2) ชั้้�นคอนโวลููชััน (convolutional layer) 3) ชั้้�นพููลลิ่่�ง 

(pooling layer) และ 4) ชั้้�นเชื่่�อมโยงแบบสมบููรณ์์ (fully-

connected layer) (Lapan , 2020) ดััง Figure 2

Figure 2 Convolutional Neural Network

	 จาก Figure 2 ขั้้�นตอนการทำงานของอัลักอริธิึมึโครง

ข่่ายประสาทเทีียมคอนโวลููชัน ได้้แก่่ 1) ชั้้�นอิินพุุต (input 

layer) เป็็นชั้้�นแรกที่่�นำข้้อมููลเข้้า จากนั้้�นทำการแปลงข้้อมููล

ให้้เป็็นเวกเตอร์ ์2) ชั้้�นคอนโวลููชันั (convolutional layer) เป็น็

ชั้้�นที่่�สองของแบบจำลอง ซึ่่�งทำหน้้าที่่�สกััดคุุณลัักษณะสำคััญ

จากเวกเตอร์์ ประกอบด้้วย 2 ขั้้�นตอน ได้้แก่่ การกำหนดตััว

กรอง (filters) หรืือเคอร์์เนล สำหรัับกรองลัักษณะสำคััญที่่�ใช้้

ในการรู้้�จำวัตัถุ ุในรููปแบบตารางสองมิติิ ิและ แผนผังัคุณุลักัษณะ 

(feature maps) เป็็นผลลััพธ์์จากขั้้�นตอนการกำหนดตััวกรอง

เพื่่�อส่่งข้้อมููลที่่�ได้้ไปในชั้้�นต่่อไป 3) ชั้้�นพููลลิ่่�ง (pooling layer) 

เป็็นชั้้�นที่่�สามที่่�ทำหน้้าที่่�คำนวณผลรวมของข้้อมููล เพื่่�อลด

ขนาดของเวกเตอร์์ ทำให้้ข้้อมููลมีีขนาดเล็็กลงเมื่่�อเทีียบกับ

ข้้อมููลต้้นฉบัับ ส่่งผลให้้สามารถเพิ่่�มความเร็็วในการประมวล

ผลได้้เป็็นอย่่างมาก และ 4) ชั้้�นเชื่่�อมโยงแบบสมบููรณ์์ (fully-

connected layer) เป็็นชั้้�นสุุดท้้ายสำหรัับแสดงผลลััพธ์ของ

โครงข่่ายประสาทเทีียมคอนโวลููชััน 

	 โครงข่่ายประสาทเทีียมแบบหลายชั้้�น (Multi-

Layer Perceptron หรืือ MLP) 

	 โครงข่่ายประสาทเทีียมแบบหลายชั้้�นเป็็นโครงข่่าย

ประสาทเทีียมที่่�ถููกออกแบบมาสำหรัับการจำแนกภาพ (image 

classification) การจดจำรููปแบบเสีียง (speech recognition) 

การพยากรณ์์ข้้อมููลเวลา (time series prediction) และการ

วิเิคราะห์ข์้้อความ (text analysis) ที่่�มีจีุดุเด่น่ในการเรียีนรู้้�จาก

ข้้อมููลที่่�ไม่่เป็็นเส้้นตรง (non-linear data) ได้้ เนื่่�องจากใช้้

ฟัังก์์ชััน activation ที่่�ไม่่เป็็นเชิิงเส้้น จึึงเหมาะกัับปััญหาที่่�

ต้้องการการจำแนก (classification) และการทำนาย (prediction)  

(Zhang et al., 2018) การทำงานของโครงข่่ายประสาทเทีียม

แบบหลายชั้้�น ประกอบด้้วย 3 ขั้้�นตอน ได้้แก่ ่ชั้้�นนำเข้้า (input 

layer) จำนวน 1 ชั้้�น มีจีำนวนชั้้�นผลลัพัธ์ ์(output layer) 1 ชั้้�น 

และมีีจำนวนชั้้�นซ่่อน (hidden layer) อย่่างน้้อย 1 ชั้้�น โดยใน

แต่่ละชั้้�นเชื่่�อมต่่อกััน (Lapan , 2020) ดััง Figure 3

	 Figure 3 Multi-Layer Perceptron

	 จาก Figure 3 ขั้้�นตอนการทำงานของอัลักอริธิึมึการ

รับัรู้�หลายระดับัชั้้�น โดยข้้อมููลเข้้าสู่่�ชั้้�นอินิพุตุ (input layer) เพื่่�อ

ทำการฝึึกสอน จากนั้้�นส่่งข้้อมููลเข้้าสู่่�ชั้้�นซ่่อน (hidden layer) 

เพื่่�อจดจำรููปแบบข้้อมููล แยกแยะภาพตามค่า่น้้ำหนักั (weight) 
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ของแต่่ละโหนด (ซ่ึ่�งมีีค่า่น้้ำหนัักเฉพาะสำหรัับคำนวณค่าถ่่วง

น้้ำหนักั) จากนั้้�นนำค่า่น้้ำหนักัมารวมกันั และแปลงให้้ออกมา

เป็็นผลลััพธ์์ และแสดงผลลััพธ์ที่่�ชั้้�นเอาต์์พุุต (output layer) 

จากค่่าน้้ำหนััก เพื่่�อทำนายผลลััพธ์ตามความน่่าจะเป็็น  

(Aggarwal, 2018)

วิิธีีดำเนิินการวิิจััย
	 เนื้้�อหาในส่่วนนี้้�ขออธิิบายขั้้�นตอนการทำงานของ

ระบบการประเมิินพฤติิกรรมทุุจริิตระหว่่างการสอบออนไลน์์

ด้้วยปัญัญาประดิษิฐ์บ์นระบบการรับัรู้้�การแสดงออกทางสีีหน้้า

ของนัักศึึกษาแบบอััตโนมััติิ ดััง Figure 4

 
 

แสดงออกทางสีหน้าของนักศึกษาแบบอตัโนมตัิ ดัง 

Figure 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 The workflow of STOU-ASFER 

 

จาก Figure � แสดงขั �นตอนการทํางานของ 

STOU-ASFER ซึ�งประกอบด้วย � ขั �นตอน ได้แก่ �. 

การบนัทกึวดิโีอการสอบออนไลน์ �. การประมวลผล

วดิโีอ ซึ�งประกอบดว้ย � ขั �นตอนย่อย ไดแ้ก่ การแยก

เฟรม และการตรวจจบัใบหน้าโดยใช้ Mediapipe 3. 

การตรวจจับจุ ดสัง เกตบนใบหน้า � .  การสกัด

คุณลกัษณะ ซึ�งประกอบดว้ย � ขั �นตอนย่อย ไดแ้ก่ �) 

การสร้างเวกเตอร์แลนด์มาร์ก �) การสกดัคุณลกัษณะ

ด้วย CNN และ �) รวมคุณลกัษณะเข้าด้วยกัน โดย

การเชื�อมเวกเตอร์แลนด์มาร์กกบัเวกเตอร์คุณลกัษณะ

ของ CNN �. การสร้างแบบจําลองแบบผสานด้วย 

CNN+MLP �. การแจ้งเตือนแบบเรียลไทม์ และ �. 

การสรา้งรายงานหลงัสอบ รายละเอยีดดงันี� 

1. การบันทึกวิดีโอการสอบออนไลน์ 

(Video recording of the online exam) 

เป็นการนําเขา้ขอ้มลูจากการรวบรวมขอ้มลูของ

กลุ่มตวัอย่าง ซึ�งประกอบด้วยขอ้มูลไฟล์วิดโีอใบหน้า

ของอาสาสมคัรผู้เขา้ร่วมในโครงการวจิยันี�จํานวน 80 

คน โดยแบ่งเป็น � กลุ่ม กลุ่มแรกสําหรับฝึกสอน

แบบจําลอง และทดสอบแบบจําลอง จํานวน �� คน 

และกลุ่มที�สองสําหรบัทดสอบการใช้งานจริง จํานวน 

�� คน (ตามหนังสือแสดงความยินยอมเข้าร่วม

โครงการวจิยัสําหรบัผู้เขา้ร่วมโครงการอายุ �� ปีขึ�น

ไป)  

ตัวอย่างไฟล์วิดีโอของกลุ่มตัวอย่าง ที�ทําการ

สอบเสมอืนจรงิ โดยทําการสอบครั �งละ �, 10 และ 15 

นาท ีตามจํานวนเฟรม โดย 5 นาท ี= 5*60*25 เฟรม, 

10 นาท ี= 10*60*25 และ 15 นาท ี= 15*60*25 เฟรม 

รวมเป็นชุดข้อมูลทั �งหมด 7,500+15,000+22,500 = 

45,000 เฟรม แบ่งเป็นการสอบแบบปกติ หรือสุจริต 

(innocent) = 35,000 เฟรม และการสอบแบบทุจริต 

( cheat) = 10,000 เฟรม  และกํ าห นด ป้ ายกํ ากับ 

(labeled data) โดย ใช้ วิ ธีก า ร ระบุ ช่ ว ง เ วลาของ

พฤตกิรรมที�เกดิขึ�นในวดิโีอ พรอ้มทั �งมผีูเ้ชี�ยวชาญที�มี

ความรูแ้ละประสบการณ์ จากสํานักทะเบยีนและวดัผล 

มหาวทิยาลยัสุโขทยัธรรมาธริาช (2566) (บนระบบการ

สอบแบบออนไลน์) ตัดสินการกําหนดข้อมูลที�มีป้าย

กํากบัที�ถูกต้อง สําหรบัการกําหนดใบหน้าที�เป็นแบบ

สุจรติ (innocent) คอืใบหน้าที�มอีงศาใบหน้า ตําแหน่ง

ตา รปูแบบการมอง การหนัศรีษะ อยู่ในบรเิวณหน้าจอ 

ตามระยะเวลาที�กําหนด และใบหน้าที�เป็นแบบทุจรติ 

(cheat) คอืการแสดงใบหน้าที�มตีําแหน่งองศาใบหน้า

Video recording of 

the online exam 

Preprocessing the video 

1) Extract frames: 25 frames per second 

2) Detect faces: use a Mediapipe 

Facial Landmark Detection 

Feature Extraction 

 1) Landmark vectorization 

 2) CNN feature extraction 

 3) Combine features (concatenate the 

landmark vector with the CNN feature vector) 

Build a model with CNN + MLP 

 

Real-Time Alert 

 

Post-exam report 

generation 

 

 

 

 

 

 

 

Figure 4 The workflow of STOU-ASFER

	 จาก Figure 4 แสดงขั้้�นตอนการทำงานของ STOU-

ASFER ซึ่่�งประกอบด้้วย 7 ขั้้�นตอน ได้้แก่่ 1. การบัันทึึกวิิดีีโอ

การสอบออนไลน์์ 2. การประมวลผลวิิดีีโอ ซึ่่�งประกอบด้้วย 

2 ขั้้�นตอนย่่อย ได้้แก่่ การแยกเฟรม และการตรวจจัับใบหน้้า

โดยใช้้ Mediapipe 3. การตรวจจับัจุดุสังัเกตบนใบหน้้า 4. การ

สกััดคุณุลักัษณะ ซึ่่�งประกอบด้้วย 3 ขั้้�นตอนย่อ่ย ได้้แก่ ่1) การ

สร้้างเวกเตอร์์แลนด์์มาร์์ก 2) การสกััดคุุณลัักษณะด้้วย CNN 

และ 3) รวมคุุณลัักษณะเข้้าด้้วยกัน โดยการเชื่่�อมเวกเตอร์์

แลนด์์มาร์์กกัับเวกเตอร์์คุุณลัักษณะของ CNN 5. การสร้้าง

แบบจำลองแบบผสานด้้วย CNN+MLP 6. การแจ้้งเตืือนแบบ

เรีียลไทม์์ และ 7. การสร้้างรายงานหลัังสอบ รายละเอีียดดัังนี้้�

	 1.	 การบัันทึึกวิิดีีโอการสอบออนไลน์์ (Video 

recording of the online exam)

		  เป็น็การนำเข้้าข้้อมููลจากการรวบรวมข้้อมููลของ

กลุ่่�มตััวอย่า่ง ซ่ึ่�งประกอบด้้วยข้้อมููลไฟล์์วิดิีโีอใบหน้้าของอาสา

สมััครผู้้�เข้้าร่่วมในโครงการวิิจััยนี้้�จำนวน 80 คน โดยแบ่่งเป็็น 

2 กลุ่่�ม กลุ่่�มแรกสำหรัับฝึึกสอนแบบจำลอง และทดสอบแบบ

จำลอง จำนวน 50 คน และกลุ่่�มที่่�สองสำหรัับทดสอบการใช้้

งานจริิง จำนวน 30 คน (ตามหนัังสืือแสดงความยิินยอมเข้้า

ร่่วมโครงการวิิจััยสำหรัับผู้้�เข้้าร่่วมโครงการอายุุ 18 ปีีขึ้้�นไป) 

		ตั  ัวอย่่างไฟล์์วิิดีีโอของกลุ่่�มตััวอย่่าง ที่่�ทำการ

สอบเสมืือนจริิง โดยทำการสอบครั้้�งละ 5, 10 และ 15 นาทีี 

ตามจำนวนเฟรม โดย 5 นาทีี = 5*60*25 เฟรม, 10 นาทีี = 

10*60*25 และ 15 นาทีี = 15*60*25 เฟรม รวมเป็็นชุุดข้้อมููล

ทั้้�งหมด 7,500+15,000+22,500 = 45,000 เฟรม แบ่่งเป็น็การ

สอบแบบปกติิ หรืือสุุจริิต (innocent) = 35,000 เฟรม และการ

สอบแบบทุจริิต (cheat) = 10,000 เฟรม และกำหนดป้้าย

กำกัับ (labeled data) โดยใช้้วิิธีีการระบุุช่่วงเวลาของ

พฤติิกรรมที่่�เกิิดขึ้้�นในวิิดีีโอ พร้้อมทั้้�งมีีผู้้�เชี่่�ยวชาญที่่�มีีความรู้้�

และประสบการณ์ ์จากสำนักัทะเบียีนและวัดัผล มหาวิทิยาลัยั

สุุโขทััยธรรมาธิิราช (2566) (บนระบบการสอบแบบออนไลน์์) 

ตััดสิินการกำหนดข้้อมููลที่่�มีีป้้ายกำกัับที่่�ถููกต้้อง สำหรัับการ

กำหนดใบหน้้าที่่�เป็น็แบบสุจุริติ (innocent) คือืใบหน้้าที่่�มีอีงศา

ใบหน้้า ตำแหน่่งตา รููปแบบการมอง การหัันศีีรษะ อยู่่�ใน

บริเวณหน้้าจอ ตามระยะเวลาที่่�กำหนด และใบหน้้าที่่�เป็น็แบบ

ทุุจริิต (cheat) คืือการแสดงใบหน้้าที่่�มีีตำแหน่่งองศาใบหน้้า

ผิิดรููปแบบการมองหน้้าจอคอมพิิวเตอร์์ ดำเนิินการกำหนด

ใบหน้้าที่่�เป็็นแบบทุุจริิตตามระเบีียบมหาวิิทยาลััยสุโขทััย 

ธรรมาธิิราช ว่่าด้้วยการสอบออนไลน์์ของนัักศึึกษาระดัับ

ปริญิญาตรีแีละระดับัต่่ำกว่า่ปริญิญา พ.ศ. 2563 หมวด 4 แนว

ปฎิิบััติิตนในการเข้้าสอบของนัักศึึกษา และจากงานวิิจััยของ 

Noorbehbahani et al. (2022) กำหนดพฤติิกรรมการทุุจริิต
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ในการสอบออนไลน์์ ดัังนี้้� 1) การใช้้หนัังสืือ หรืือแหล่่งข้้อมููล

ออนไลน์ข์ณะทำการสอบ 2) การกำหนดให้้บุคุคลอื่่�นสอบแทน 

3) การขอความช่่วยเหลืือจากบุุคคลที่่�สามในการสอบ 4) การ

รัับหรืือเผยแพร่คำถามจากบุุคคลอื่่�น 5) การคััดลอกและ

จำหน่่ายข้้อสอบให้้นักัศึกึษาท่า่นอื่่�นหรือืนำไปใช้้ในปีตี่อ่ๆ ไป  

และ 6) การใช้้อุปุกรณ์เ์คลื่่�อนที่่�เพื่่�อการสื่่�อสารแบบคัดัลอก ดังั 

Figure 5

 
 

Video streaming 

Preprocessing the video 

ผิดรูปแบบการมองหน้าจอคอมพวิเตอร์ ดําเนินการ

กํ าห นดใบห น้ าที� เ ป็ น แบบ ทุจริตต าม ร ะ เบียบ

มหาวิทยาลัยสุโขทัยธรรมาธิราช ว่าด้วยการสอบ

ออนไลน์ของนักศึกษาระดบัปริญญาตรีและระดับตํ�า

กว่าปรญิญา พ.ศ. ���� หมวด � แนวปฎบิตัตินในการ

เ ข้ า สอ บข อง นัก ศึกษา  แ ละ จ าก ง าน วิจ ัย ขอ ง 

Noorbehbahani et al. (2022) กําหนดพฤติกรรมการ

ทุจรติในการสอบออนไลน์ ดงันี� �) การใช้หนังสอื หรอื

แหล่งขอ้มลูออนไลน์ขณะทําการสอบ �) การกําหนดให้

บุคคลอื�นสอบแทน �) การขอความช่วยเหลือจาก

บุคคลที�สามในการสอบ �) การรบัหรอืเผยแพร่คาํถาม

จากบุคคลอื�น �) การคดัลอกและจําหน่ายขอ้สอบให้

นักศกึษาท่านอื�นหรอืนําไปใชใ้นปีตอ่ๆ ไป และ �) การ

ใช้อุปกรณ์เคลื�อนที�เพื�อการสื�อสารแบบคัดลอก ดัง 

Figure 5 

 
(ก.)                (ข.)                  (ค.) 

Figure 5 Examples of Cheating Behaviors During 

Online Exams 
 

จาก Figure 5 ตัวอย่างพฤติกรรมการทุจริต

ระหว่างการสอบออนไลน์ โดย (ก.) แสดงการใช้

โทรศพัท์เพื�อตดิต่อสอบถาม (ข.) แสดงการใชอุ้ปกรณ์

เคลื�อนที�เพื�อการสื�อสารหรือค้นหาขอ้มูลเพิ�มเตมิ และ 

(ค.) แสดงการขอความช่วยเหลือจากบุคคลอื�นหรอืมี

บุคคลอื�นร่วมอยู่ดว้ยในระหว่างการสอบ 
 

2. ก า ร ป ร ะ ม ว ล ผ ล วิ ดี โ อ 

(Preprocessing the video) 

เ ป็นการนําไฟล์วิดีโอจากขั �นตอนที� 1 มา

ดําเนินการ�) การแยกเฟรม (extract frames) และ �) 

การตรวจจบัใบหน้า (detect faces) โดยใช ้Mediapipe 

ซึ�งเป็นเฟรมเวริ์กของ Google ซึ�งผูว้จิยัไดใ้ชส่้วนของ

ฟั ง ก์ ช ั น  Mediapipe Face Mesh (Google AI for 

Developers, 2022) ซึ�งสามารถพล็อต (plot) จุดบน

ใบหน้าได้สูงสุดถึง 468 ตําแหน่ง มาทําการตรวจจบั

ใบหน้า และนําค่าการเคลื�อนไหวของแต่ละภาพ ดงั

Figure 6 

 

 

 

 

 

 

 

 

Figure 6 The video preprocessing step 
 

จาก Figure 6 การแยกเฟรมดําเนินการโดย

การแปลงไฟล์วิดีโอให้เป็นเฟรมด้วยอตัราเฟรมคงที� 

(fixed frame rate) ซึ�งกําหนดใหม้ค่ีาเป็น �� เฟรมต่อ

วนิาท ีสําหรบัเพิ�มประสทิธผิลการจดจําการแสดงออก

บนใบหน้าได้อย่างเหมาะสม และทําการลบหรอืขา้ม

เฟรมที�ซํ�าซอ้นเพื�อลดภาระในการคาํนวณ จากนั �นการ

ตรวจจับใบหน้าด้วย Mediapipe เพื�อระบุตําแหน่ง

ใบหน้าในแต่ละเฟรม และแยกเฉพาะส่วนของใบหน้า

เพื�อใชใ้นการวเิคราะห ์ดงั Figure 7 

         
             (ก.)                           (ข.) 

Figure 7 Cropped face images extracted 

from individual frames 
 

จาก Figure 7 (ก.) จากต้นฉบบั จากนั �นทําการ

ครอบตดัเฉพาะส่วนใบหน้า ซึ�งแสดงในภาพ (ข.) และ

จดัเกบ็ขอ้มลูเป็นไฟล์ภาพ 

3. การตรวจจับจุดสังเกตบนใบหน้า 

(Facial Landmark Detection) 

เป็นการนําภาพใบหน้าจากขั �นตอนที� � มา

ดาํเนินการกําหนดการตรวจจบัจุดสงัเกตบนใบหน้า ซึ�ง

กําหนดที� �� จุด สําหรบัการตรวจ �) กราม (jawline) 

โดยกําหนดจุดสังเกตตั �งแต่เลขที� �–�� เพื�อกําหนด

รูปร่างของกรามจากหขูา้งหนึ�งไปยงัอกีขา้งหนึ�ง �) คิ�ว 

(eyebrows) โดยกําหนดจุดสังเกตที�คิ�วขวาด้วยเลข 

Extract frames 

Detect faces 

Figure 5 Examples of Cheating Behaviors During 

Online Exams

		  จาก Figure 5 ตััวอย่่างพฤติิกรรมการทุุจริิต

ระหว่่างการสอบออนไลน์์ โดย (ก.) แสดงการใช้้โทรศััพท์์เพื่่�อ

ติิดต่่อสอบถาม (ข.) แสดงการใช้้อุุปกรณ์์เคลื่่�อนที่่�เพื่่�อการ

สื่่�อสารหรืือค้้นหาข้้อมููลเพิ่่�มเติิม และ (ค.) แสดงการขอความ

ช่่วยเหลืือจากบุุคคลอื่่�นหรืือมีีบุุคคลอื่่�นร่่วมอยู่่�ด้้วยในระหว่่าง

การสอบ

	 2.	 การประมวลผลวิิดีีโอ (Preprocessing the video)

		  เป็็นการนำไฟล์ว์ิดิีโีอจากขั้้�นตอนที่่� 1 มาดำเนินิ

การ1) การแยกเฟรม (extract frames) และ 2) การตรวจจัับ

ใบหน้้า (detect faces) โดยใช้้ Mediapipe ซึ่่�งเป็็นเฟรมเวิิร์์ก

ของ Google ซ่ึ่�งผู้้�วิจัิัยได้้ใช้้ส่วนของฟัังก์ช์ันั Mediapipe Face 

Mesh (Google AI for Developers, 2022) ซึ่่�งสามารถพล็็อต 

(plot) จุดุบนใบหน้้าได้้สููงสุดุถึงึ 468 ตำแหน่ง่ มาทำการตรวจ

จัับใบหน้้า และนำค่่าการเคลื่่�อนไหวของแต่่ละภาพ ดััง Figure 6
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	 จาก Figure 7 (ก.) จากต้้นฉบับั จากนั้้�นทำการครอบ

ตััดเฉพาะส่่วนใบหน้้า ซึ่่�งแสดงในภาพ (ข.) และจััดเก็็บข้้อมููล

เป็็นไฟล์์ภาพ

	 3.	 การตรวจจัับจุุดสัังเกตบนใบหน้้า (Facial 

Landmark Detection)

		  เป็็นการนำภาพใบหน้้าจากขั้้�นตอนที่่�  2 

มาดำเนิินการกำหนดการตรวจจัับจุดสัังเกตบนใบหน้้า ซึ่่�ง

กำหนดที่่� 68 จุุด สำหรัับการตรวจ 1) กราม (jawline) โดย

กำหนดจุุดสัังเกตตั้้�งแต่่เลขที่่� 0–16 เพื่่�อกำหนดรููปร่่างของ

กรามจากหููข้้างหนึ่่�งไปยัังอีีกข้้างหนึ่่�ง 2) คิ้้�ว (eyebrows) โดย

กำหนดจุดุสังัเกตที่่�คิ้้�วขวาด้้วยเลข 17–21 และคิ้้�วซ้้ายด้้วยเลข 

22–26 3) จมููก (nose) โดยกำหนดจุุดสัังเกตของสัันจมููกด้้วย

เลข 27–30 และรููปทรงรููจมููกด้้วยเลข 31–35 4) ตา (eyes) 

โดยกำหนดจุุดสัังเกตของตาขวาด้้วยเลข 36–41 และตาซ้้าย

ด้้วยเลข 42–47 เพื่่�อแสดงรููปร่่างของดวงตา และใช้้เพื่่�อตรวจ

จัับการเคลื่่�อนไหวของดวงตาหรืือการกระพริิบตา 5) ปาก 

(mouth) โดยกำหนดจุุดสัังเกตที่่�รููปทรงริิมฝีีปากด้้านนอกด้้วย

เลข 48–59 และรููปทรงริิมฝีีปากด้้านในด้้วยเลข 60–67 เพื่่�อ

ตรวจจับัการเคลื่่�อนไหวของริิมฝีปีาก เช่่น การพููดคุุยกับบุคุคล

อื่่�น ดััง Figure 8
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Figure 8 Setting up facial landmark detection with 68 

points on the face

	 4.	 การสกััดคุุณลัักษณะ (Feature extraction)

		  เป็็นการนำจุุดสัังเกตบนใบหน้้าทั้้�ง 68 จุุด มา

ดำเนิินการดัังนี้้� 1) การสร้้างเวกเตอร์์จุุดสัังเกต (landmark 

vectorization) โดยแบ่่งจุุดสัังเกตให้้แบนราบเป็็นเวกเตอร์์

เดีียว [, , , , ..., , ,] 2) การดึึงคุุณลัักษณะของ CNN (CNN 

feature extraction) นำภาพใบหน้้าส่่งเข้้าสู่่�แบบจำลอง CNN 

และ 3) รวมคุุณลัักษณะ (combine features) ทำการเชื่่�อม 

เวกเตอร์์จุุดสัังเกตกัับเวกเตอร์์คุุณลัักษณะของ CNN ให้้เป็็น

เวกเตอร์์คุุณลัักษณะอิินพุุตเดีียว ดััง Figure 9

Figure 9 The Feature Extraction Step

	 5.	 การสร้้างแบบจำลองแบบผสานด้ว้ย CNN+MLP  

(Build a model with CNN + MLP)

		  เป็็นการนำข้้อมููลจากการรวมคุุณลักษณะ (com-

bine features) ของขั้้�นตอนที่่� 4 ที่่�แสดงเป็็นอาร์์เรย์์ (array) 

แบบ 2 มิิติิประกอบด้้วย โดย คืือความสููงของภาพ คืือความ

กว้้างของภาพ และ คืือจำนวนช่่องสััญญาณสีี มาดำเนิินการ

ฝึึกสอน (training) ซึ่่�งใน CNN เริ่่�มต้้นจากชั้้�นคอนโวลููชัันที่่� 1, 

2,… ตามลำดัับ จากนั้้�นดำเนิินการโดยใช้้ตััวกรองของภาพ 

และสร้้างแผนผัังคุุณลัักษณะ ดัังสมการที่่� (1) 
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            𝐻𝐻(𝑛)  =  (𝑊𝑊(𝑛)𝑍𝑍 + 𝑏𝑏(𝑛))          (5) 
 

โดย   คอื activation function (ReLU) จากนั �น

ที�ชั �นเอาต์พุต จะคํานวณค่าความน่าจะเป็นของคลาส

ซึ�งในงานวิจัยนี�เป็นแบบ 2 คลาสหรือไบนารีคลาส 

(binary class) ไดแ้ก่คลาสสุจรติ (Innocent) และคลาส

ทุจริต (Cheat) โดยใช้ฟังก์ช ัน Softmax ดังสมการที� 

(6) 

       𝐻𝐻(𝑘)  =  (𝑊𝑊(𝑘)𝐻𝐻(𝑘��) + 𝑏𝑏(𝑘))                (6) 

จากสมการที� (6) กําหนดให้ 𝑘𝑘 คือจํานวนชั �น

ซ่อน และฟังกช์นั 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑥𝑥�) = 
𝑒𝑥�

∑ 𝑒𝑥��𝑐𝑙𝑎��𝑒�
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6. การแจ้งเตือนแบบเรียลไทม์ (Real-

Time Alert) 

เป็นการวิเคราะห์ภาพแบบเฟรมต่อเฟรม 

สําหรบัตรวจจบัใบหน้า สกัดคุณลกัษณะ (landmark 

detection + CNN) และการจําแนกประเภทคลาสดว้ย 

MLP เพื�อทําการแจง้เตอืนแบบเรยีลไทมห์ากตรวจพบ

พฤติกรรมการทุจริต โดยจะปรากฏกรอบสีแดง

ล้อมรอบภาพของนักศกึษาแต่ละคนสําหรบัแจ้งเตอืน

แก่ผู้คุมสอบ ใหเ้ฝ้าระวงัเป็นพเิศษ พร้อมทั �งแจง้เตอืน

นักศกึษาหากมพีฤตกิรรมที�กําลงัจะนําไปสู่การทุจรติ 

7. การสร้างรายงานหลังสอบ (Post-

exam report) 

เป็นขั �นตอนสุดท้าย ซึ�งดําเนินการโดยทําการ

สรา้งรายงานสรุปผลการสอบและพฤตกิรรมต่างๆ ของ

นักศึกษาแต่ละคน ตลอด � ชั �วโมง ซึ�งประกอบด้วย

ขอ้มูลนักศกึษา จาํนวนครั �งของการทุจรติ และเวลา 

 

ผลการดาํเนินงาน 

1. ชดุขอ้มูล และสภาพแวดล้อม 

ชุดขอ้มูลวชิาจํานวน � ชุดวชิา ได้แก่ ชุดวชิา 

����� การจดัการระบบฐานขอ้มูล ����� ความมั �นคง

ปลอดภัยไซเบอร์ ����� การโปรแกรมเว็บ และ 

����� การบรหิารโครงการดา้นเทคโนโลยสีารสนเทศ 

ที�มกีารสอบเป็นเฉพาะแบบปรนัยซึ�งนักศกึษาจะต้อง

มองขอ้สอบและเลอืกคําตอบที�ถูกต้องผ่านหน้าจอ โดย

ชุดวชิาเหล่านี�มจีํานวนขอ้สอบเท่ากนัทั �งหมด ��� ขอ้ 

และใช้เวลาสอบ � ชั �วโมง สําหรับเครื�องเซิฟเวอร์ 

( server) GPU NVIDIA A1 0 0  Tensor Core ที� มี

หน่วยความจํา GPU 40 GB. และติดตั �งโปรแกรมไพ

ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 

	 (4)
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ที� MLP เริ�มต้นจากชั �นอินพุตไปยังชั �นซ่อน 

𝐻𝐻(𝑛)จะทําการคํานวณโดยใช้ค่าถ่วงนํ�าหนัก 𝑊𝑊(𝑛)

และค่าเอนเอียง 𝑏𝑏(𝑛) ไปที�เวกเตอร์ 𝑍𝑍 ที�ถูกปรับให้

แบนราบ ดงัสมการที� (5) 

            𝐻𝐻(𝑛)  =  (𝑊𝑊(𝑛)𝑍𝑍 + 𝑏𝑏(𝑛))          (5) 
 

โดย   คอื activation function (ReLU) จากนั �น

ที�ชั �นเอาต์พุต จะคํานวณค่าความน่าจะเป็นของคลาส

ซึ�งในงานวิจัยนี�เป็นแบบ 2 คลาสหรือไบนารีคลาส 

(binary class) ไดแ้ก่คลาสสุจรติ (Innocent) และคลาส

ทุจริต (Cheat) โดยใช้ฟังก์ช ัน Softmax ดังสมการที� 

(6) 

       𝐻𝐻(𝑘)  =  (𝑊𝑊(𝑘)𝐻𝐻(𝑘��) + 𝑏𝑏(𝑘))                (6) 

จากสมการที� (6) กําหนดให้ 𝑘𝑘 คือจํานวนชั �น

ซ่อน และฟังกช์นั 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑥𝑥�) = 
𝑒𝑥�

∑ 𝑒𝑥��𝑐𝑙𝑎��𝑒�
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6. การแจ้งเตือนแบบเรียลไทม์ (Real-

Time Alert) 

เป็นการวิเคราะห์ภาพแบบเฟรมต่อเฟรม 

สําหรบัตรวจจบัใบหน้า สกัดคุณลกัษณะ (landmark 

detection + CNN) และการจําแนกประเภทคลาสดว้ย 

MLP เพื�อทําการแจง้เตอืนแบบเรยีลไทมห์ากตรวจพบ

พฤติกรรมการทุจริต โดยจะปรากฏกรอบสีแดง

ล้อมรอบภาพของนักศกึษาแต่ละคนสําหรบัแจ้งเตอืน

แก่ผู้คุมสอบ ใหเ้ฝ้าระวงัเป็นพเิศษ พร้อมทั �งแจง้เตอืน

นักศกึษาหากมพีฤตกิรรมที�กําลงัจะนําไปสู่การทุจรติ 

7. การสร้างรายงานหลังสอบ (Post-

exam report) 

เป็นขั �นตอนสุดท้าย ซึ�งดําเนินการโดยทําการ

สรา้งรายงานสรุปผลการสอบและพฤตกิรรมต่างๆ ของ

นักศึกษาแต่ละคน ตลอด � ชั �วโมง ซึ�งประกอบด้วย

ขอ้มูลนักศกึษา จาํนวนครั �งของการทุจรติ และเวลา 

 

ผลการดาํเนินงาน 

1. ชดุขอ้มูล และสภาพแวดล้อม 

ชุดขอ้มูลวชิาจํานวน � ชุดวชิา ได้แก่ ชุดวชิา 

����� การจดัการระบบฐานขอ้มูล ����� ความมั �นคง

ปลอดภัยไซเบอร์ ����� การโปรแกรมเว็บ และ 

����� การบรหิารโครงการดา้นเทคโนโลยสีารสนเทศ 

ที�มกีารสอบเป็นเฉพาะแบบปรนัยซึ�งนักศกึษาจะต้อง

มองขอ้สอบและเลอืกคําตอบที�ถูกต้องผ่านหน้าจอ โดย

ชุดวชิาเหล่านี�มจีํานวนขอ้สอบเท่ากนัทั �งหมด ��� ขอ้ 

และใช้เวลาสอบ � ชั �วโมง สําหรับเครื�องเซิฟเวอร์ 

( server) GPU NVIDIA A1 0 0  Tensor Core ที� มี

หน่วยความจํา GPU 40 GB. และติดตั �งโปรแกรมไพ

ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 

ที่่�ถููกปรัับให้้แบนราบ ดัังสมการที่่� (5)

	

 
 

             𝑍𝑍  = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝐴𝐴(𝑛))                     (4) 
 

ที� MLP เริ�มต้นจากชั �นอินพุตไปยังชั �นซ่อน 

𝐻𝐻(𝑛)จะทําการคํานวณโดยใช้ค่าถ่วงนํ�าหนัก 𝑊𝑊(𝑛)

และค่าเอนเอียง 𝑏𝑏(𝑛) ไปที�เวกเตอร์ 𝑍𝑍 ที�ถูกปรับให้

แบนราบ ดงัสมการที� (5) 

            𝐻𝐻(𝑛)  =  (𝑊𝑊(𝑛)𝑍𝑍 + 𝑏𝑏(𝑛))          (5) 
 

โดย   คอื activation function (ReLU) จากนั �น

ที�ชั �นเอาต์พุต จะคํานวณค่าความน่าจะเป็นของคลาส

ซึ�งในงานวิจัยนี�เป็นแบบ 2 คลาสหรือไบนารีคลาส 

(binary class) ไดแ้ก่คลาสสุจรติ (Innocent) และคลาส

ทุจริต (Cheat) โดยใช้ฟังก์ช ัน Softmax ดังสมการที� 
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1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 
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𝐻𝐻(𝑛)จะทําการคํานวณโดยใช้ค่าถ่วงนํ�าหนัก 𝑊𝑊(𝑛)

และค่าเอนเอียง 𝑏𝑏(𝑛) ไปที�เวกเตอร์ 𝑍𝑍 ที�ถูกปรับให้

แบนราบ ดงัสมการที� (5) 

            𝐻𝐻(𝑛)  =  (𝑊𝑊(𝑛)𝑍𝑍 + 𝑏𝑏(𝑛))          (5) 
 

โดย   คอื activation function (ReLU) จากนั �น

ที�ชั �นเอาต์พุต จะคํานวณค่าความน่าจะเป็นของคลาส

ซึ�งในงานวิจัยนี�เป็นแบบ 2 คลาสหรือไบนารีคลาส 

(binary class) ไดแ้ก่คลาสสุจรติ (Innocent) และคลาส

ทุจริต (Cheat) โดยใช้ฟังก์ช ัน Softmax ดังสมการที� 

(6) 

       𝐻𝐻(𝑘)  =  (𝑊𝑊(𝑘)𝐻𝐻(𝑘��) + 𝑏𝑏(𝑘))                (6) 

จากสมการที� (6) กําหนดให้ 𝑘𝑘 คือจํานวนชั �น

ซ่อน และฟังกช์นั 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑥𝑥�) = 
𝑒𝑥�

∑ 𝑒𝑥��𝑐𝑙𝑎��𝑒�
�=�

 

 

6. การแจ้งเตือนแบบเรียลไทม์ (Real-

Time Alert) 

เป็นการวิเคราะห์ภาพแบบเฟรมต่อเฟรม 

สําหรบัตรวจจบัใบหน้า สกัดคุณลกัษณะ (landmark 

detection + CNN) และการจําแนกประเภทคลาสดว้ย 

MLP เพื�อทําการแจง้เตอืนแบบเรยีลไทมห์ากตรวจพบ

พฤติกรรมการทุจริต โดยจะปรากฏกรอบสีแดง

ล้อมรอบภาพของนักศกึษาแต่ละคนสําหรบัแจ้งเตอืน

แก่ผู้คุมสอบ ใหเ้ฝ้าระวงัเป็นพเิศษ พร้อมทั �งแจง้เตอืน

นักศกึษาหากมพีฤตกิรรมที�กําลงัจะนําไปสู่การทุจรติ 

7. การสร้างรายงานหลังสอบ (Post-

exam report) 

เป็นขั �นตอนสุดท้าย ซึ�งดําเนินการโดยทําการ

สรา้งรายงานสรุปผลการสอบและพฤตกิรรมต่างๆ ของ

นักศึกษาแต่ละคน ตลอด � ชั �วโมง ซึ�งประกอบด้วย

ขอ้มูลนักศกึษา จาํนวนครั �งของการทุจรติ และเวลา 

 

ผลการดาํเนินงาน 

1. ชดุขอ้มูล และสภาพแวดล้อม 

ชุดขอ้มูลวชิาจํานวน � ชุดวชิา ได้แก่ ชุดวชิา 

����� การจดัการระบบฐานขอ้มูล ����� ความมั �นคง

ปลอดภัยไซเบอร์ ����� การโปรแกรมเว็บ และ 

����� การบรหิารโครงการดา้นเทคโนโลยสีารสนเทศ 

ที�มกีารสอบเป็นเฉพาะแบบปรนัยซึ�งนักศกึษาจะต้อง

มองขอ้สอบและเลอืกคําตอบที�ถูกต้องผ่านหน้าจอ โดย

ชุดวชิาเหล่านี�มจีํานวนขอ้สอบเท่ากนัทั �งหมด ��� ขอ้ 

และใช้เวลาสอบ � ชั �วโมง สําหรับเครื�องเซิฟเวอร์ 

( server) GPU NVIDIA A1 0 0  Tensor Core ที� มี

หน่วยความจํา GPU 40 GB. และติดตั �งโปรแกรมไพ

ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 
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ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 

	 6.	 การแจ้ง้เตือืนแบบเรียีลไทม์ ์(Real-Time Alert)

		  เป็น็การวิิเคราะห์์ภาพแบบเฟรมต่่อเฟรม สำหรัับ 

ตรวจจัับใบหน้้า สกััดคุุณลัักษณะ (landmark detection + 

CNN) และการจำแนกประเภทคลาสด้้วย MLP เพื่่�อทำการแจ้้ง

เตืือนแบบเรียีลไทม์ห์ากตรวจพบพฤติกิรรมการทุจุริติ โดยจะ

ปรากฏกรอบสีแดงล้้อมรอบภาพของนัักศึึกษาแต่่ละคนสำหรัับ

แจ้้งเตืือนแก่่ผู้้�คุุมสอบ ให้้เฝ้้าระวัังเป็็นพิิเศษ พร้้อมทั้้�งแจ้้ง

เตืือนนัักศึึกษาหากมีีพฤติิกรรมที่่�กำลัังจะนำไปสู่่�การทุุจริิต
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	 7.	 การสร้า้งรายงานหลัังสอบ (Post-exam report)

		  เป็็นขั้้�นตอนสุุดท้้าย ซ่ึ่�งดำเนิินการโดยทำการ

สร้้างรายงานสรุุปผลการสอบและพฤติิกรรมต่่างๆ ของ

นัักศึึกษาแต่่ละคน ตลอด 3 ชั่่�วโมง ซึ่่�งประกอบด้้วยข้้อมููล

นัักศึึกษา จำนวนครั้้�งของการทุุจริิต และเวลา

ผลการดำเนิินงาน
	 1.	ชุ ุดข้้อมููล และสภาพแวดล้้อม

		ชุ  ุดข้้อมููลวิิชาจำนวน 4 ชุุดวิิชา ได้้แก่่ ชุุดวิิชา 

96408 การจััดการระบบฐานข้้อมููล 99419 ความมั่่�นคง

ปลอดภััยไซเบอร์์ 99420 การโปรแกรมเว็็บ และ 96412 การ

บริหารโครงการด้้านเทคโนโลยีีสารสนเทศ ที่่�มีีการสอบเป็็น

เฉพาะแบบปรนััยซ่ึ่�งนัักศึึกษาจะต้้องมองข้้อสอบและเลืือกคำ

ตอบที่่�ถููกต้้องผ่่านหน้้าจอ โดยชุดวิชิาเหล่่านี้้�มีจีำนวนข้้อสอบ

เท่่ากัันทั้้�งหมด 120 ข้้อ และใช้้เวลาสอบ 3 ชั่่�วโมง สำหรัับ

เครื่่�องเซิิฟเวอร์์ (server) GPU NVIDIA A100 Tensor Core 

ที่่�มีีหน่่วยความจำ GPU 40 GB. และติิดตั้้�งโปรแกรมไพธอ

นรุ่่�น 3.10.15 โดยกำหนดให้้ใน 1 หน้้าจอการสอบ แสดง

รููปภาพแบบตารางขนาด 5x5 = 25 ช่อ่ง (สำหรัับ 25 คน) และ

แต่่ละหน้้าจอย่่อยมีีขนาดประมาณ 200 x 200 พิิกเซล (แสดง

ผลแบบสี่่�เหลี่่�ยมจััตุุรััส)

	 2.	 การกำหนดค่าพารามิเิตอร์์ของแต่่ละอััลกอริิธึมึ

Table 1	Example of Parameter Settings for the CNN and 

MLP Algorithms

Algorithms Types Settings

CNN Conv1 32 filters, kernel size (3, 3), ReLU

MaxPool1 Pool size (2, 2)

Conv2 64 filters, kernel size (3, 3), ReLU

MaxPool2 Pool size (2, 2)

Conv3 128 filters, kernel size (3, 3), ReLU

MaxPool3 Pool size (2, 2)

Dropout 0.25 after pooling layers

MLP Dense1 512 units, ReLU

Dropout 0.5

Dense2 256 units, ReLU

Dropout 0.3

Dense3 128 units, ReLU

Dropout 0.3

Final Dense 

layer

1 unit, sigmoid

(for binary classification)

		  จาก Table 1 ที่่� CNN layer กำหนดจำนวนของ

การกรองเริ่่�มต้้นที่่� 32, 64 และ 128 ตัวักรอง และกำหนดขนาด

ของพููลลิ่่�งเป็็น 2*2 ของแต่่ละชั้้�น Convolution และที่่� MLP 

layer เริ่่�มต้้นกำหนดแผนที่่�คุุณลัักษณะที่่� 512, 256 และ 128 

หน่ว่ย และในชั้้�น final layer ใช้้ฟังัก์ช์ันั sigmoid สำหรับัไบนารีี

คลาส

	 3.	 การแบ่่งข้้อมููล

		  การแบ่่งข้้อมููลออกเป็็น 3 ส่่วนได้้แก่่ข้้อมููล

ฝึึกสอน (training data) ข้้อมููลตรวจสอบ (validation data) 

และข้้อมููลทดสอบ (testing data) และ โดยกำหนดเป็็น 

64:16:20 ตามลำดัับ ซึ่่�งเป็็นสััดส่่วนมาตรฐานที่่�เหมาะสมกัับ

ข้้อมููลชุุดนี้้�ที่่�มีีจำนวนมากพอในการสร้้างและทดสอบแบบ

จำลอง และลดความเอนเอีียงหรืืออคติิในการแบ่่งข้้อมููลโดย

การใช้้ cross validation เป็็น 5-fold cross-validation เพื่่�อ

ประเมินิผลแบบจำลองในระหว่า่งการฝึกึสอนแบบจำลอง โดย

การใช้้ 5-fold cross validation กัับชุุดข้้อมููลนี้้�ที่่�มีีขนาดใหญ่่ 

ทำให้้แต่่ละ fold มีีขนาดที่่�เพีียงพอสำหรัับการฝึึกสอนแบบ

จำลอง (หากกำหนดเป็็น 10-fold cross validation ทำให้้ข้้อมููล

ในแต่่ละ fold เล็็กเกิินไป ซึ่่�งผลที่่�ได้้ไม่่ถููกต้้องเท่่ากัับ 5-fold 

cross validation) 

	 4.	 การประเมิินประสิิทธิิผลแบบจำลอง

		  การประเมิินผลแบบจำลองด้้วย 4 อััลกอริิธึึม 

ได้้แก่ ่CNN, CNN+RNN โดย RNN คือืโครงข่า่ยประสาทแบบ

เวีียนซ้้ำ (Recurrent Neural Network: RNN), CNN+LSTM 

และ CNN+MLP ซึ่่�งในงานวิิจััยนี้้�วิิดีีโอไฟล์์บัันทึึกการสอบจะ

เกี่่�ยวข้้องกัับอนุุกรมเวลา จึึงนำอััลกอริิธึึม RNN และ LSTM 

มาทดสอบการสร้้างแบบจำลอง และประเมิินผลแบบจำลอง

ด้้วย 4 เมตริิกได้้แก่่ ค่า่ความถููกต้้อง ค่า่ความแม่่นยำ ค่า่ความ

ครบถ้้วน ดััง Figure 10 

Figure 10 Compares four algorithms using a confusion 

matrix
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		  จาก Figure 10 จะเห็็นได้้ว่่าอััลกอริิธึึม CNN+ 

MLP มีีค่่าความถููกต้้อง = 85.5% ค่่าความแม่่นยำ = 75.0% 

ค่่าความครบถ้้วน = 94.9% และค่่าประสิิทธิิผลโดยรวม = 

83.7% สููงกว่่าอัลักอริิธึึมอื่่�น ดังันั้้�นงานวิิจััยนี้้�จึงึเลืือกใช้้อัลกอริิธึมึ 

CNN+MLP สำหรัับสร้้างแบบจำลอง

	 5.	 การปรัับแต่่พารามิิเตอร์์

		  นำแบบจำลองมาดำเนิินการปรัับแต่ง่พารามิิเตอร์์ 

ต่า่งๆ ด้้วย GridSearchCV พบว่า่ Optimizer choices กำหนด

เป็็น adam, conv_filter = 32, dense_units = 512, drop-

out_rate = 0.3, epochs = 200 ซึ่่�งทำให้้แบบจำลองมีี

ประสิิทธิิผลดีีขึ้้�นดััง Table 2

Table 2	Hyperparameter tuning for CNN+MLP models

CNN+MLP

Before Hyperparameter

tuning

After Hyperparameter 

tuning

Accuracy 85.5 86.2

Precision 75.0 77.3

Recall 94.9 95.7

F1 83.7 85.6

		  จาก Table 2 การเปรีียบเทีียบประสิิทธิิผลแบบ

จำลองก่่อนและหลัังจากการปรัับแต่พ่ารามิิเตอร์์ แสดงให้้เห็็น

ว่่าแบบจำลองมีีประสิิทธิิผลสููงขึ้้�น โดยค่าความถููกต้้อง = 

86.2% ค่า่ความแม่น่ยำ = 77.34% ค่า่ความครบถ้้วน = 95.7% 

และค่่าประสิิทธิิผลโดยรวม = 85.6%

	 6.	 การประเมินิค่่าการสููญเสียี และค่า่ความถูกูต้อ้ง

		  นำแบบจำลองที่่�ปรัับแต่่พารามิิเตอร์์เรีียบร้้อย

มาดำเนิินการประเมิินค่่าการสููญเสีีย (loss) และค่่าความถููก

ต้้องของแต่่ละ epoch โดยกำหนดค่่าเป็็น 50, 100, 200 และ 

500 ดััง Figure 11

Figure 11 Test Loss and Accuracy for Each Epoch (50, 

100, 200, 500)

	 7.	 การปรัับใช้้แบบจำลอง

		  เป็็นกระบวนการนำแบบจำลองการเรีียนรู้้�เชิิง

ลึึกที่่�ได้้พััฒนา และทดสอบเรีียบร้้อยแล้้ว ไปประยุุกต์์ปรัับใช้้

งานในสภาพแวดล้้อมจริิง โดยในการทดลองนี้้� ทางทีีมผู้้�วิิจััย

ใช้้ทดสอบการใช้้งานจริิงในสภาพแวดล้้อมการสอบจำลอง กับั

ไฟล์ว์ิดิีโีอ 4 ชุดุวิชิาได้้แก่่ ชุดุวิชิา 96408 การจััดการระบบฐาน

ข้้อมููล 99419 ความมั่่�นคงปลอดภััยไซเบอร์์ 99420 การ

โปรแกรมเว็็บชุุดวิิชา และ 96412 การบริิหารโครงการด้้าน

เทคโนโลยีีสารสนเทศ ดััง Table 3

Table 3	compares the model performance results with 

four courses

Course ID

A
cc

ur
ac

y

Pr
ec

is
io

n

R
ec

al
l

F1

96408 85.4 76.1 95.2 84.6

99419 87.4 79.4 96.5 87.1

99420 84.5 78.2 92.7 84.9

96412 87.5 76.0 98.7 85.8

		  จาก Table 3 จะเห็น็ได้้ว่าแบบจำลองมีปีระสิทิธิผิลสููง 

เมื่่�อนำไปประยุุกต์์ใช้้งานจริิง โดยมีีค่่าความถููกต้้อง ค่่าความ

แม่่นยำ ค่่าความครบถ้้วน และค่่าประสิิทธิิผลโดยรวมของ 4 

ชุุดวิิชาได้้แก่่ ชุุดวิิชา 96408 การจััดการระบบฐานข้้อมููล 

99419 ความมั่่�นคงปลอดภััยไซเบอร์์ 99420 การโปรแกรมเว็็บ

ชุุดวิิชา และ 96412 การบริหารโครงการด้้านเทคโนโลยีี

สารสนเทศ มีคี่า่เฉลี่่�ยของค่า่ความถููกต้้อง = 86.2 ค่า่เฉลี่่�ยของ
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ค่่าความแม่่นยำ = 77.4 ค่่าเฉลี่่�ยของค่่าครบถ้้วน = 95.7 และ

ค่า่เฉลี่่�ยของค่่าประสิิทธิิผลโดยรวมของระบบในการใช้้งานจริิง 

= 85.6

อธิิปรายผลและข้้อเสนอแนะ
	 1.	 อภิิปรายผล

		  จากผลการดำเนินิการพัฒันาระบบการประเมินิ

พฤติกิรรมทุจุริติระหว่า่งการสอบออนไลน์ด์้้วยปัญัญาประดิษิฐ์์

บนระบบการรัับรู้้�การแสดงออกทางสีีหน้้าของนัักศึึกษาแบบ

อััตโนมััติิ ที่่�มีีชื่่�อเรีียก STOU-ASFER ย่่อมาจาก STOU- 

Automatic Student Facial Expression Recognition Model 

เป็็นการนำข้้อมููลเข้้าจากไฟล์์วิิดีีโอที่่�ได้้จากการสอบออนไลน์์ 

ส่ง่เข้้าไปในกระบวนการเตรีียมข้้อมููล (data preparation) เพื่่�อ

ตััด VDO ออกเป็็นเฟรมภาพใบหน้้า แล้้วส่่งเฟรมภาพนี้้�เข้้าสู่่�

การสร้้างแบบจำลองการรัับรู้้�อััตโนมััติิจากท่่าทางของหน้้า 

(STOU-ASFER) ด้้วยอัลกอริิธึมึ Convolution Neural Network  

เพื่่�อกรองคุุณลัักษณะ (feature) ที่่�สำคััญที่่�อยู่่�บนใบหน้้าตาม

ท่่าทางที่่�แตกต่่างกััน ซึ่่�งคล้้ายกัับงานวิิจััยของ Bargal et al. 

(2016) ที่่�นำเสนอการใช้้วิิธีีการวิิเคราะห์์ภาพโดยใช้้การ

ประมวลผลภาพและโครงข่่ายประสาทเทีียมคอนโวลููชัน 

(CNN) เพื่่�อใช้้ในการสอบและตรวจสอบความถููกต้้องของการ

สอบออนไลน์์ (eExam) และการคุุมสอบออนไลน์์ (online 

proctoring) โดยมีลักัษณะสำคัญัของใบหน้้าที่่�จับั และงานวิจิัยั

ของ Panlima and Sukvichai (2023) ที่่�พััฒนาระบบการรัับรู้้�

อัตัโนมััติ ิ(automatic recognition system) ของอารมณ์์ที่่�แสดง

ผ่า่นใบหน้้าด้้วยอัลักอริธิึมึ CNN+MLP แต่ใ่นงานวิจิัยันี้้�ดำเนินิ

การขยายขีดความสามารถโดยการเพิ่่�มประสิทิธิผิลการทำงาน

ของแบบจำลอง โดยใช้้อััลกอริิธึึม MLP เพื่่�อหาความสััมพัันธ์์

ของแต่่ละเฟรมภาพตามอนุุกรมเวลา โดยความสััมพัันธ์์นี้้�จะ

นำไปใช้้ในการให้้น้้ำหนัักและผลทำนายทุุจริิตการสอบ 

		  การประเมินิประสิทิธิผิลของแบบจำลอง จากค่า่

ความถููกต้้อง ค่่าความแม่่นยำ ค่่าความครบถ้้วน และค่่า

ประสิทิธิผิลโดยรวมของระบบในการใช้้งานจริงิ (จากไฟล์ว์ิดิีโีอ

การสอบออนไลน์)์ จำนวน 4 ชุดุวิชิาได้้แก่ ่ชุดุวิชิา 96408 การ

จััดการระบบฐานข้้อมููล 99419 ความมั่่�นคงปลอดภััยไซเบอร์์ 

99420 การโปรแกรมเว็็บชุุดวิิชา และ 96412 การบริิหาร

โครงการด้้านเทคโนโลยีีสารสนเทศ มีคี่า่เฉลี่่�ยของค่่าความถููก

ต้้อง = 86.2 ค่า่เฉลี่่�ยของค่่าความแม่่นยำ = 77.4 ค่า่เฉลี่่�ยของ

ค่่าครบถ้้วน = 95.7 และค่่าเฉลี่่�ยของค่่าประสิิทธิิผลโดยรวม

ของระบบในการใช้้งานจริิง = 85.6 และมีีค่่าความถููกต้้องของ

แบบจำลองสำหรัับการใช้้งานจริิง

	 2.	ข้ ้อเสนอแนะ

		  เครื่่�องคอมพิิวเตอร์์สำหรัับรัันโปรแกรมมีีพื้้�นที่่�

จััดเก็็บไฟล์์มากกว่่า 25 GB. (ต่่อการสอบ 1 ครั้้�งสำหรัับ

นัักศึึกษา 25 - 50 คน และเป็็นข้้อสอบปรนััย)

		  กรณีกีารสอบออนไลน์์ ที่่�มีนีักัศึกึษาเกิิน 25 คน 

โปรแกรม WebeX จะทำการสุ่่�ม (random) สลัับใบหน้้ากลัับ

ไปกลัับมาของแต่่ละตำแหน่่งใหม่่ ทำให้้แบบจำลองเกิิดข้้อ

จำกััดของงานวิจิัยั ที่่�ต้้องมีีการระบุตุำแหน่่งของนักัศึกึษาแบบ

คงที่่� เพื่่�อให้้แบบจำลองแสดงผลได้้ถููกต้้อง 

		  รายงานสรุุปผลการทำงาน สามารถใช้้เป็็น

เอกสารเพื่่�อสนัับสนุุนหรืือประกอบการพิิจารณาตััดสิิน

พฤติิกรรมส่่อทุุจริิตเท่่านั้้�น

		  การสอบออนไลน์ข์องนักัศึกึษา นอกจากจะต้้อง

แสดงภาพใบหน้้าทั้้�งหมด 25 ใบหน้้าต่่อครั้้�งแล้้ว จะต้้องมีีพื้้�นที่่�

สำหรัับการสนทนา หรืือ chat ของกรรมการคุุมสอบและ

นักัศึึกษาอีีกด้้วย ทำให้้พื้้�นที่่�แสดงใบหน้้าของนัักศึึกษามีีขนาด

เล็็กลง ดัังนั้้�นในการพััฒนาต่่อยอดงานวิิจััยนี้้� ควรพััฒนาให้้

โปรแกรมมีคีวามสามารถเพิ่่�มมากขึ้้�นในจดจำภาพใบหน้้าของ

นัักศึึกษาที่่�มีีขนาดเล็็กได้้อย่่างถููกต้้อง และแม่่นยำ

กิิตติิกรรมประกาศ
	 คณะผู้้�วิิจััยขอขอบพระคุุณกลุ่่�มตััวอย่่างที่่�เข้้าร่่วม

โครงการวิิจััย ซ่ึ่�งโครงการวิิจััยนี้้�ดำเนิินการภายใต้้การขอรัับ

รองจริิยธรรมการวิจัิัยในมนุุษย์ ์รหััส STOUIRB 2565/019.1703

เอกสารอ้้างอิิง
มหาวิิทยาลััยสุุโขทััยธรรมาธิิราช. (2566, 5 พฤษภาคม). 

ระเบียีบและแนวปฏิบัิัติใินการสอบออนไลน์์. https://www.

stou.ac.th/offices/ore/rere/goto/newsfeed353

Abdullah, M., Ahmad, M., & Han, D. (2020). Facial expres-

sion recognition in videos: An CNN-LSTM based 

model for video classification. 2020 International 

Conference on Electronics, Information, and Com-

munication (ICEIC), 1–3.

Aggarwal, C. (2018). Neural networks and deep learning. 

Springer.

Bargal, A., Barsoum, E., Ferrer, C., & Zhang, C. (2016, 

October). Emotion recognition in the wild from vid-

eos using images. In Proceedings of the 18th ACM 

International Conference on Multimodal Interaction 

(pp. 433–436).



Walisa Romsaiyud, Supawadee Theerathammakorn,
Pimpaka Prasertsilp and Pirom Konglerd

J Sci Technol MSU594

Ekman, P. (1992). Facial expressions of emotion: An old 

controversy and new findings. Philosophical Transac-

tions of the Royal Society of London. Series B: Bio-

logical Sciences, 335(1273), 63–69.

Ekundayo, O. S., & Viriri, S. (2021). Facial expression 

recognition: A review of trends and techniques. IEEE 

Access, 9, 136944–136973.

Frank, M. G. (2001). Facial expressions. In International 

encyclopedia of the social & behavioral sciences (pp. 

5230–5234).

Gavade, P. A., Bhat, V. S., & Gavade, A. B. (2023). 

Learning face expression features from video using 

spatio-temporal feature extractor and CNN-LSTM. 

2023 Seventh International Conference on Image 

Information Processing (ICIIP), 46–50.

Google AI for Developers. (2022, November 11). Face 

landmark detection guide. https://ai.google.dev/edge/

mediapipe/solutions/vision/face_landmarker

Guodong, G., & Na, Z. (2019). A survey on deep learning-

based face recognition. Computer Vision and Image 

Understanding, 189, 1–37.

Haghpanah, M., Saeedizade, E., Masouleh, M. T., & 

Kalhor, A. (2022). Real-time facial expression recog-

nition using facial landmarks and neural networks. 

2022 International Conference on Machine Vision 

and Image Processing (MVIP), 1–7.

Indolia, S., Kumar, A., Goswami, M., & Pooja, A. (2018). 

Conceptual understanding of convolutional neural 

network- A deep learning approach. Procedia Com-

puter Science, 132, 679–688.

Iqbal, T., Ali, T., Shaf, A., & Ali, M. S. (2023). Enhancing 

online exam security: Deep learning algorithms for 

cheating detection. 2023 International Conference on 

Frontiers of Information Technology (FIT), 126–131.

Lapan, M. (2020). Deep reinforcement learning hands-on 

(2nd ed.). Packt Publishing.

Mohamad Nezami, O., Dras, M., Hamey, L., Richards, 

D., Wan, S., & Paris, C. (2020). Automatic recognition 

of student engagement using deep learning and facial 

expression. In Machine learning and knowledge 

discovery in databases. ECML PKDD 2019. Lecture 

notes in computer science (Vol. 11908, pp. 273–289). 

Springer.

Noorbehbahani, F., Mohammadi, A., & Aminazadeh, M. 

(2022). A systematic review of research on cheating 

in online exams from 2010 to 2021. Education and 

Information Technologies, 27(6), 8413–8460.

Panlima, A., & Sukvichai, K. (2023). Investigation on MLP, 

CNNs and Vision Transformer models performance 

for extracting a human emotions via facial expres-

sions. Proceedings of the IEEE International Confer-

ence on Instrumentation, Control, Artificial Intelli-

gence, and Robotics (ICA-SYMP), 127–130.

Ramzan, M., Abid, A., Bilal, M., Aamir, K. M., Memon, S. 

A., & Chung, T.-S. (2024). Effectiveness of pre-

trained CNN networks for detecting abnormal activi-

ties in online exams. IEEE Access, 12, 21503–21519.

Soltane, M., & Laouar, M. R. (2021). A smart system to 

detect cheating in the online exam. 2021 Interna-

tional Conference on Information Systems and Ad-

vanced Technologies (ICISAT), 1–5.

Zhang, C., Pan, X., Huapeng, L., Gardiner, A., Sargent, 

I., Hare, J., & Atkinson, P. (2018). A hybrid MLP-CNN 

classifier for very fine resolution remotely sensed 

image classification. ISPRS Journal of Photogram-

metry and Remote Sensing, 140, 133–144.


