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		บทคััดย่่อ
การศึกษาวิจัิัยนี้้�มีวีัตัถุุประสงค์์เพ่ื่�อเข้้าใจความคิิดเห็็นของผู้้�เล่่นที่่�มีตี่อ่เกมและต้้องการเปรีียบเทีียบให้้เห็็นลักษณะของตััวแบบที่่�

ใช้้ในการจำแนกประเภทโดยเป็็นข้้อมููลภาษาไทยในกรณีีถ้้ามีีทรััพยากรที่่�จำกััด จากการประเมิินประสิิทธิิภาพของตััวแบบ  

Machine learning ได้้แก่่ วิิธีีการ Naïve bayes และ Support vector machine ในส่่วนของตััวแบบ Convolutional neural  

network model ได้้แก่่ 1D-CNN ซึ่่�งนำมาเปรีียบเทีียบกัับตััวแบบ Transformer ได้้แก่่ เทคนิิค BERT Multilingual และ 

WangchanBERTa ในการวิเิคราะห์ค์วามคิดิเห็น็เกี่่�ยวกับเกมซ่ึ่�งใช้้ชุดข้้อมููลที่่�เป็น็การแสดงความคิดิเห็น็ที่่�ใช้้ภาษาไทยเป็น็หลักั 

ในงานวิิจััยได้้ใช้้เทคนิิค Bag of words, TF-IDF และ Word2Vec ในการสกัดคุุณลัักษณะพิิเศษจากข้้อความสำหรัับตัวแบบ 

Machine learning ในขณะที่่�ตััวแบบ Transformer ใช้้การ Embedding ที่่�ผ่่านการ pre-trained มาก่่อน จากผลการทดลองแสดง

ให้้เห็็นว่า WangchanBERTa เป็็นตัวแบบที่่�มีปีระสิทิธิิภาพดีที่่�สุดุ โดยมีค่า่ความถููกต้้องสููงถึงึ 82.16% ค่า่ Precision ที่่� 87.06% 

ค่่า Recall ที่่� 86.18% และ ค่่า F1-score ที่่� 86.62% ในขณะที่่�วิิธีีการ Support vector machine ที่่�ใช้้ เทคนิิค BoW เป็็นตััวแบบ

ที่่�แสดงผลลััพธ์์ที่่�ดีีที่่�สุุดในกลุ่่�มของตััวแบบ Machine learning ด้้วยค่่าความถููกต้้องที่่� 81.26% ส่่วนผลการทดลองในกลุ่่�มของ

เทคนิิคการแปลงข้้อความแสดงให้้เห็็นว่่าการสกััดคุุณลัักษณะพิิเศษจากข้้อความมีีความสำคััญต่่อตััวแบบ Machine learning 

โดยจากการศึึกษาพบว่่าการสกััดคุุณลัักษณะพิิเศษจากข้้อความที่่�สนใจเฉพาะคำ เช่่นเทคนิิค BoW และ TF-IDF สามารถสกััด

คุุณลัักษณะพิิเศษจากข้้อความได้้ดีีกว่่าการสนใจบริิบทของคำ เช่่นเทคนิิค Word2Vec เมื่่�อวิิเคราะห์์ถึึงผลการทดลองจะเห็็นว่่า

ค่่าความถููกต้้องของวิิธีีการที่่�ดีีที่่�สุุดของทั้้�ง 2 ประเภทตััวแบบห่่างกัันเพีียงประมาณ 1% โดยตััวแบบ Machine learning ได้้ค่่า

ความถููกต้้องที่่�ใกล้้เคีียงกัันกัับตััวแบบ Transformer แต่่ใช้้ทรััพยากรน้้อยกว่่าจึึงเหมาะสำหรัับสถานการณ์์ที่่�มีีข้้อจำกััดด้้าน

ทรััพยากร

คำสำคััญ: การวิิเคราะห์์ความรู้้�สึึก, การเรีียนรู้�ของเคร่ื่�อง, การสกัดคุุณลัักษณะพิิเศษ, การประมวลผลภาษาธรรมชาติิ, 

บทวิิจารณ์์เกม

Abstract
This research aimed to examine game reviews and compare the characteristics of classification models using Thai 

language data, particularly in contexts with limited resources. The experiment evaluates the performance of machine 
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learning models, including Naïve Bayes, support vector machines, and 1D-CNN, and compares them with transformer- 

based models, namely BERT Multilingual and WangchanBERTa, in analyzing game-related reviews using a dataset 

primarily consisting of Thai-language comments. This research employs Bag of words, TF-IDF, and word2vec  

techniques to generate text transformations for machine learning models and CNN model. In contrast, transformer 

models employ pre-trained embeddings. The experimental results indicate that WangchanBERTa achieves the highest 

overall performance, with an accuracy of 82.16%, a precision of 87.06%, a recall of 86.18%, and an F1-score of 

86.62%. Meanwhile, the support vector machine method employing the Bag of Words technique demonstrates the 

best performance among the machine learning models, with an accuracy of 81.26%. The experimental findings within 

the text transformation methods indicate that feature extraction is a critical factor in optimizing the performance of 

machine learning models. The study reveals that feature extraction methods focusing exclusively on individual words, 

such as Bag-of-Words and TF-IDF, demonstrate greater effectiveness in feature extraction compared to context-aware 

approaches such as word2vec. An analysis of the experimental results reveals that the accuracy of the best-performing 

models in both categories differs by approximately 1%. The machine learning models achieve accuracy levels  

comparable to those of the transformer models while requiring fewer resources, making them well-suited for resource-

constrained environments. 

Keywords: Sentiment analysis, machine learning, feature extraction, natural language processing, game reviews

บทนำ
ในปััจจุุบััน ประเทศไทยมีผู้้�เล่่นเกมผ่่านคอมพิิวเตอร์์ส่่วนตัว 

(PC) ประมาณ 16.3 ล้้านคน ซึ่่�งประมาณหนึ่่�งในสามของผู้้�เล่น่

เกมเหล่่านี้้�เป็็นผู้้�หญิิง (Gimme, 2018) นอกจากนี้้� ข้้อมููลจาก 

Marketeer Online ยัังแสดงให้้เห็็นว่่าอุุตสาหกรรมเกมใน

ประเทศไทยมีการใช้้จ่ายเงินิเล่น่เกมเฉลี่่�ยปีลีะ 2,200 บาทต่อ่

คน (Eukeik, 2011) สำหรัับการอััตราการเติิบโตของผู้้�ชม 

อีสีปอร์์ตในประเทศไทย มีกีารคาดการณ์ว่า่จะเพิ่่�มขึ้้�นประมาณ 

30% ระหว่่างปีี 2560 ถึึง 2564 นี่่�แสดงให้้เห็็นถึึงการเติิบโตที่่�

รวดเร็็วของตลาดเกมในประเทศไทย ไม่่เพีียงแต่่ในด้้านของ

การเล่่นเกมเท่่านั้้�น แต่่ยัังรวมถึึงด้้านการชมการแข่่งขััน 

อีสีปอร์์ตด้้วย เน่ื่�องด้้วยการเติิบโตของตลาดเกมในประเทศไทย 

ทำให้้แพลตฟอร์์มจำหน่่ายเกมชื่่�อดัังอย่่าง Steam มีีผู้้�ใช้้งาน

จากประเทศไทยมากขึ้้�นในทุุกๆ ปีี ตามข้้อมููลในปี 2024 

แพลตฟอร์์มเกม Steam เป็็นแพลตฟอร์์มร้้านค้้าออนไลน์์

สำหรัับตลาดเกม PC ในการจัดจำหน่า่ยจากค่า่ยเกมต่่างๆ ให้้

สามารถเข้้าถึงึกันัได้้ทั่่�วโลก มีผีู้้�ใช้้งานในประเทศไทยประมาณ 

1.2 ล้้านคน ซึ่่�งสะท้้อนถึงึวัฒันธรรมการเล่น่เกมที่่�แข็ง็แกร่ง่ใน

ประเทศ และในระดัับโลก (Wresearch, 2022) Steam ยัังคง

เติิบโตอย่า่งต่อ่เนื่่�องโดยมีจีำนวนผู้้�ใช้้งานที่่�เพิ่่�มขึ้้�น ซึ่่�งจำนวน

ผู้้�ใช้้งานพร้้อมกันั 31 ล้้านคนทั่่�วโลกในปี ี2024 และ Steam มีี

เกมให้้เลืือกมากมายโดยมีีเกมให้้เล่่นเกืือบ 50,361 เกม และ

มีีเกมใหม่่ๆ ที่่�กำลัังเปิิดตััวในปีี 2024 (Shewale, 2024) ด้้วย

การที่่�มีเีกมให้้เล่่นมากมายนี้้� ทำให้้ผู้้�บริโิภคส่่วนใหญ่่จะทำการ

สืืบค้้นข้้อมููลเกี่่�ยวกัับตััวเกม เช่่น ประเภทของเกม, คุุณภาพ

ของเกม, ราคาของเกม และปััจจััยที่่�สำคััญที่่�ส่่งผลกระทบต่อ

การเลืือกซื้้�อเกมของผู้้�บริิโภคนั้้�นก็็คืือ ข้้อมููลการแสดงความ

คิดิเห็น็ หรืือบทวิิจารณ์จ์ากผู้้�ที่่�เคยซื้้�อไปแล้้ว Steam จะมีกีาร

เปิิดให้้มีการเขีียนบทวิิจารณ์์เกมจากผู้้�ซื้้�อต่่อตััวเกมดัังกล่่าว 

ทำให้้ผู้้�ที่่�สนใจที่่�จะซื้้�อตััวเกมนั้้�นสามารถเข้้าไปอ่่านเพ่ื่�อประกอบ 

การตััดสิินใจ ซ่ึ่�งบทวิิจารณ์จากผู้้�ซื้้�อนั้้�นเป็็นการแสดงความ

รู้้�สึึกในรููปแบบข้้อความที่่�มีีต่่อตััวเกมพร้้อมกัับการให้้คะแนน

ความนิิยมเพื่่�อสรุุปว่่าแนะนำหรืือไม่่แนะนำให้้ซื้้�อเกม  จาก

กรณีนี้้�มัักพบปััญหาที่่�เกิิดขึ้้�น คืือบทวิิจารณ์นั้้�นและคะแนนที่่�

ให้้มีีความขััดแย้้งกัันจากการวิิจารณ์์แนวประชดประชััน การ

ใช้้ถ้้อยคำเสีียดสีี และความคลุุมเครืือในการใช้้ภาษา ทำให้้

สร้้างความสัับสนทั้้�งผู้้�ซื้้�อที่่�ต้้องการข้้อมููลเพ่ื่�อประกอบการ

ตััดสิินใจซื้้�อและนัักพััฒนาเกมที่่�จะนำข้้อมููลบทวิิจารณ์์เหล่่านี้้�

ไปประกอบการปรัับปรุุงในตััวเกม

	 Bais et al. (2017) ศึึกษาเกี่่�ยวกัับการจำแนกความ

รู้้�สึึกของรีีวิิวเกมบน Steam โดยการจำแนกความรู้้�สึึกใน

ข้้อความ มีีความน่่าสนใจโดยเฉพาะการใช้้ภาษาที่่�มีีความซัับ

ซ้้อน เช่่น การใช้้ภาษาที่่�แสดงถึึงการเสีียดสีี, การใช้้ภาษา

อัังกฤษที่่�ไม่่ถููกหลัักไวยากรณ์ และความรู้้�สึึกที่่�ผสมผสามกััน 

ในงานวิิจััยนี้้�มีีการจำแนกข้้อความที่่�เป็็นเชิิงบวกและเชิิงลบ 

โดยพิิจารณ์์จากภาษาเขีียนของผู้้�ใช้้ Steam ผู้้�วิิจััยได้้มีีการใช้้

อัลักอริทึิึม ได้้แก่่  Support Vector Machine (SVM), Logistic 

Regression, Naïve Bayes และTurney Algorithm ซึ่่�งข้้อมููล

ทดสอบเป็็นแบบ Unsupervised Sentiment นอกจากนี้้�ยััง

พิจิารณาลัักษณะที่่�สำคัญัอื่่�นๆ ในการวิเิคราะห์ค์วามรู้้�สึึก เช่น่ 
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เปอร์์เซ็็นของผู้้�ที่่�พบว่่ารีีวิิวมีประโยชน์์หรืือตลก และจำนวน

ชั่่�วโมงที่่�ผู้้�รีีวิิวเล่่นเกมที่่�รีีวิิว ผลการทดลองพบว่่า Logistic 

Regression มีีค่่าความถููกต้้องสููงที่่�สุุด ที่่� 93.5% รองลงมาคืือ 

Linear SVM ที่่�ค่่าความถููกต้้อง 93.1%

	วนั สัวรรณ มีปีระเสริฐิ และเอกรัฐั รัฐักาญจน์ ์(2564) 

ได้้ศึกึษาเกี่่�ยวกับัการวิเิคราะห์์ความคิดิเห็น็จากทวิติเตอร์์ของ

ลููกค้้าบริิษััทช้้อปปี้้�ประเทศไทย โดยใช้้เทคนิิคการเรีียนรู้้�ของ

เครื่่�อง (Machine Learning) โดยใช้้ Random Forest, SVM 

และ Logistic Regression สำหรัับการจำแนกหััวข้้อ ใช้้ 

Model ที่่�มีีผู้้�พัฒันาไว้้แล้้วในการแยกความรู้้�สึกึ คืือ Wangchan 

BERTa และมีีการคััดเลืือกคุุณลัักษะด้้วย Bag of Words และ 

TF-IDF สำหรัับการจำแนกความรู้้�สึึก ซึ่่�งให้้ประสิิทธิิภาพที่่�ดีี

ที่่�สุุดสำหรัับข้้อความภาษาไทย จากการวิิจััยพบว่่าวิิธีีการ

วิเิคราะห์์ข้้อมููลเพ่ื่�อจัดัหมวดหมู่่�ประเด็็นปัญัหาที่่�มีีประสิทิธิิภาพ 

มากที่่�สุดุคืือวิธิี ีRandom Forest ส่ว่นวิธิีกีารวิเิคราะห์ข์้้อมููลที่่�

มีปีระสิทิธิภิาพมากที่่�สุดุเพื่่�อวิเิคราะห์ค์วามรู้้�สึกึแต่ล่ะประเด็น็

สำคััญ คืือ WangchanBERTa

	 ปราชญภาคย์ ์เหล่า่สังัข์ส์ุขุ และคณะ (2560) ในงาน

วิิจััยนี้้�เสนอระบบวิิเคราะห์์และสรุุปความคิิดเห็็นเกี่่�ยวกัับร้้าน

อาหารจากเว็็บไซต์รีีวิิวโดยอัตโนมัติิที่่�ใช้้เทคนิิคการตัดคำใน

ประโยคโดยอาศััยฐานคำศััพท์ ์การวิเิคราะห์์ประเภทคำและรููป

ประโยค เพื่่�อหาความหมายเชิิงบวกหรืือเชิิงลบของประโยค 

และนำมาคำนวณเป็็นค่่าคะแนนความพึึงพอใจสำหรัับปัจจััย

ด้้านการบริกิารต่า่งๆ ซึ่่�งจากผลการประเมินิความพึงึพอใจของ

ผู้้�ใช้้ในด้้านความสอดคล้้องของผลสรุปจากระบบและผลสรุป

จากผู้้�ใช้้พบว่าการสรุปความคิิดเห็็นด้้านบริกิารและอาหารอยูู

ในระดัับดีี ขณะที่่�ด้้านอื่่�นๆ อยู่่�ในระดัับพอใช้้

	ร วิิสุุดา เทศเมืือง และนิิเวศ จิิระวิิชิิตชััย (2560) นำ

เสนอวิิธีีการจำแนกความคิิดเห็็นโดยการวิิเคราะห์์ความคิิด

เห็น็ภาษาไทย เกี่่�ยวกับัการรีวิวิสินิค้้าออนไลน์ ์ด้้านการบริกิาร

ห้้องพััก โรงแรม รีีสอร์์ท จาก Agoda Thailand และ Twitter 

Thailand โดยใช้้เทคนิคิเหมืืองข้้อความวิเิคราะห์์ความคิิดเห็็น

ภาษาไทยเกี่่�ยวกัับการรีีวิิวการบริิการห้้องหััก และสร้้างแบบ

จำลองด้้วยอััลกอริิทึึม 4 วิิธีี ได้้แก่่ ซััพพอร์์ตเวกเตอร์์แมทชีีน 

ต้้นไม้้ตััดสิินใจ นาอีีฟเบย์์ และเคเนีียเรสเนเบอร์์ เพื่่�อเปรีียบ

เทียีบประสิทิธิภิาพการวิเิคราะห์ค์วามคิดิเห็็นภาษาไทยเกี่่�ยว

กัับการรีีวิิวบริิการห้้องพััก มีีการใช้้การแทนค่่าดััชนีีด้้วยค่่า 

TF-IDF และลดคุุณลัักษณะด้้วยค่่า ChiSquare พบว่่า อััลกอ

ริิทึึมซััพพอร์์ทเวกเตอร์์แมชชีีนให้้ประสิิทธิิภาพในการจำแนก

ดีีที่่�สุุดที่่� 83.38%

	วสวั ัตติ์์� อิินทร์์แปลง และจารีี ทองคํํา (2563) งาน

วิิจัยันี้้�มีวัีัตถุุประสงค์์เพ่ื่�อค้้นหาเทคนิคิการจำแนก จาก 5 เทคนิคิ 

ที่่�มีปีระสิทิธิภิาพ คืือ เทคนิคิ Naïve Bayes, SVM, K-Nearest 

Neighbor เทคนิิคต้้นไม้้ตััดสิินใจ C4.5 และเทคนิิค Random 

Forest โดยเก็็บรวบรวมข้้อมููลความคิิดเห็็นต่่อเกมมืือถืือผัับจีี

จำนวน 3,798 ข้้อความ ในกระบวนการคััดเลืือกคํําาบ่่งชี้้�เพื่่�อ

ใช้้ในการแยกคุุณลัักษณะได้้เลืือกใช้้คําาวิเิศษณ์ ์และคํําาสแลง

บางคําําที่่�ความหมายของคํําาเป็็นคําําวิเิศษณ์์เพื่่�อทำการแยก

คุุณลัักษณะเชิิงบวกและเชิิงลบ งานวิิจััยยัังมีีการปรัับความ

สมดุลุของข้้อมููลด้้วยวิธิี ีSMOTEและใช้้หลักัการ 10-fold cross 

validation ในการแบ่่งกลุ่่�มข้้อมููลเป็็นชุดข้้อมููลเรีียนรู้�และชุุด

ข้้อมููลทดสอบ เมื่่�อทำการทดสอบและวัดัประสิทิธิภิาพของตัวั

แบบพบว่่า เทคนิิค K-Nearest Neighbor ให้้ผลดีีที่่�สุุดในการ

วิิเคราะห์์ความคิิดเห็็น โดยให้้ค่าความแม่่นยําา 99.75% ค่่า

ความระลึึก 100% และค่่าความถููกต้้อง 99.87%

	 การศึกึษาครั้้�งนี้้�ผู้้�วิจิัยัมีแีนวคิดที่่�จะสร้้างตัวัแบบการ

วิเิคราะห์ค์วามรู้้�สึึกทางอารมณ์ ์สำหรับัจำแนกบทวิจิารณ์จ์าก

ผู้้�ซื้้�อ โดยใช้้เทคนิิค Machine Leaning แบบการเรีียนรู้้�แบบ 

Supervised Leaning ส่่วนข้้อมููลที่่�ใช้้ คืือบทวิิจารณ์์เกมจาก

แพลตฟอร์์ม steam ที่่�เป็็นภาษาไทย เพื่่�อให้้การวิิเคราะห์์มีี

ความแม่่นยำ ข้้อมููลที่่�ใช้้ในการฝึึกตััวแบบถููกแปลงเป็็น

คุณุลักัษณะหลายประเภท ได้้แก่่ Bag of Words, TF-IDF และ 

Word Embedding (Word2Vec) ซึ่่�งเป็็นวิิธีีการที่่�ช่่วยในการ

แทนค่่าคำในลัักษณะที่่�สามารถนำไปใช้้ในการฝึึกตััวแบบได้้

อย่่างมีีประสิิทธิิภาพ ในการศึึกษาได้้เลืือกใช้้เทคนิิคการเรีียน

รู้้�ของเคร่ื่�องที่่�หลากหลายเพื่่�อเปรีียบเทีียบผลลััพธ์์ เช่่น ตััว

แบบ Machine Learning อย่่าง Naïve Bayes, SVM และ 

1D-CNN (One-dimensional Convolutional Neural Network) 

ซึ่่�งเป็็นเทคนิคิที่่�มีคีวามหลากหลายในการจัดการกับข้้อมููลที่่�มีี

ลัักษณะต่่างๆ นอกจากนี้้�ยัังได้้ใช้้ตััวแบบ Transformer อย่่าง 

BERT Multilingual และ WangchanBERTa ซึ่่�งถููกออกแบบ

มาเพื่่�อจัดัการกับข้้อมููลภาษาธรรมชาติใินหลายภาษาและโดย

เฉพาะสำหรัับภาษาไทย

	 งานวิิจััยฉบัับนี้้� จะนำเสนอการวิิเคราะห์์ความรู้้�สึึก

จากบทวิิจารณ์์เกมบน Steam โดยมุ่่�งเน้้นที่่�การรัับรู้้�และ

ทำนายความรู้้�สึึกหรืือทััศนคติิที่่�ปรากฏในบทวิิจารณ์์ โดยใช้้

เทคนิิคด้้านการประมวลผลภาษาธรรมชาติิ (Natural  

Language Processing: NLP) การวิเิคราะห์์ความรู้้�สึกึ (Sentiment  

Analysis) และเทคนิคิการจำแนกข้้อความ (Text Classification) 

เพื่่�อสร้้างตััวแบบที่่�เหมาะสมสำหรัับการวิิเคราะห์์ความรู้้�สึึก

จากบทวิิจารณ์์เกมบน Steam เนื่่�องจากบทวิิจารณ์์เกม 

มัักจะเต็็มไปด้้วยคำแสลง คำหยาบ หรืือคำเฉพาะกลุ่่�มที่่�

เกี่่�ยวข้้องกับัการเล่น่เกม ซึ่่�งทำให้้การวิเิคราะห์์และการทำนาย

ความรู้้�สึึกเป็็นเร่ื่�องที่่�ท้้าทาย ดัังนั้้�นจึงจำเป็็นต้้องพััฒนาและ
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ปรัับแต่่งตััวแบบการวิิเคราะห์์ความรู้้�สึึกนี้้�เพ่ื่�อให้้สามารถ

จััดการกัับความหลากหลายของภาษาที่่�พบในบทวิิจารณ์์เกม

ได้้อย่่างมีีประสิิทธิิภาพ

	 ในงานวิิจััยมีีส่่วนที่่�เป็็น Research Contribution ดััง

ต่่อไปนี้้�

	 1)	 ในงานวิจัิัยมีการเปรีียบเทีียบให้้เห็็นประสิทิธิิภาพ 

ของตััวแบบ 3 ประเภทในการวิิเคราะห์์ความรู้้�สึึกกัับความคิิด

เห็็นที่่�เป็็นภาษาไทย ซ่ึ่�งประกอบด้้วย machine learning 

model, CNN model และ transformer model

	 2)	ขั้้ �นตอนของการเตรีียมข้้อมููลมีีกระบวนการใน

จััดการข้้อมููลที่่�เป็็น imbalanced data ด้้วยวิิธีี oversampling 

ซึ่่�งทำให้้ประสิิทธิิภาพด้้านความถููกต้้องของตััวแบบทั้้�ง 3 

ประเภทเพิ่่�มขึ้้�น

	 3) 	 เปรีียบเทีียบวิิธีีการสกัดคุุณลัักษณะพิิเศษที่่�จะ

นำไปใช้้งานร่ว่มกับัตัวัแบบ machine learning โดยคุณุลักัษณะ

พิิเศษที่่�สนใจจำนวนคำที่่�ปรากฏในเอกสาร เช่่น BoW และ 

TF-IDF และคุุณลัักษณะพิิเศษที่่�สนใจบริิบทของคำ เช่่น 

Word2Vec

วิิธีีการดำเนิินการวิิจััย
	 ขั้้�นตอนการดำเนิินการจะประกอบไปด้้วย 5 ส่่วนที่่�

สำคััญ ดัังแสดงที่่� Figure 1 ซึ่่�งมีีรายละเอีียดดัังนี้้�

			 1. 	 การรวบรวมข้้อมููล (Data collection)

		  การวิิเคราะห์์ความรู้้�สึึกจากบทวิิจารณ์์เกมบน

สตรีีม ใช้้ข้้อมููลจากเว็็บไซต์์ Kaggle (https://www.kaggle.

com/datasets/boatlnwza/steam-review-thai) ซึ่่�งเป็็นข้้อมููล

การแสดงความคิิดเห็็นเกี่่�ยวกัับเกม โดยชุุดข้้อมููลมีีจำนวน 

45,891 แถวแบ่่งเป็็น 2 คลาส ได้้แก่่ คลาส True ที่่�แสดงถึึง

ความคิิดเห็็นเชิิงบวก มีีจำนวน 31,238 แถว และคลาส false 

ที่่�แสดงถึึงความคิิดเห็็นเชิิงลบ มีีจำนวน 14,653 แถว แสดง

ดัังตััวอย่่างที่่� Table 1 โดยที่่�ชุุดข้้อมููลทั้้�งหมดยัังไม่่ได้้ผ่่าน

การเตรีียมข้้อมููล

	 2. 	 การเตรีียมข้้อมููล (Preprocessing Data)

	 	 2.1 	 การทำความสะอาดข้อ้ความ (Text Cleaning)

			   เป็็นขั้้�นตอนที่่�ช่่วยจััดการและปรัับปรุุง

ข้้อความให้้อยู่่�ในรููปแบบที่่�เหมาะสมสำหรัับการนำไปใช้้

วิเิคราะห์์หรืือสร้้างตััวแบบ โดยเริ่่�มต้้นจากการลบข้้อความที่่�มีี

อีโีมจิิ เน่ื่�องจากอีีโมจิิมักัจะไม่่สอดคล้้องกัับการวิเิคราะห์์เนื้้�อหา

Figure 1 Framework of the sentiment analysis process based on game reviews on Steam

			น   อกจากนี้้�ยัังเลืือกเก็็บไว้้เฉพาะตััวอัักษร 

โดยการลบสัญลัักษณ์์ หรืือตััวอัักษรที่่�ไม่่ใช่่ภาษาไทยและ

ภาษาอัังกฤษออกเพื่่�อให้้ข้้อมููลเป็็นไปในรููปแบบที่่�ถููกต้้อง 

ชััดเจนยิ่่�งขึ้้�น และคำภาษาอัังกฤษจะเปลี่่�ยนเป็็นตััวพิิมพ์์เล็็ก

ทั้้�งหมดเพื่่�อให้้อยู่่�ในรููปแบบเดีียวกััน ดัังแสดงตััวอย่่างที่่� Table 2 

			   หลังัจากการทำความสะอาดข้้อความ หาก

ในคอลััมน์์ของข้้อมููลที่่�ทำความสะอาดแล้้วมีข้้อความใดที่่�ว่่าง

เปล่่าไม่่มีขี้้อมููล ข้้อมููลแถวนั้้�นจะถููกลบออกซ่ึ่�งมีีจำนวนทั้้�งหมด 

404 แถว ข้้อมููลจะเหลืือทั้้�งหมด 45,487 แถว จากการลบแถว

ที่่�ว่่าง 404 แถว โดยแบ่่งเป็็น 2 คลาส ได้้แก่่ true ที่่�แสดงถึึง

ความคิิดเห็็นเชิิงบวก มีจีำนวน 30,910 แถว และ false ที่่�แสดง

ถึึงความคิิดเห็็นเชิิงลบ มีีจำนวน 14,577 แถว แสดงดััง Figure 2

	 	 2.2 	การตััดคำ (Word Tokenization)

			   การตัดคำเป็็นกระบวนการสำคััญในงาน

ประมวลผลภาษาธรรมชาติิ โดยมีีเป้้าหมายในการแยก

ข้้อความออกเป็็นหน่่วยย่อยหรืือ “Token” ซ่ึ่�งแต่่ละ Token มักั

จะเป็น็คำหรืือวลีทีี่่�มีคีวามหมายในตัวัเอง แต่ส่ำหรับัภาษาไทย

ซึ่่�งไม่่มีีการเว้้นวรรคระหว่่างคำ กระบวนการนี้้�จึึงมีีความซัับ
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ซ้้อนมากขึ้้�น จำเป็็นต้้องใช้้อัลกอริทึิึมเฉพาะในการแยกคำออก

จากกััน โดยมีีเทคนิิคที่่�น่่าสนใจ 3 เทคนิิค ได้้แก่่ newmm, 

multi-cut และ deepcut ดัังแสดงใน Table 3 จากตารางแสดง

ให้้เห็น็การเปรียีบเทียีบการตัดัคำระหว่า่ง newmm, multi-cut 

และ deepcut แต่ล่ะเทคนิคิมีจุีุดเด่น่ต่า่งกันั โดยเทคนิคิnewmm 

เหมาะกัับการแยกคำที่่�พบในรููปแบบทั่่�วไปและ 

			   คำที่่�ตรงกับัพจนานุกุรม มีกีารแยกคำค่อ่น

ข้้างครบ แต่่บางครั้้�งอาจไม่่เหมาะสำหรัับรีวีิวิที่่�มีกีารใช้้คำผสม

ไทยและอัังกฤษหรืือคำที่่�ไม่่ได้้อยู่่�ในพจนานุุกรม เช่่น “2D” 

เทคนิิค multi-cut มีีความสามารถแยกคำที่่�รวมกัันเป็็นวลีีได้้ 

เช่่น “เกมดีีมากครัับ” ทำให้้เห็็นเนื้้�อหาโดยรวมได้้ดีีขึ้้�น แต่่จะ

มีีปััญหากัับการแยกคำเชิิงละเอีียด ซ่ึ่�งอาจจำเป็็นในการ

วิเิคราะห์์รีวีิวิที่่�เน้้นไปที่่�คำแสดงอารมณ์์หรืือคำแสดงความรู้้�สึกึ

เชิิงบวกและลบ เทคนิิค deepcut สามารถแยกคำละเอีียดได้้

มากที่่�สุุด โดยเฉพาะประโยคที่่�ผสมระหว่่างคำภาษาไทยและ

ภาษาอัังกฤษที่่�ปะปนกััน ช่่วยให้้สามารถจัับคำในเชิิงราย

ละเอีียดได้้ดีี เหมาะกัับงานที่่�ต้้องการข้้อมููลแบบคำต่่อคำเพื่่�อ

นำไปวิิเคราะห์์ต่่อ

			   โดยสรุปุหากต้้องการการวิเิคราะห์ร์ีวีิวิเกม

หรืือความคิดิเห็น็ที่่�ต้้องการความละเอียีดสููงในเชิงิอารมณ์ ์และ

มีีการผสมคำภาษาไทยและภาษาอัังกฤษ จึึงเหมาะสมที่่�จะ

เลืือกใช้้เทคนิิค deepcut เทคนิิค deepcut สามารถแยกคำได้้

ละเอีียดโดยเฉพาะคำภาษาไทย เช่่น “ดีี”, “มาก” และ “ครัับ” 

ที่่�ตััดออกมาเป็็นคำเดี่่�ยว ซึ่่�งทำ

Table 1 Example of game reviews.

Review Recommended

เกมดีีมากครัับ เล่่นได้้ยาวๆ เล่่นกับเพ่ื่�อนสนุกมาก True

สนุุกมากๆแนะนำเลย True

โคตรดีี โคตรมัันส์์ โคตรเพลิิน True

โลกกว้้างก็็จริิง แต่่ไม่่ได้้รู้้�สึึกตื่่�นตากัับอะไรเลย False

โคตรของโคตรของโคตรบััค ทั้้�งบััคทั้้�งหน่่วง False

Table 2 Text cleaning example.

Text Text cleaning

เกมดีีมากครัับ เล่่นได้้ยาวๆ เล่่น

กัับเพื่่�อนสนุุกมาก

เกมดีีมากครัับ เล่่นได้้ยาว เล่่นกัับ

เพื่่�อนสนุุกมาก

ผู้้�พััฒนาแย่่มากที่่�ปล่่อย DLC ที่่�

เสีียหายอยู่่�เสมอ

ผู้้�พััฒนาแย่่มากที่่�ปล่่อย dlc ที่่�เสีีย

หายอยู่่�เสมอ

เป็็นเกมที่่�ดีี ฝึึกความ Creative 

สมเป็็นเกมต้้นเเบบ 2D

เป็็นเกมที่่�ดีี ฝึึกความ creative 

สมเป็็นเกมต้้นเเบบ 2d

 เกมไม่่ดีี!!!!!!!!! เกมไม่่ดีี

null

			   ให้้สามารถจัับคำแสดงอารมณ์์หรืือคำ

คุุณศััพท์์ได้้ดีีกว่่า นอกจากนี้้� deepcut สามารถตััดคำผสม

ภาษาไทยและภาษาอัังกฤษได้้ดีี เช่่น “2d” ซึ่่�งมีีความสำคััญ

ในรีีวิิวเกมที่่�อาจมีีคำศััพท์์เฉพาะในภาษาอัังกฤษ การแยกคำ

ออกมาได้้ชััดเจนทำให้้การวิิเคราะห์์ในขั้้�นถััดไปแม่่นยำขึ้้�น

		  2.3 	การลบคำหยุุด (Stop words removal)

			   การลบคำหยุดุเป็น็กระบวนการที่่�เป็น็ส่ว่น

สำคัญัในการประมวลผลข้้อความ เพื่่�อลดขนาดของข้้อมููลและ

เพิ่่�มประสิทิธิิภาพในการทำนาย ทำให้้สามารถเน้้นคำที่่�สำคัญั

และมีีความหมายมากขึ้้�น โดยใน stop word list มีีทั้้�งหมด 

1030 คำ ซ่ึ่�งจะแบ่ง่ออกเป็็น 1) คำสรรพนาม เช่่น “ฉััน”, “คุุณ”, 

“เธอ” 2) คำเชื่่�อม เช่่น “และ”, “กัับ”, “แต่่” 3) คำบุุพบท เช่่น 

“ใน”, “บน”, “ที่่�” 4) คำบ่่งบอกเวลา เช่่น “เมื่่�อ”, “ก่่อน”, “หลััง” 

5) คำช่่วยหรืือคำบอกอารมณ์์ เช่่น “ครัับ”, “ค่่ะ”, “นะ” 6) คำ

แสดงความเป็น็เจ้้าของ เช่น่ “ของ”, “นั้้�น”, “นี้้�” และ 7) คำทั่่�วไป

ที่่�ไม่จ่ำเป็น็ต่อ่ความหมายหลักั เช่น่ “แล้้ว”, “ก็”็, “ด้้วย” เป็น็ต้้น 

ดัังแสดงตััวอย่่างที่่� Table 4

Figure 2 Graph comparing the number of instances in both 

classes after text cleaning

	

			   เมื่่�อทำการลบคำหยุุดจะทำให้้บางแถวเป็็น

ค่่าว่่าง ซึ่่�งมีีจำนวนทั้้�งหมด 1,908 แถว จากนั้้�นจะทำการลบ

แถวที่่�เป็น็ค่า่ว่า่งนั้้�นทิ้้�ง ชุดุข้้อมููลจะเหลืือทั้้�งหมด 43,579 แถว 

โดยมีแถวที่่�เป็็นคลาส true ที่่�แสดงถึึงความคิิดเห็็นเชิิงบวก 

มีีจำนวน 29,402 แถว และคลาส false ที่่�แสดงถึึงความคิิด

เห็็นเชิิงลบ มีีจำนวน 14,177 แถว

	 	 2.4	 การแบ่่งข้้อมููล (Data splitting)

			   กระบวนการนี้้�เริ่่�มจากการนำข้้อมููลทั้้�งหมด

แบ่่งออกเป็็นชุุดฝึึกสอน (train) 70% และชุุดทดสอบ (test) 

30% หลัังจากการแบ่่งข้้อมููลจากชุุดข้้อมููล 43,579 แถวจะได้้

ชุุด train 70% จำนวน 30,505 แถว โดยแบ่่งเป็็นคลาส true 

จำนวน 20,640 แถว และคลาส false จำนวน 9,865 แถว และ



Natthapumin Manucham, Anirut Chottanom,
 Wararat Songpan, Artitayaporn Rojarath

J Sci Technol MSU600

ชุุด test 30% จำนวน 13,074 แถว โดยแบ่่งเป็็นคลาส true 

จำนวน 8,762 แถว และคลาส false จำนวน 4,312 แถว ดััง

แสดง Table 5

		  2.5	 	การจััดการข้้อมููลที่่�ไม่่สมดุุล (Improving 

imbalanced data)

			   การจััดการข้้อมููลที่่�ไม่่สมดุุลเป็็นกระบวน

การที่่�สำคััญต่่อ machine learning model เนื่่�องจากข้้อมููลที่่�

ไม่ส่มดุลุอาจทำให้้ตัวแบบเรียีนรู้้�ข้้อมููลไม่่เต็ม็ที่่�และมีแีนวโน้้ม

ที่่�จะคาดการณ์ไ์ปยังัคลาสที่่�มีตีัวัอย่า่งมากกว่า่ ส่ง่ผลให้้ความ

แม่น่ยำของการทำนายลดลง โดยเทคนิคิที่่�นิยิมใช้้ในการแก้้ไข

ปััญหานี้้�คืือ Random Oversampling (ROS) และ Random 

Undersampling (RUS) (Rojarath et al., 2024)

			   วิิ ธีีการ ROS เป็็นวิิธีีการเพิ่่�มจำนวน

ตัวัอย่า่งข้้อมููลในคลาสที่่�มีจีำนวนน้้อย โดยการคัดัลอกตัวัอย่า่ง

ที่่�มีีอยู่่�แล้้วในคลาสนั้้�นมาเพิ่่�ม ทำให้้คลาสที่่�มีีจำนวนน้้อยมีี

จำนวนตััวอย่่างเพิ่่�มขึ้้�นจนใกล้้เคีียงกัับคลาสที่่�มีีจำนวนมาก 

วิิธีีการนี้้�ช่่วยให้้ตััวแบบสามารถเรีียนรู้้�จากตััวอย่่างที่่�มากขึ้้�น

จากคลาสที่่�มีีจำนวนน้้อย ซ่ึ่�งจะช่่วยลดความลำเอีียง (bias) 

ของตััวแบบต่่อคลาสที่่�มีีจำนวนมาก ในงานวิิจััยมีี training 

dataset จำนวน 30,505 แถว เป็็นคลาส true จำนวน 20,640 

แถว 

Table 3 Examples of word tokenization

Word segmentation techniques Word segmentation

newmm
[‘เกม’, ‘ดีีมาก’, ‘ครัับ’, ‘เล่่น’, ‘ได้้’, ‘ยาว’, ‘เล่่น’, ‘กัับ’, ‘เพื่่�อน’, ‘สนุุก’, ‘มาก’]

[‘เป็็น’, ‘เกม’, ‘ที่่�’, ‘ดีี’, ‘ฝึึก’, ‘ความ’, ‘creative’, ‘สม’, ‘เป็็น’, ‘เกม’, ‘ต้้น’, ‘เเบบ’, ‘2’, ‘d’]

Multi_cut
[‘เกมดีีมากครัับ’, ‘เล่่น’, ‘ได้้’, ‘ยาว’, ‘เล่่น’, ‘กัับ’, ‘เพื่่�อน’, ‘สนุุก’, ‘มาก’]

[‘เป็็น’, ‘เกมที่่�’, ‘ดีี’, ‘ฝึึก’, ‘ความ’, ‘creative’, ‘สม’, ‘เป็็น’, ‘เกมต้้น’, ‘เเบบ’, ‘2’, ‘d’]

deepcut
[‘เกม’, ‘ดีี’, ‘มาก’, ‘ครัับ’, ‘เล่่น’, ‘ได้้’, ‘ยาว’, ‘เล่่น’, ‘กัับ’, ‘เพื่่�อน’, ‘สนุุก’, ‘มาก’]

[‘เป็็น’, ‘เกม’, ‘ที่่�’, ‘ดีี’, ‘ฝึึก’, ‘ความ’, ‘creative’, ‘สม’, ‘เป็็น’, ‘เกม’, ‘ต้้น’, ‘เเบบ’, ‘2d’]

			   คลาส false จำนวน 9,865 แถว เมื่่�อใช้้ 

ROS แล้้วชุดฝึกึสอนจะมีีจำนวน 41,280 แถว โดยมีคลาส true 

จำนวน 20,640 แถว และ คลาส false จำนวน 20,640 แถว

เท่า่กันั ดังัแสดงที่่� Figure 3 วิธีิีการ RUS เป็็นวิธิีกีารลดจำนวน

ตัวัอย่า่งในคลาสที่่�มีจีำนวนมากลง โดยการสุ่่�มลบตัวอย่า่งบาง

ส่่วนออกจากคลาสที่่�มีีจำนวนมาก เพ่ื่�อให้้จำนวนข้้อมููลใน

คลาสนั้้�นมีี

Figure 3 Graph after performing Random Oversampling 

(ROS) technique

Figure 4 Graph after performing Random Undersam-

pling (RUS) technique

			   ความสมดุุลกัับคลาสที่่�มีีจำนวนน้้อย วิิธีีนี้้�

มัักใช้้เม่ื่�อมีีจำนวนข้้อมููลในคลาสใดคลาสหนึ่่�งมากเกิินไปและ

ส่่งผลให้้ขนาดข้้อมููลทั้้�งหมดใหญ่่เกิินไป ซึ่่�งอาจทำให้้การ

ประมวลผลและการฝึกึตััวแบบใช้้เวลานาน การลดขนาดข้้อมููล

ด้้วยวิิธีีการ RUS จะทำให้้กระบวนการฝึึกฝนตัวแบบเร็็วขึ้้�น

และลดการใช้้ทรัพัยากรจำนวนมากในการประมวลผล จากชุดุ

ฝึกึสอนจำนวน 30,505 แถว โดยมีคลาส true จำนวน 20,640 
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แถว และ คลาส false จำนวน 9,865 แถว เมื่่�อใช้้ RUS แล้้ว

ชุุดฝึึกสอนจะมีีจำนวน 19,730 แถว โดยมีีคลาส true จำนวน 

9,865 แถว และ คลาส false จำนวน 9,865 แถวเท่่ากััน ดััง 

Figure 4

	 3.	 การสกัดัคุณุลักัษณะพิเิศษ (Feature Extraction)

	 	 3.1	 การสร้้างคลัังคำศััพท์์ (Bag of Words) 

			   โดยใช้้ฟังก์์ชััน CountVectorizer จาก

ไลบรารีี scikit-learn ซึ่่�งจะทำการแปลงข้้อความในแต่่ละ

เอกสารให้้อยู่่�ในรููปแบบของ Bag of Words โดยการนับัจำนวน

คำที่่�ปรากฏในแต่ล่ะเอกสาร กระบวนการนี้้�ไม่ส่นใจลำดับัของ

คำหรืือความหมายในเชิิงไวยากรณ์ แต่่สนใจว่่าคำใดปรากฏ

และปรากฏกี่่�ครั้้�งในแต่่ละเอกสาร โดยมีีคำที่่�พบมากที่่�สุุด 10 

อัันดัับ ดัังแสดงที่่� Figure 5

		  3.2 	การคััดเลืือกคุุณลัักษณะด้้วย TF-IDF 

(Term Frequency-Inverse Document Frequency) 

ใช้้ฟัังก์์ชััน TfidfVectorizer จากไลบรารีี scikit-learn เป็็น

เทคนิคิที่่�ใช้้การประเมิินความสำคััญของคำศััพท์ใ์นชุดข้้อมููลที่่�

เป็็น text โดยการให้้ค่่าน้้ำหนัักแก่่คำศััพท์์ตามความถี่่�ของคำ

นั้้�นๆ ในเอกสารแต่่ละรายการ 

Table 4 Examples of stop word removal.

words words + stop words

[เกม, ดีี, มาก, ครัับ, เล่่น, ได้้, ยาว, 

เล่่น, กัับ, เพื่่�อน, สนุุก, มาก]

[เกม, ดีี, เล่่น, เล่่น, เพ่ื่�อน, 

สนุุก]

[สนุุก, มาก, เกม, ก็็, เล่่น, ลื่่�น, แต่่, 

คืือ, ยััง, ไง, อยาก, เล่่น, ต่่อ, นะ, 

ขอร้้อง, ล่่ะ]

[สนุก, เกม, เล่่น, ลื่่�น, เล่่น, 

ขอร้้อง]

Table 5	Data splitting.

Dataset Instances True False

Training set 30,505 20,640 9,865

Test set 13,074 8,762 4,312

			   และยัังคำนวณค่่าน้้ำหนัักให้้แก่่คำศััพท์ที่่�มีี

ความสำคััญสููงในเอกสารทั้้�งหมดของชุุดข้้อมููล

			   Term Frequency (TF) เป็็นค่่าที่่�บอก

ความถี่่�ของคำศััพท์์ที่่�ปรากฏในเอกสาร ดัังสมการที่่� 1
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Figure 5 Top 10 most frequent words. 
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แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 
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Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

	(1)

			   Inverse Document Frequency (IDF) 

เป็็นการคำนวณค่่าน้้ำหนัักที่่�แสดงถึึงความถี่่�ในการใช้้คำหนึ่่�ง

คำโดยคำที่่�ใช้้บ่่อยในเอกสารจะมีีค่่า IDF ต่่ำ ซึ่่�งหมายถึึงคำ

นั้้�นไม่ส่ำคัญัมากในเชิงิความหมายของเอกสารนั้้�นๆ ส่ว่นคำที่่�

ถููกนำมาใช้้น้้อยในเอกสารจะมีีค่่า IDF สููง ดัังสมการที่่� 2
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Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
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นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 
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		  3.3	 การคัดัเลือืกคุณุลักัษณะด้ว้ย Word2Vec

			   เป็็นหนึ่่�งในเทคนิิคหลัักที่่�ใช้้ในการสร้้าง 

Word Embedding ซ่ึ่�งเป็็นวิธีิีการที่่�แปลง text ให้้เป็็นเวกเตอร์์ 

ซึ่่�งสามารถใช้้ในการจัับความหมายของคำและความสััมพัันธ์์
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ในเอกสารทั �งหมดของชุดขอ้มลู 
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ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น
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ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  
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3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉
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𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 
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[ เกม , ดี , เ ล่น , เ ล่น , 
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ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 
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Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 
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CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

ซึ่่�งอาจจะมีีขนาด 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 
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ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 
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words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 
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รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

		  (5)

โดยที่่� 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

 คืือเวกเตอร์์เฉลี่่�ยของ context words, 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

 คืือ เวก

เตอร์์ของคำเป้้าหมาย และ 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

คืือชุุดของคำทั้้�งหมดในคลัังคำ

﻿	 4. 	 การสร้้างตััวแบบ

	 	 4.1 	Naïve Bayes Multinomial 

			   Naïve Bayes Multinomial เป็็นอัลักอริทึิึม

การจำแนกประเภทที่่�ใช้้ในการประมวลผลข้้อมููลประเภท

ข้้อความ เช่่น การจัดประเภทเอกสาร หรืือการวิเิคราะห์์ความ

คิดิเห็็น โดยอิงตามทฤษฎีขีอง Bayes และมีีสมมติิฐานว่าแต่่ละ

ฟีีเจอร์์เป็็นอิิสระจากกััน หลัักการพื้้�นฐานของทฤษฎีี Bayes 

สมการสำหรับัการคำนวณความน่า่จะเป็น็ที่่�ข้้อมููล 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

 จะอยู่่�ใน

คลาส 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท
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ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
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โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
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ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

		  (7)

			   หลัังจากคำนวณความน่่าจะเป็็นของคำ

แต่่ละคำแล้้ว ความน่่าจะเป็็นของทั้้�งข้้อความ 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1
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โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 
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โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
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ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

สามารถ

คำนวณได้้จากสมการที่่� 8

	

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   
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𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
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หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
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(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ
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hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 
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4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   
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ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 
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จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 
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และทำการเลืือกคลาสที่่�มีคี่า่ความน่า่จะเป็็นสููงสุดุเป็็นคำตอบ

	 	 4.2 	Support Vector Machine แบบ Linear 

			   Support Vector Machine แบบ linear เป็็น

อััลกอริิทึึมการจำแนกประเภทที่่�ใช้้เส้้นตรงในการแยกข้้อมููล

ออกเป็็นสองคลาส โดยมีวััตถุุประสงค์์ในการหาขอบเขตการ

ตััดสิินใจที่่�ดีีที่่�สุุดซึ่่�งเรีียกว่่า hyperplane โดย hyperplane ที่่�

ดีีที่่�สุุด คืือเส้้นที่่�ทำให้้ระยะห่่างระหว่่างข้้อมููลจากสองคลาสที่่�
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เส้้นแบ่่งระหว่่างคลาสและถููกใช้้ในการกำหนดขอบเขตของการ

ตััดสิินใจ 

			   SVM พยายามหาค่่าของเวกเตอร์์น้้ำหนััก   

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 
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𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 
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มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 
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สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย
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จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 
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โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์
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margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ
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ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 
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สองคลาสได้้ ข้้อมููลจากคลาสหนึ่่�งต้้องอยู่่�ฝั่่�งหนึ่่�งของเส้้นและ

ข้้อมููลจากอีีกคลาสหนึ่่�งต้้องอยู่่�ฝั่่�งตรงข้้าม ซึ่่�งสามารถเขีียน
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4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   
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สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 
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ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 
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4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  
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4.2 Support Vector Machine แบบ Linear  
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ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 
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 ในชุดุข้้อมููลการฝึกึ 
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4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
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โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 
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คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ
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และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น
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4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 
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SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั
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หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

	 (12)	

ภายใต้้เงื่่�อนไข 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 
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	 	 4.3	 1D-CNN (1D Convolutional Neural 

Networks) 

			   1D-CNN เป็็นโครงข่่ายประสาทเทีียมรููป

แบบหนึ่่�ง ที่่�ใช้้สำหรัับประมวลผลข้้อมููลที่่�เป็น็ลำดัับ จะทำการ 

convolution กัับข้้อมููลในรููปของเวกเตอร์์ข้้อมููล แบบ 1 มิิติิ 

ประกอบด้้วยหลายขั้้�นตอนซึ่่�งรวมถึึงการทำคอนโวลููชััน การ

ทำ max pooling การใช้้งาน fully connected layers และการ

ใช้้ activation functions เพื่่�อดึึงลัักษณะเด่่นที่่�เกี่่�ยวข้้องกัับ

ลำดัับข้้อมููล

			   เลเยอร์์ Conv1D แรก จะทำการคำนวณ

การคอนโวลููชััน 1D บนข้้อมููลลำดัับ การคำนวณการคอนโวลูู

ชัันสามารถแสดงเป็็นสมการได้้ดัังสมการที่่� 13

	

   

  

                   

มติิ ประกอบดว้ยหลายขั �นตอนซึ�งรวมถงึการทําคอนโวลู

ชัน การทํา max pooling การใช้งาน fully connected 

layers และการใช้ activation functions เพื�อดึงลักษณะ

เด่นที�เกี�ยวขอ้งกบัลําดบัขอ้มลู 

เลเยอร์ Conv1D แรก จะทําการคํานวณการ

คอนโวลูชนั 1D บนขอ้มลูลําดบั การคาํนวณการคอนโวลู

ชนัสามารถแสดงเป็นสมการไดด้งัสมการที� 13 

 

𝑦𝑦(𝑡𝑡) = (𝑥𝑥 ∙ 𝑤𝑤)(𝑡𝑡) =  � 𝑥𝑥
𝑘−1

𝑖=�

(𝑡𝑡 + 𝑖𝑖)𝑤𝑤(𝑖𝑖) 

 

 

โดยที� 𝑥𝑥𝑥𝑥𝑥𝑥 คอืขอ้มูลอินพุตที�ตําแหน่ง 𝑡𝑡 และ  

𝑤𝑤𝑤𝑤𝑤𝑤คอืฟิลเตอร์คอนโวลูชนัที�มขีนาด 𝑘𝑘 และใชฟั้งก์ชนั

การกระตุ้นแบบ ReLU เพื�อเพิ�มความ non-linearity 

ใหก้บัตวัแบบ 

หลังจากการคอนโวลูชันครั �ง แรก  จะใช้  

MaxPooling เพื�อย่อขนาดของ feature map การทํา 

MaxPooling จะลดมติขิอ้มลูโดยเลอืกค่ามากที�สุดจากทกุ

ตําแหน่งที�กําหนดที�อยู่ติดกันบน feature map ซึ�งช่วย

สรุปฟีเจอร์และลดความซับซ้อนของข้อมูล การทํา 

pooling นี�ช่วยคงฟีเจอร์สําคัญไว้ขณะที�ลดขนาดของ 

input เพื�อใหเ้หมาะสมกบัเลเยอรถ์ดัไป ดงัสมการที� 14 

 

𝑦𝑦(𝑡𝑡) = 𝑚𝑚𝑚𝑚𝑚𝑚 (𝑥𝑥(𝑡𝑡), 𝑥𝑥(𝑡𝑡 + 1))  (14) 

 

จากนั �นจะทําการคอนโวลูชนัและ pooling ซํ�า 

โดยใช้ฟิลเตอร์ 64 และ 32 ตัวตามลําดบั และยงัคงใช้

ขนาดฟิลเตอร์เท่ากับ 5 เลเยอร์ ซึ�งจะช่วยดึงลักษณะ

ซับซ้อนมากขึ�นจากข้อมูลเมื�อประมวลผลต่อไปใน

เครอืขา่ย ขั �นตอนต่อไปจะทาํการลดมติขิอ้มลูดว้ยการนํา

ค่ามากที�สุดจาก feature map ทั �งหมดออกมา การทํา 

global max pooling นี� จ ะ ย่ อ ข้อ มู ล ทั �ง หม ด ให้ เ ป็ น

เวกเตอร์เดียว โดยคงฟีเจอร์ที�สําคัญที�สุดจากข้อมูล

ลําดบัทั �งหมด  

หลังจากการ pooling แล้ว ข้อมูลที�ได้จะถูก

ส่งผ่านไปยงั fully connected layers สองเลเยอร์ โดยเล

เยอร์แรกมหีน่วยประมวลผล 64 หน่วยพรอ้มการกระตุน้

แบบ ReLU และเลเยอร์ที�สองมีหน่วยประมวลผล 1 

หน่วยพร้อมการกระตุ้นแบบ sigmoid ฟังก์ชนั sigmoid 

ดงัสมการที� 15 

𝜎𝜎(𝑥𝑥) =  
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แบบ ReLU และเลเยอร์ที�สองมีหน่วยประมวลผล 1 

หน่วยพร้อมการกระตุ้นแบบ sigmoid ฟังก์ชนั sigmoid 

ดงัสมการที� 15 

𝜎𝜎(𝑥𝑥) =  
1

1 + 𝑒𝑒−𝑥 
 

(15) 

 

จากสมการที� 15 ฟังก์ชนันี�จะเปลี�ยนผลลพัธ์ให้

อยู่ในรูปแบบความน่าจะเป็น ซึ�งเหมาะสําหรับการ

จําแนกประเภทแบบ binary classification คอืแบ่งขอ้มลู

ออกเป็นสองประเภท ตัวแบบจะถูกคอมไพล์โดยใช้ตวั

ป รั บ ค่ า  Adam แ ล ะ  loss function แ บ บ  binary 

crossentropy ซึ� ง เหมาะสํ าหรับ ปัญหาการจํ าแนก

ประเภทแบบ binary classification ระหว่างการฝึกตัว

แบบจะปรับนํ� าห นักของเลเยอ ร์ต่างๆ เพื� อทําให้

ขอ้ผดิพลาดในการจาํแนกลดลงอย่างต่อเนื�อง 

 

4.4 BERT Multilingual (mBERT) 

mBERT เป็นตัวแบบภาษาที�ใช้พื�นฐานจาก

โครงสรา้งของ BERT แต่มกีารปรบัปรุงและออกแบบมา

ให้เหมาะสมกับบริบทที�แตกต่างกันของภาษาและงาน

ประมวลผลขอ้มลู  

 

 
 

Figure 6 The structure of the BERT model. 

 

(13) 

	    (15)

			   จากสมการที่่� 15 ฟัังก์์ชัันนี้้�จะเปลี่่�ยน

ผลลััพธ์์ให้้อยู่่�ในรููปแบบความน่่าจะเป็็น ซึ่่�งเหมาะสำหรัับการ

จำแนกประเภทแบบ binary classification คืือแบ่่งข้้อมููลออก

เป็็นสองประเภท ตััวแบบจะถููกคอมไพล์์โดยใช้้ตััวปรัับค่า 

Adam และ loss function แบบ binary crossentropy ซึ่่�งเหมาะ

สำหรัับปััญหาการจำแนกประเภทแบบ binary classification 

ระหว่่างการฝึึกตััวแบบจะปรัับน้้ำหนัักของเลเยอร์์ต่่างๆ เพ่ื่�อ

ทำให้้ข้้อผิิดพลาดในการจำแนกลดลงอย่่างต่่อเนื่่�อง

	 4.4 	BERT Multilingual (mBERT)

		  mBERT เป็็นตัวแบบภาษาที่่�ใช้้พื้้�นฐานจาก

โครงสร้้างของ BERT แต่่มีีการปรัับปรุุงและออกแบบมาให้้

เหมาะสมกัับบริิบทที่่�แตกต่่างกัันของภาษาและงานประมวล

ผลข้้อมููล 

Figure 6 The structure of the BERT model
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Figure 7 The structure of Mask Language Model

			   จาก Figure 6 แสดงการวิิเคราะห์์ผลลััพธ์์

จะเป็็นการทำนายว่าข้้อความนั้้�นมีความคิิดเห็็นเชิิงบวกหรืือ

เชิิงลบ โดยโครงสร้้างของ BERT จะใช้้กระบวนการ embed-

ding สามแบบประกอบด้้วยกระบวนการ ได้้แก่่ 1) token 

embedding กระบวนการแปลงคำหรืือ token ในข้้อความให้้

อยู่่�ในรููปแบบของเวกเตอร์์ เช่่น [CLS], [SEP] และคำอื่่�น ๆ 

ซึ่่�งแต่่ละเวกเตอร์์จะมีีข้้อมููลเชิิงความหมายที่่�ช่่วยให้้ตัวแบบ

เข้้าใจบริิบทของคำในประโยค 2) position embedding เวก

เตอร์์นี้้�ระบุุตำแหน่่งของคำในประโยค ทำให้้ตััวแบบสามารถ

เข้้าใจลำดัับของคำในข้้อความได้้ เช่่น ตำแหน่่งของ [CLS] ที่่�

แสดงถึึงจุุดเริ่่�มต้้นของข้้อความ 3) segment embedding ใช้้

เพื่่�อระบุวุ่า่ token ใดอยู่่�ในประโยคไหน หากมีกีารเปรียีบเทียีบ

ประโยคหรืือวิิเคราะห์์ความสััมพัันธ์์ระหว่่างข้้อความสองชุุด 

เช่่น ประโยคคำถามและคำตอบ เมื่่�อ embeddings ทั้้�งสาม

ส่่วนรวมกัันจะถููกส่่งผ่่านเข้้าตััวแบบ BERT โดยที่่� BERT จะ

คำนวณและทำการเรีียนรู้้�จากข้้อมููลในทุกตำแหน่่งของคำใน

ข้้อความ จากนั้้�นผลลััพธ์์ที่่�ได้้จากตำแหน่่ง [CLS] ซ่ึ่�งเป็็น

ตำแหน่่งพิเิศษที่่�ใช้้สำหรัับการทำนายประเภทของข้้อความ จะ

ถููกใช้้ในการพิิจารณาว่่าข้้อความนั้้�นมีีความคิิดเห็็นเชิิงบวก

หรืือเชิิงลบ โดยปกติิจะใช้้ชั้้�นสุุดท้้ายของ BERT เพื่่�อคำนวณ

ค่่า ความน่่าจะเป็็นของแต่่ละคลาส 

		  4.5 	WangchanBERTa 

			   WangchanBERTa เป็น็ Thai Transformer 

-based NLP Model ใช้้หลัักการของ RoBERTa ได้้รัับการ

พััฒนาโดยเฉพาะสำหรัับการประมวลผลภาษาธรรมชาติิใน

ภาษาไทยโดยใช้้สองแนวทางหลัักในการฝึึกฝนตัวแบบ คืือ 

encoder only model แสดงที่่�  Figure 6 ซึ่่�งเป็น็สถาปัตัยกรรม

แบบ transformers รููปแบบหนึ่่�งที่่�ใช้้งานส่ว่น encoder เท่า่นั้้�น 

โดยมักัจะถููก pre-train ด้้วยวิธิี ีMasked Language Modeling 

(MLM) แสดงที่่� Figure 7 ซ่ึ่�งเป็็นการเติิมคำที่่�หายไปในวลีหรืือ

ประโยค โดยตััวแบบภาษาประเภทนี้้�จะมีีความถนััดในการ

ทำงานที่่�เกี่่�ยวข้้องกัับการทำความเข้้าใจภาษาธรรมชาติิ  เช่น่ 

ตััวแบบการจำแนกประเภทของข้้อความ หรืือตััวแบบภาษา 

และวิิธีี MLM หรืือการทำนายคำในประโยคที่่�ถููกแทนที่่�ด้้วย 

masked token โดยชุุดข้้อมููลที่่�ใช้้ในการเทรนตััวแบบ จะเป็็น

ชุุดข้้อมููลจากแหล่่งต่่างๆ เช่่น วิิกิิพีีเดีียภาษาไทย ข่่าวจาก

สำนัักข่่าวในประเทศไทย โพสท์ คอมเมนท์จากส่ื่�อโซเชีียลมีี

เดียี ซับัไตเติิลจากโครงการ OpenSubtitles และชุุดข้้อมููลอ่ื่�นๆ 

ที่่�มีกีารเผยแพร่และเปิิดข้้อมููลสู่่�สาธารณะจะสำหรับัการฝึกึฝน

ตัวัแบบการประมวลผลภาษาไทยในโจทย์ต่์่างๆ เช่น่ machine 

translation, sentiment analysis และ text classification รวม

เป็็นข้้อมููลขนาด 78.5 GB เนื่่�องด้้วยการนำชุุดข้้อมููลเข้้าสู่่�ตััว

แบบเพื่่�อทำการทำนาย masked token จะต้้องผ่่าน

กระบวนการตััดแบ่่งคำ 

			   โดยการตัดแบ่่งคำที่่�ใช้้นั้้�นจะเป็็น 4 รููปแบบ

การตัดแบ่่งคำ คืือ 1) การตัดแบ่่งหน่่วยคำย่่อย (subword-

level tokenization) ด้้วยไลบรารี่่� SentencePiece (spm) โดย

ตััวตััดแบ่่งหน่่วยคำย่่อยอาศััยข้้อมููลทางสถิิติิของการปรากฏ

ร่่วมกัันของตััวอัักษรในชุุดข้้อมููลในการกำหนดขอบเขตของ

หน่่วยคำย่่อย 2) การตััดแบ่่งคำจาก dictionary ของคำใน

ภาษาไทยด้้วย maximal matching algorithm (newmm) ด้้วย

ไลบรารี่่� PyThaiNLP 3) การตััดแบ่่งพยางค์์ในภาษาไทยจาก 

dictionary ของพยางค์์ในภาษาไทยด้้วย maximal matching 

algorithm (ชื่่�อย่่อว่่า syllable) ด้้วยไลบรารี่่� PyThaiNLP 4) 

การตััดแบ่่งคำจากตััวแบบ machine learning (sefr) 

	ผลการวิิจััย
	 จากการทดลองจากตััวแบบที่่�ใช้้สถาปััตยกรรม 

Transformer และได้้รับการพัฒนาโดยเฉพาะสำหรัับการ

ประมวลผลภาษาธรรมชาติิในภาษาไทย 

	 1. 	 การตั้้�งค่่าพารามิิเตอร์์

	 	 1.1 	การตั้้�งค่่าพารามิิเตอร์์ Naïve Bayes 

Multinomial

			   ในการทำงานกับข้้อมููลข้้อความสามารถมีี

อิิทธิิพลต่่อประสิิทธิิภาพของตััวแบบได้้ โดยในที่่�นี้้�มีีการตั้้�งค่่า

หลัักๆ ได้้แก่่ 1) alpha หลัักการ คืือควบคุุมการป้้องกัันการ

เกิดิ overfitting และควบคุมุความ bias ของตัวัแบบต่อ่คำที่่�หา

ยาก เป็น็ค่า่ที่่�ใช้้ในการคำนวณความน่า่จะเป็น็ใช้้แก้้ปัญัหาคำ

ที่่�ไม่เ่คยพบในชุดข้้อมููล train โดยสามารถทดลองค่า่ต่า่งๆ เช่น่ 

0.01, 0.1, 1.0, และ 10.0 เพื่่�อดููว่า่ค่า่ที่่�ดีทีี่่�สุดุสำหรับัชุดุข้้อมููล 

ค่่าที่่�สููงจะทำให้้การ smoothing มีีมากขึ้้�น แต่่ก็็อาจทำให้้ตััว

แบบสููญเสีียความสามารถในการเรีียนรู้้�จากข้้อมููลจริิงไป 2) 

fit_prior ค่่าที่่�ใช้้กำหนด prior probabilities ของแต่่ละคลาสที่่�

ได้้จากข้้อมููลฝึึก ถ้้าตั้้�งเป็็น true ตััวแบบจะใช้้ prior probabil-

ities ที่่�ได้้จากข้้อมููลฝึกึ ถ้้าเป็น็ false ตัวัแบบจะสมมุตุิวิ่า่แต่ล่ะ
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คลาสมีี prior ที่่�เท่่ากััน3) class_prior เป็็นค่่าที่่�ใช้้กำหน prior 

probability สำหรับัแต่ล่ะคลาส ซึ่่�งสามารถใช้้ค่า่ที่่�กำหนดเป็็น

ลิิสต์์หรืือ none หากเป็็น none ตััวแบบจะคำนวณ prior จาก

ข้้อมููลการฝึกึ ค่า่ที่่�กำหนดในลิสิต์จ์ะช่ว่ยให้้สามารถปรับัความ

น่่าจะเป็็นให้้เหมาะสมกัับการกระจายของข้้อมููลในชุุดฝึึก

ตััวแบบ Naïve bayes แบบ bag of words ค่่าพารามิิเตอร์์ที่่�

ดีีที่่�สุุดคืือ alpha ที่่� 0.1, ไม่่กำหนด class_prior (เป็็น none) 

และ fit_prior ตั้้�งเป็็น true โดยได้้ค่าความถููกต้้องดีีที่่�สุุดคืือ 

0.8323 ต่่อมาตััวแบบ Naïve bayes แบบ TF-IDF ค่่า

พารามิิเตอร์์ที่่�ดีีที่่�สุุดจากการตั้้�งค่่า alpha ที่่� 0.1, ไม่่กำหนด 

class_prior และ fit_prior ตั้้�งเป็็น true โดยได้้ค่่าความถููกต้้อง

ที่่�ดีทีี่่�สุดุคืือ 0.8313 และสุุดท้้ายการทดลองด้้วยตัวแบบ Naïve 

bayes แบบ word2vec ค่่าพารามิิเตอร์์ที่่�ดีีที่่�สุุดคืือ alpha ที่่� 

15.0, ไม่่กำหนด class_prior และ fit_prior ตั้้�งเป็็น false โดย

ได้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุด คืือ 0.6820

		  1.2 	การตั้้�งค่า่พารามิเิตอร์ ์Support Vector 

Machines (Linear Kernel) 

			   การตั้้�งค่่าพารามิิเตอร์์หลัักสำหรัับ SVM 

ได้้แก่่ ค่่า C ค่่านี้้� คืือพารามิิเตอร์์หลัักสำหรัับ SVM ที่่�ควบคุุม

การกระจายของ hyperplane ในการแยกคลาส หากค่่า C มีี

ค่่าที่่�สููงจะหมายถึงการให้้ความสำคััญกัับการลดข้้อผิิดพลาด

ในการจำแนกประเภทมากขึ้้�น ซึ่่�งอาจนำไปสู่่�การ overfitting 

ในขณะที่่�ค่่าที่่�ต่่ำจะทำให้้ตััวแบบมีีความยืืดหยุ่่�นมากขึ้้�น แต่่ก็็

อาจทำให้้เกิิดการ underfitting ได้้เช่่นกัน การทดลองใช้้ค่า

หลากหลาย เช่่น 0.1, 1, 10, และ 100 จะช่่วยให้้สามารถค้้นหา

ค่่าที่่�เหมาะสมที่่�สุุดสำหรัับข้้อมููลได้้

			ส   ำหรัับตััวแบบ SVM แบบ BoW มีีค่่า C 

ที่่�ดีทีี่่�สุดุ คืือ 1 โดยได้้ค่าความถููกต้้อง คืือ 0.8424 ส่ว่นตัวัแบบ 

SVM แบบ TF-IDF ก็็มีีค่่า C ที่่�ดีีที่่�สุุด คืือ 0.1 โดยได้้ค่่าความ

ถููกต้้องที่่�ดีทีี่่�สุดุคืือ 0.8357 และตััวแบบ SVM แบบ Word2Vec 

มีีค่่า C ที่่�ดีีที่่�สุุด คืือ 0.1 โดยได้้ค่าความถููกต้้องที่่�ดีีที่่�สุุดคืือ 

0.7388

		  1.3 	การตั้้�งค่่าพารามิิเตอร์์ 1D-CNN 

			   ในการประมวลผลข้้อความ มีีหลายองค์์

ประกอบที่่�สำคััญซ่ึ่�งส่่งผลต่่อประสิทิธิิภาพของตััวแบบ  การใช้้ 

Conv1D มีีบทบาทในการจัับลัักษณะของข้้อมููลที่่�เป็็นลำดัับ 

โดยในที่่�นี้้�ได้้กำหนดจำนวนฟิลิเตอร์ท์ี่่� 128 ขนาดของฟิลิเตอร์์

ที่่� 5 และใช้้ฟัังก์์ชัันการเปิิดใช้้งาน ReLU เพื่่�อเพิ่่�ม non-linear 

ให้้กัับตััวแบบ ข้้อมููลที่่�ผ่่านการ convolutions จะถููกส่่งไปยััง 

Max Pooling1D ซ่ึ่�งช่ว่ยลดขนาดของข้้อมููลและเน้้นคุณลักัษณะ 

ที่่�สำคััญ

			   จากนั้้�นมีีการใช้้ Conv1D อีีกสองครั้้�ง โดย

ลดจำนวนฟิิลเตอร์์ลงเหลืือ 64 และ 32 ตามลำดัับ และใช้้ 

MaxPooling1D ในแต่่ละชั้้�นเพื่่�อช่ว่ยลดมิิติขิองข้้อมููลให้้เล็็กลง

อีีก หลัังจากการ convolutions และ pooling หลายชั้้�น ข้้อมููล

จะถููกส่่งไปยััง GlobalMaxPooling1D ซึ่่�งช่่วยในการดึึงค่่าที่่�มีี

ความสำคััญสููงสุุดจากลำดัับทั้้�งหมดในแต่่ละฟีีเจอร์์ และข้้อมููล

จะถููกเชื่่�อมต่่อเข้้าสู่่�ชั้้�น dense ที่่�มีี 64 นิิวรอนและใช้้ฟัังก์์ชััน

การเปิิดใช้้งาน ReLU เพ่ื่�อให้้ตัวแบบสามารถเรีียนรู้�ลัักษณะ

ความสััมพัันธ์์ที่่�ซัับซ้้อนได้้ดีขึ้้�น ชั้้�นสุุดท้้ายคืือ dense ที่่�มี ี

นิิวรอน 1 ตััวและใช้้ฟังก์์ชัันการเปิิดใช้้งาน sigmoid เพื่่�อให้้

ผลลััพธ์์ที่่�เป็็นค่่าความน่่าจะเป็็นระหว่่าง 0 และ 1 สำหรัับการ

จำแนกประเภทที่่�เป็็น binary

			สุ   ดุท้้ายการใช้้ Adam เป็น็ optimizer ที่่�เป็น็

ที่่�นิิยมในงาน deep learning ซึ่่�งช่่วยในการหาค่่าที่่�เหมาะสม

ได้้อย่่างรวดเร็็ว โดยใช้้ loss function เป็็น binary_crossen-

tropy ซ่ึ่�งเหมาะสมสำหรัับปัญหาการจำแนกประเภท binary 

และการตั้้�งค่่า epochs และ batch_size เป็็นส่วนสำคััญในการ

ฝึึกตััวแบบ 1D-CNN ซ่ึ่�งมีีผลต่่อประสิิทธิิภาพและความ

สามารถในการเรีียนรู้้�ของตััวแบบ โดยการตั้้�งค่่า epochs 

จำนวนรอบที่่�ตัวัแบบจะผ่่านข้้อมููลในการฝึกึ โดยการตั้้�งค่่าเป็น็ 

5, 10, 15, หรืือ 20 ช่่วยให้้เห็็นถึึงผลกระทบของการ train ใน

ระยะเวลาต่่างๆ การ train นานขึ้้�นสามารถช่่วยให้้ตัวแบบเรียีน

รู้้�ลัักษณะของข้้อมููลได้้ดีีขึ้้�น แต่่ก็็มีีความเสี่่�ยงที่่�จะ overfit ถ้้า 

train data นานเกิินไป ในส่วนของ batch_size จำนวนตัวอย่า่ง

ที่่�ตัวัแบบจะนำมาใช้้ในการอัปเดตน้้ำหนัักในแต่่ละรอบ การตั้้�ง

ค่่าเป็็น 8, 16, หรืือ 32 จะแสดงให้้เห็็นถึึงความสมดุุลระหว่่าง

ประสิิทธิิภาพและความเร็็วในการ train ขนาด batch ที่่�เล็็กจะ

ทำให้้ตัวัแบบสามารถอัพัเดตค่า่ weight ได้้บ่อ่ย แต่จ่ะใช้้เวลา

ในการ train ที่่�มากกว่่า 

			   เมื่่�อตััวแบบถููก train ด้้วย epochs ที่่�ตั้้�งค่่า

เป็็น 10 และ batch_size ที่่�ตั้้�งค่่าเป็็น 16 ผลลััพธ์์ที่่�ได้้คืือค่่า

ความถููกต้้องที่่� 0.76 ซึ่่�งให้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุดเมื่่�อเทีียบ

กัับตั้้�งค่่าแบบอื่่�นๆ

		  1.4 	การตั้้�งค่่าพารามิิเตอร์์ BERT multilin-

gual และ WangchanBERTa 

			ทั้้   �ง 2 วิิธีีการมีความสำคััญต่่อการฝึึกตััว

แบบเพื่่�อให้้สามารถประมวลผลภาษาต่่างๆ ได้้อย่่างมีปีระสิทิธิิภาพ 

โดยการตั้้�งค่่าที่่�สำคััญ ดัังนี้้�  num_train_epochs เป็็นการ

กำหนดจำนวนรอบที่่�ตัวัแบบจะผ่่านข้้อมููลในระหว่่างการ train 

โดยการตั้้�งค่่าที่่�เหมาะสมช่่วยให้้ตััวแบบเรีียนรู้้�จากข้้อมููลได้้ดีี

ขึ้้�น แต่่ถ้้าตั้้�งค่่าสููงเกิินไปอาจทำให้้เกิิดการ overfitting การตั้้�ง

ค่่า train_batch_size สำหรัับควบคุมจำนวนตัวอย่่างที่่�ใช้้ใน
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การอัพเดตค่่า weight ในแต่่ละรอบขนาดที่่�เหมาะสมจะจะช่่วย

เพิ่่�มความเร็็วในการ train 

Table 6	Performance comparison of different imbalanced 

data handling methods for Naïve Bayes classifi-

cation using bag of words representation.

Evaluation Met-

rics
Imbalanced Data

Balanced Data

ROS RUS

Accuracy 82.00 79.53 79.56

Precision 83.69 87.12 88.31

Recall 90.84 81.51 80.10

F1-Score 87.12 84.22 84.00

			   และให้้ตัวัแบบเรีียนรู้้�จากข้้อมููลได้้ดี สำหรัับ

ตัวัแบบ BERT multilingual มีคี่า่ num_train_epochs ที่่�ดีทีี่่�สุดุ 

คืือ 6 และค่่า train_batch_size ที่่�ดีทีี่่�สุดุ คืือ 64 โดยได้้ค่าความ

ถููกต้้องที่่�ดีีที่่�สุุด คืือ 0.78 ส่่วนตััวแบบ WangchanBERTa มีี

ค่่า num_train_epochs ที่่�ดีีที่่�สุุด คืือ 3 และค่่า train_batch_

size ที่่�ดีีที่่�สุุด คืือ 64 โดยได้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุด คืือ 0.90

﻿	 2. 	 ผลการเปรียีบเทียีบการจัดัการข้อ้มูลูที่่�ไม่ส่มดุลุ

			   ในงานวิิจััยนี้้�วััดประสิิทธิิภาพของตััวแบบ

ด้้วย ค่า่ความถููกต้้อง (Accuracy) ค่า่ความแม่น่ยำ (Precision) 

ค่่าความระลึึก (Recall) ค่่าความถ่่วงดุุล (F1-score) (Khrua-

hong et al., 2022; Phiphitphatphaisit & Surinta, 2024)

			   จากการเปรียีบเทียีบวิธิีกีารจัดัการข้้อมููลที่่�

ไม่่สมุุดล ได้้แก่่ วิิธีี ROS และวิิธีี RUS โดยใช้้วิิธีีการจำแนก

ประเภทด้้วย ตััวแบบ Naïve bayes แบบ BoW และวััด

ประสิิทธิิภาพบนข้้อมููลทดสอบได้้ผลการเปรีียบเทีียบค่าวััด

ประสิิทธิิภาพต่่างๆ แสดงดััง Table 6

			   จาก Table 6 พบว่่าค่่าความถููกต้้องของ

ชุุดข้้อมููลที่่�ไม่่สมดุุลอยู่่�ที่่� 82.00% เมื่่�อเทีียบกัับการใช้้เทคนิิค 

ROS และ RUS ซึ่่�งให้้ค่่า accuracy ใกล้้เคีียงกััน โดย ROS 

อยู่่�ที่่� 79.53% และ RUS อยู่่�ที่่� 79.56% สำหรัับค่่า precision 

ของข้้อมููลเริ่่�มต้้นอยู่่�ที่่� 83.69% ขณะที่่� ROS มีีค่่า precision 

สููงขึ้้�นเป็็น 87.12% และ RUS สููงสุุดที่่� 88.31% ในขณะที่่�ค่่า 

recall ของชุุดข้้อมููลที่่�ไม่่สมดุุลสููงที่่�สุุดที่่� 90.84% ตามด้้วย 

ROS ที่่�มีี recall 81.51% และ RUS ที่่� 80.10% ค่่า F1-score 

ซึ่่�งเป็็นค่่าที่่�สะท้้อนทั้้�ง precision และ recall พบว่่าชุุดข้้อมููล

ที่่�ไม่่สมดุุลมีีค่่า F1-score อยู่่�ที่่� 87.12% ซึ่่�งลดลงเล็็กน้้อยเมื่่�อ

ใช้้ ROS โดยมีีค่่า F1-score อยู่่�ที่่� 84.22% และ RUS ค่่า F1-

score ที่่� 84.00% 

			   เมื่่�อพิิจารณาจากผลลััพธ์์พบว่่า ROS เป็็น

เทคนิิคที่่� เหมาะสมที่่�สุุดในการจัดการข้้อมููลที่่�ไม่่สมดุุล 

เนื่่�องจาก ROS ช่่วยเพิ่่�มจำนวนตััวอย่่างในคลาสที่่�มีีจำนวน

น้้อยโดยการคัดลอกข้้อมููลจากคลาสนั้้�น ซ่ึ่�งทำให้้ตัวแบบเรีียน

รู้้�ลัักษณะของกลุ่่�มน้้อยได้้ดีีขึ้้�น ผลที่่�ได้้คืือค่่า precision ที่่�สููง

ขึ้้�นจาก 83.69% เป็็น 87.12%

Table 7	Performance comparison of machine learning 

models.

Models Features

Evaluation metrics

5-CV (STD) Accu-

racy

Precision Recall F1-Score

Naïve 

Bayes

BoW 0.81  0.0094 79.53 87.12 81.51 84.22

TF-IDF 0.82  0.0097 79.00 87.99 79.52 83.54

Word2Vec 0.68  0.0032 67.12 69.97 89.24 78.44

SVM BoW  0.83  0.0111 81.26 85.80 86.33 86.06

TF-IDF 0.82  0.0100 80.70 86.98 83.73 85.32

Word2Vec 0.74  0.0051 72.79 86.03 70.91 77.74

			   เนื่่�องจากตัวัแบบสามารถทำนายคลาสกลุ่่�ม

น้้อยได้้แม่่นยำขึ้้�น แม้้ว่า recall จะลดลงเม่ื่�อเทีียบกับชุดข้้อมููล

ที่่�ไม่่สมดุุลจาก 90.84% เป็็น 81.51% แต่่ค่่า recall   ของ ROS 

ยัังสููงกว่่าค่่า recall ของ RUS ที่่� 80.10% ซึ่่�งแสดงว่่า ROS 

ยังัคงสามารถจับัคลาสกลุ่่�มน้้อยได้้ดีแีม้้จะเพิ่่�มจำนวนตัวัอย่า่ง

ในกลุ่่�มน้้อยขึ้้�น F1-Score ของ ROS อยู่่�ที่่� 84.22% ซึ่่�งแม้้จะ

ลดลงจากข้้อมููลเริ่่�มต้้นที่่� 87.12% แต่ย่ังัคงอยู่่�ในระดับัที่่�เหมาะ

สมเมื่่�อเทีียบกัับการใช้้ RUS ที่่�มีีค่่า F1-score ที่่� 84% ซึ่่�ง

หมายความว่่า ROS สามารถรัักษาสมดุุลระหว่่าง precision 

และ recall ได้้ดีีกว่่า และเนื่่�องจาก ROS ไม่่ได้้ลบข้้อมููลจาก

คลาสกลุ่่�มใหญ่่เหมืือนกัับ RUS การใช้้ ROS จึึงไม่่ทำให้้สููญ

เสีียข้้อมููลที่่�อาจมีีความสำคััญ จากคลาสใหญ่่ไป ทำให้้ตััวแบบ

ยัังคงสามารถเรีียนรู้้�จากข้้อมููลทั้้�งหมดได้้ 

			ดั   ังนั้้�น จากผลลััพธ์์ที่่�ได้้นี้้� ROS จึึงเป็็นวิิธีี

ที่่� เหมาะสมกว่่าในการจัดการกับข้้อมููลที่่�ไม่่สมดุุล เพราะช่่วย

เพิ่่�มความแม่่นยำในการทำนายคลาสกลุ่่�มน้้อย โดยไม่่ทำให้้

ตััวแบบเสีียสมดุุลในการเรีียนรู้้�จากข้้อมููลทั้้�งสองคลาส

	

	 	3. 	 ผลการวิิจััย Machine Learning Model

		ส่  ่วนนี้้�จะเป็็นการเปรีียบเทีียบผลลััพธ์์ที่่�ได้้จาก

การประเมิิณประสิิทธิิภาพของ machine learning model 

ได้้แก่่ Naïve bayes และ SVM สำหรัับการจำแนกความคิิด



Evaluating model performance for sentiment analysis on game reviews 607Vol 44. No 6, November-December 2025

เห็น็ของผู้้�เล่่นเกม โดยใช้้วิธิี ีfeature extraction ร่ว่มกันักับตัว

แบบ machine learning model ได้้แก่ ่Bag of Words, TF-IDF 

และ Word2ฮec และ CNN model ได้้แก่ ่1D-CNN จาก Table 

7 ที่่�แสดงการเปรียีบเทียีบประสิทิธิภิาพระหว่า่ง 2 ประเภทตัวั

แบบพบว่า machine learning model ได้้แก่่ วิิธีี SVM ที่่�

ประมวลผลร่่วมกัันกัับเทคนิิค BoW (SVM+BoW) มีีค่่าเฉลี่่�ย

ของค่่า accuracy ที่่�ได้้จากการทดสอบตัวแบบแบบ 5 fold 

cross validation เท่่ากัับ 0.83 หรืือ 83% ซึ่่�งมากที่่�สุุดและมีี

ค่่า standard deviation เท่่ากัับ 0.0111 หมายความได้้ว่่าการ

เปลี่่�ยนแปลงของค่่า accuracy ระหว่่างแต่่ละ fold มีีค่่าเบี่่�ยง

เบนเพีียงเล็็กน้้อยแสดงว่่าตัวัแบบมีความเสถียรดีเมื่่�อทดสอบ

กัับ fold ที่่�ต่่างกััน และเม่ื่�อเทีียบประสิิทธิิภาพกัับ CNN 

model ที่่�แสดงบน Table 9 การวััดค่่าเมตริิกซ์์ของทั้้�ง 7 ตััว

แบบแสดงให้้เห็น็ว่า่ SVM+BoW เป็น็วิธิีกีารที่่�ให้้ค่า่ accuracy 

สููงที่่�สุุดที่่� 81.26% ส่่วน CNN model ซึ่่�งก็็คืือ 1D-CNN ให้้ค่่า 

accuracy ที่่�ต่่ำกว่่าที่่� 72.96%

﻿	 4. 	 ผลการวิิจััย Transformer Model

		  การวิิเคราะห์์ประสิิทธิิภาพของตััวแบบ trans-

former ในการจำแนกประเภทความคิิดเห็็น โดยได้้ทดสอบกับ 

2 ตััวแบบ ได้้แก่่ BERT Multilingual และ WangchanBERTa 

ผลลััพธ์์ที่่�ได้้จากการทดลองแสดงดััง Table 8 ซึ่่�งแสดงถึึงค่่า 

mean และค่่า standard deviation ของ 5-fold cross valida-

tion จากชุุด train และค่่า accuracy, ค่่า precision, ค่่า recall 

และค่่า F1-score จากชุุดทดสอบ 

Table 8	 Performance comparison of transformer models.

Transformer 

Models

Evaluation metrics

5-CV

( STD)
Accuracy Precision Recall

F1-

Score

BERT Multilingual
0.79  

0.0079
78.03 83.74 83.57 78.03

WangchanBERTa
0.79  

0.1492
82.16 87.06 86.18 86.62

Table 9 Performance comparison of 1D-CNN model.

Model Features
Evaluation metrics

Accuracy Precision Recall F1-Score

1D-CNN

BoW 60.31 68.85 74.45 71.54

TF-IDF 50.85 73.03 42.28 53.55

Word2Vec 72.96 85.90 71.37 77.97

		  จาก Table 8 ที่่�แสดงการเปรีียบเทีียบ

ประสิิทธิิภาพของทั้้�ง 2 ตััวแบบพบว่า WangchanBERTa 

และ mBERT มีคี่า่เฉลี่่�ยของค่่า accuracy ที่่�ได้้จากการทดสอบ

ตััวแบบแบบ 5 fold cross validation เท่่ากััน คืือ 0.79 หรืือ 

79% แต่่เมื่่�อพิิจารณาที่่�ค่่า standard deviation ซึ่่�ง mBERT 

มีีค่่า STD ที่่�น้้อยกว่่า คืือ 0.0079 ซึ่่�งหมายความว่่า mBERT 

เป็น็ตัวแบบที่่�มีคีวามเสถียรมากกว่่าในการทดสอบด้้วย 5-CV 

ในส่วนของการวัดประสิิทธิภิาพของตัวัแบบพบว่า่ Wangchan-

BERTa ให้้ค่่า accuracy ที่่�สููงกว่่าคืือ 82.16% ซึ่่�งสููงที่่�สุุดเมื่่�อ

เปรีียบเทีียบกัันแล้้ว ดัังนั้้�นจึึงอาจวิิเคราะห์์ได้้ว่่า Wangchan-

BERTa เป็็นตััวแบบที่่�มีีค่่า accuracy ที่่�สููงที่่�สุุดในตัวแบบ

ประเภท transformer model สามารถประมวลผลได้้ดีีในบาง 

fold แต่่ประสิิทธิิภาพไม่่คงที่่�เม่ื่�อทำการ cross-validation 

ระหว่่างแต่่ละ fold และเมื่่�อเปรีียบเทีียบกัับ 1D-CNN ตััวแบบ

ประเภท CNN model ที่่� Table 9 แล้้ว WangchanBERTa มีี

ประสิิทธิิภาพของการจำแนกคลาสที่่�ดีีกว่่าถึึง 10% โดย 1D-

CNN มีีค่่า accuracy อยู่่�ที่่� 72.96% เมื่่�อพิิจารณาที่่�ตััวแบบทั้้�ง 

2 ประเภทแล้้วพบว่่า transformer model มีีค่่า accuracy ที่่�

มากที่่�สุุด

	 5. 	 ผลการเปรีียบเทีียบ Training Time ในงาน

วิิจััยนี้้�ได้้ทำการเปรีียบเทีียบระยะเวลา

		  ในการ train ตัวัแบบที่่�ใช้้ในการจำแนกข้้อความ

คิดิเห็น็ โดยได้้ทำการเปรียีบเทียีบตัวัแบบที่่�แตกต่า่งกันั 3 ตัวั

แบบ ได้้แก่่ SVM แบบ BoW, 1D-CNN แบบ Word2Vec และ 

WangchanBERTa เพื่่�อวิิเคราะห์์ประสิิทธิิภาพในด้้านของ 

training time โดยการทดลองทั้้�งหมดดำเนิินการบน google 

colab โดยใช้้ T4 GPU เพ่ื่�อเพิ่่�มประสิทิธิิภาพในการประมวลผล

		  จากผลการทดลอง Table 10 พบว่่า SVM แบบ 

BoW ใช้้เวลาในการ train ที่่� 56.30 วิินาทีี ซึ่่�งน้้อยที่่�สุุดเมื่่�อ

เทีียบกัับตััวแบบอื่่�น เนื่่�องจาก SVM เป็็นวิิธีีการที่่�มีีโครงสร้้าง

ที่่�เข้้าใจง่า่ยและรวมเข้้ากับัคุณุลักัษณะการแปลงข้้อความจาก

เทคนิิค BoW ที่่�ไม่่ต้้องการการเรีียนรู้้�เชิิงลึึกของลำดัับข้้อมููล 

ในขณะที่่� 1D-CNN แบบ Word2Vec ใช้้เวลา 218.62 วิินาทีี 

ซึ่่�งมีีการประมวลผลที่่�มากขึ้้�นเนื่่�องจากต้้องทำการเรีียนรู้้�เชิิง

ลึึกจากเวกเตอร์์ของคำที่่�ได้้จาก Word2Vec 
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Figure 13 Comparative analysis of the accuracy performance across the three model categories

Figure 14 Comparison of accuracy and training time across the best-performing model categories

Table 10	 A comparison of the training time of sentiment 

analysis models

Models Training time (seconds)

SVM (Bag of Words) 56.30

1D-CNN (Word2Vec) 218.62

WangchanBERTa 513.07

	

	ดั  งนั้้�น ส่ว่นของตัวัแบบที่่�ใช้้เวลาฝึกึสอนมากที่่�สุดุ คืือ 

WangchanBERTa โดยมีี training time ที่่� 513.07 วิินาทีี ซึ่่�ง

เกิิดจากโครงสร้้างของตััวแบบที่่�เป็็นแบบ transformer และมีี

จำนวนพารามิิเตอร์์สููง ส่่งผลให้้ต้้องใช้้ทรััพยากรในการ

คำนวณมากขึ้้�น ถึึงแม้้ว่่าตััวแบบ WangchanBERTa จะใช้้

เวลาในการ train มากสุุดแต่่เมื่่�อเทีียบค่่าความถููกต้้องในการ

เรีียนรู้�บริิบทของภาษาไทยแล้้ว จะเห็็นได้้ว่่า Wangchan-

BERTa ให้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุดเมื่่�อเทีียบกัับตััวแบบอื่่�น

วิิ			จารณ์์ผลการวิิจััย
จาก Figure 13 แสดงการเปรียีบเทียีบค่าความถููกต้้องจากทุกุ

ตััวแบบด้้วยกราฟ stack column ซึ่่�งในงานวิิจััยของเรามีี

ทั้้�งหมด 9 ตัวัแบบ จากรููปภาพแสดงการเปรียีบเทียีบแบ่ง่เป็น็ 

3 ประเภทตััวแบบ จะเห็็นได้้ว่่า WangchanBERTa ซึ่่�งอยู่่�ใน

ประเภท transformer model มีีค่่าความถููกต้้องสููงที่่�สุุดที่่� 

82.16% รองลงมาคืือ SVM แบบ BoW ค่่าความถููกต้้องอยู่่�ที่่� 

81.26% ซ่ึ่�งเป็็นตัวแบบประเภท machine learning model 

ส่่วนตััวแบบประเภท CNN ให้้ค่่าความถููกต้้องในการประมวล

ผลชุุดข้้อมููลภาษาไทยต่่ำสุุดในสามประเภทตััวแบบอยู่่�ที่่� 

72.96% คืือ 1D-CNN  

	ส่ วนของวิิธีีการแปลงข้้อความให้้อยู่่�ในรููปแบบ 

เวกเตอร์ท์ี่่�สามารถนำไปใช้้กับัตัวัแบบต่า่งๆ ทั้้�ง 3 วิธิี ีได้้แก่ ่BoW,  

TF-IDF และ Word2Vec จากกราฟ stack column แล้้ว BoW 

เมื่่�อนำไปใช้้กัับ machine learning เดีียวกััน โดย SVM+BoW 

ให้้ค่่าความถููกต้้องที่่� 81.26% ซึ่่�งมีีค่่าสููงกว่่า SVM+TFIDF ที่่�
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มีคี่า่ความถููกต้้องที่่� 80.7% และตัวัแบบ Naïve bayes ก็ใ็ห้้ค่า่

ความถููกต้้องที่่�สููงกว่า่เช่่นเดียีวกัน เนื่่�องจากวิธีิีการ BoW อาจ

จะเหมาะสำหรัับการทำ sentiment analysis แบบพื้้�นฐาน ไม่่

ใช้้การตัดคำที่่�ละเอีียดเกิินไปจึึงเหมาะสมกัับการนำไปใช้้กับ

ประโยคสั้้�นๆ อย่่างเช่่นข้้อความแสดงความคิิดเห็็นได้้ดีี ถึึง

แม้้ว่า่ TF-IDF จะเป็น็วิธิีกีารที่่�พัฒันาเพิ่่�มเติมิให้้มีปีระสิิทธิภิาพ

ที่่�ดีีขึ้้�นจาก BoW แต่่จากผลการทดลองจะเห็็นได้้ว่่าเมื่่�อนำไป

ใช้้กัับ machine learning ตััวแบบเดีียวกัันวิิธีีการ BoW ให้้ค่่า

ความถููกต้้องสููงกว่่า TF-IDF

	 เมื่่�อวิิเคราะห์์ถึึงหลัักการของวิิธีีการแปลงข้้อความ

ทั้้�ง 2 วิิธีี และการทดลองของเราใช้้ชุุดข้้อมููลที่่�เป็็นภาษาไทย 

โดยข้้อความในภาษาไทยจะไม่ม่ีกีารเว้้นวรรคระหว่า่งคำ และ

มัักจะมีีคำที่่�ใช้้บ่่อย ซ้้ำๆ สำคััญต่่อความหมาย ด้้วยหลัักการ

ของ BoW ที่่�ไม่่ได้้ทำการปรัับ weight ด้้วย IDF จึงึสามารถจัับ

ลัักษณะพิิเศษนี้้�ได้้ดีี เพราะ BoW จะให้้ความสำคััญกัับคำที่่�

ปรากฏบ่่อยตามธรรมชาติิของภาษา แต่่ TF-IDF จะลดความ

สำคัญัของคำที่่�ปรากฏบ่อ่ยในชุดุข้้อมููลข้้อความคิดิเห็น็ ซึ่่�งบาง

ครั้้�งคำที่่�ปรากฏบ่่อยๆ ที่่�ถููกตััดออกไปตามหลัักการอาจมีี

ความสำคััญต่่อการจำแนกคำในข้้อความคิิดเห็็นได้้ จึึงอาจส่่ง

ผลให้้ประสิทิธิิภาพของ machine learning เม่ื่�อรวมกัับ TF-IDF 

แล้้วอาจจะทำให้้ค่า่ความถููกต้้องลดลงได้้ อีกีหนึ่่�งเหตุผุลในการ

ทดลองของเรา TF-IDF จะเหมาะสมกัับ deep learning  

models และ Transformers model ที่่�สามารถเรียีนรู้้�จากข้้อมููล

ที่่�ปรัับ weight ได้้มากกว่่า

	 ความแตกต่่างระหว่่าง BERT และ Wangchan-

BERTa เป็็นเรื่่�องที่่�สำคััญในงานวิิจััยที่่�ใช้้เทคนิิค transformer 

เพื่่�อประมวลผลภาษาธรรมชาติิ โดย BERT มีีความสามารถ

ในการเรีียนรู้้�บริิบทของคำทั้้�งด้้านซ้้ายและขวา โดยใช้้

โครงสร้้าง transformer ที่่�ช่่วยให้้มันสามารถจัับลำดัับและ

ความสััมพัันธ์์ระหว่่างคำในประโยคได้้ดีี ข้้อมููลจะถููกประมวล

ผลแบบพร้้อมกัันทั้้�งประโยค BERT ถููกออกแบบมาเพื่่�อการ

ใช้้งานทั่่�วไปและไม่ไ่ด้้เน้้นเฉพาะกับัภาษาใดภาษาหนึ่่�ง ซึ่่�งอาจ

ทำให้้ไม่่เหมาะสมกัับการประมวลผลภาษาไทยที่่�มีีลัักษณะ

เฉพาะที่่�แตกต่่างจากภาษาอัังกฤษ ในขณะที่่� Wangchan-

BERTa ได้้รับัการพัฒันาโดยเน้้นการปรับัปรุงุการประมวลผล

ภาษาไทยโดยเฉพาะ โดยจะทำการ train ตััวแบบให้้สามารถ

เข้้าใจลัักษณะเฉพาะของภาษาไทย เช่่น การใช้้พยางค์์ที่่�ซัับ

ซ้้อนและการสะกดคำที่่�ไม่่เป็็นระเบีียบ แต่่ข้้อมููลที่่�ใช้้ต้้องเป็็น

ข้้อความล้้วนไม่่มีี HTML หรืือ markup ทำให้้ Wangchan-

BERTa มีีประสิิทธิิภาพดีีกว่่า BERT ในการทำงานกัับภาษา

ไทย ดัังแสดง Table 8

	 จาก Table 8 แสดงให้้เห็็นว่่า  WangchanBERTa 

มีีประสิิทธิิภาพในการประมวลผลชุุดข้้อมููลรีีวิิวเกมที่่�ดีีกว่่า 

BERT ในทุกค่า่การวัดัประสิทิธิิภาพ เพราะคุุณสมบัติัิหลักัของ 

WangchanBERTa สามารถจัับความหมายของคำและ

โครงสร้้างภาษาไทยได้้แม่น่ยำกว่่า BERT ที่่�ไม่่ได้้รับการ train 

โดยเฉพาะกัับภาษาไทย ดัังนั้้�นการใช้้ WangchanBERTa จึึง

เหมาะสมกว่่าในการประมวลผลภาษาไทย เพราะเป็็นเทคนิิค

ที่่�เหมาะกัับภาษาที่่�ไม่่มีีการเว้้นวรรคระหว่่างคำอย่่างเช่่น

ภาษาไทย เน่ื่�องจาก WangchanBERTa ใช้้  SentencePiece 

แบบ Unigram ที่่�ไม่่ต้้องอาศััยการเว้้นวรรคในการตััดคำและ

ภาษาไทยไม่่มีีช่่องว่่างระหว่่างคำ อีีกทั้้�ง WangchanBERTa 

ใช้้แนวทางของ RoBERTa ซ่ึ่�งเป็น็วิธีิีการที่่�พัฒันาจาก BERT 

ให้้มีปีระสิทิธิภิาพของการประมวลผลข้้อความที่่�ดีขีึ้้�น นอกจาก

นี้้� WangchanBERTa ยัังสามารถเข้้าใจคำแสลง คำย่่อ และ

ศััพท์์โซเชีียลที่่�มัักจะอยู่่�ในข้้อความรีีวิิวต่่างๆ นั้้�นได้้ดีีกว่่า 

BERT ที่่�เน้้นภาษาอัังกฤษที่่�เป็น็ทางการ จึงึทำให้้ Wangchan-

BERTa มีีประสิิทธิิภาพในการวิิเคราะห์์ข้้อมููลภาษาไทยได้้ดี

กว่่า BERT

	น อกจากการวัดประสิิทธิิภาพด้้วยเมตริกิซ์์ต่่างๆ แล้้ว 

ระยะเวลาที่่�ใช้้ในการ train ตัวัแบบก็เ็ป็น็ส่ว่นสำคัญัโดยเฉพาะ

การประมวลผลบนอุปุกรณ์ท์ี่่�มีขี้้อจำกัดัเรื่่�องทรัพัยากร Figure 

14 แสดงการเปรีียบเทีียบด้้วยกราฟเส้้นจากตััวแบบที่่�มีีค่่า

ความถููกต้้องสููงสุุดของแต่่ละประเภทตััวแบบจะเห็็นได้้ว่า 

WangchanBERTa เป็็นตััวแบบที่่�มีีประสิิทธิิภาพดีีที่่�สุุด โดย

มีีค่่าความถููกต้้องสููงถึึง 82.16% ในขณะที่่�วิิธีีการ Support 

Vector Machines ที่่�ใช้้ เทคนิิค BoW เป็็นตััวแบบที่่�แสดง

ผลลัพัธ์ท์ี่่�ดีทีี่่�สุดุในกลุ่่�มของ machine learning model ด้้วยค่า

ความถููกต้้องที่่� 81.26% เม่ื่�อวิเิคราะห์ถ์ึงึผลการทดลองจะเห็็น

ว่่าค่่าความถููกต้้องของวิิธีีการที่่�ดีีที่่�สุุดของทั้้�ง 2 ประเภทตััว

แบบมีค่า่ห่า่งกัันเพีียงเล็็กน้้อย โดยตัวแบบ machine learning 

ได้้ค่่าความถููกต้้องที่่�ใกล้้เคีียงกัันกัับ transformer model แต่่

ใช้้ทรััพยากรน้้อยกว่่า ในกรณีีนี้้�จึึงเหมาะสำหรัับสถานการณ์์

ที่่�มีีข้้อจำกััดด้้านทรััพยากร ข้้อมููลเชิิงลึึกนี้้�มีีประโยชน์์สำหรัับ

งานการวิิเคราะห์์ความคิิดเห็็นที่่�มีีลัักษณะเป็็นข้้อความรีีวิิว

สามารถใช้้ตัวัแบบ machine learning ในการประมวลผลข้้อมููล

ที่่�เป็็นข้้อความคิิดเห็็นได้้

สรุุปผลการวิิจััย
	 จากผลการทดลองแสดงให้้เห็น็ถึงประสิทิธิภิาพของ

ตััวแบบทั้้�งในกลุ่่�ม machine learning และ  transformer พบ

ว่่าในกลุ่่�ม machine learning ตััวแบบที่่�ทำงานได้้ดีีที่่�สุุดคืือ 

SVM ที่่�ใช้้ BoW ซึ่่�งมีีค่่า  accuracy ที่่� 81.26% และมีีค่่า 
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precision ค่่า recall ค่่า F1-score ที่่�ให้้ผลลััพธ์์ที่่�ดีี โดยค่่า 

precision และค่่า recall อยู่่�ที่่� 85.80% และ 86.33% ตามลำดัับ 

โดยวิิธีีแบบ BoW มีีคุุณสมบััติิที่่�ดีีกัับการจัับคำโดยไม่่ต้้อง

เข้้าใจโครงสร้้างประโยคเหมาะกับัข้้อความที่่�เป็น็รีวีิวิ การแสดง

ความคิิดเห็็น จากผลการทดลองจึึงแสดงให้้เห็็นว่่าตััวแบบนี้้�

สามารถจัับข้้อมููลได้้แม่่นยำและมีีการจำแนกข้้อมููลได้้ดีส่ว่นใน

กลุ่่�ม transformer ตััวแบบที่่� มีีประสิิทธิิภาพดีีที่่�สุุดคืือ 

WangchanBERTa โดยมีคี่า่ accuracy ที่่� 82.16% ซึ่่�งสููงที่่�สุดุ

ในกลุ่่�ม transformer models และมีีค่่า precision ค่่า recall 

และค่่า F1-score ที่่�ดีีที่่�สุุดเมื่่�อเทีียบกัับ BERT Multilingual 

เน่ื่�องจากข้้อความรีวีิวิที่่�เป็น็ภาษาไทยไม่ม่ีชี่อ่งว่า่งระหว่า่งคำ

ในประโยค จึึงไม่่ต้้องทำการTokenization จึึงอาจทำให้้ to-

kenizer ของ BERT มีีการตััดคำผิิดพลาดได้้และส่่งผลให้้การ

ประมวลผลของ BRET เข้้าใจ context ผิิด 

	น อกจากนี้้�  WangchanBERTa สามารถจัับความ

หมายของคำได้้ดีโดยไม่่ต้้องเข้้าใจความหมายของทั้้�งประโยค

และจัับความหมายในประโยคที่่�ไม่่เป็็นทางการได้้ดีีกว่่าจาก

ข้้อมููลที่่�เป็็นข้้อความรีีวิิวที่่�เป็็นลัักษณะของประโยคที่่�มีีคำที่่�

เป็็นภาษาโซเชีียล หรืือมีีคำสแลงอยู่่�ด้้วย จากผลการทดลอง

และคุุณสมบััติิของตััวแบบจึึงแสดงให้้เห็็นว่่า Wangchan-

BERTa เหมาะสมที่่�สุุดในการวิิเคราะห์์ข้้อมููลภาษาไทยในชุุด

ข้้อมููลนี้้� แม้้ว่า่ตัวัแบบ machine learning จะให้้ผลลัพัธ์ท์ี่่�ดีี แต่่

ตัวัแบบ transformer อย่่าง WangchanBERTa แสดงถึึงความ

สามารถที่่�ดีีกว่่าในด้้านความถููกต้้องและการจำแนกประเภท

ข้้อความที่่�ซัับซ้้อนโดยเฉพาะข้้อมููลภาษาไทย ผลการทดลอง

แสดงให้้เห็็นว่่าการทำ feature extraction มีีความสำคััญต่่อ 

machine learning model โดยจากการศึกษาพบว่า วิิธีีการ 

feature extraction ที่่�สนใจเฉพาะคำซึ่่�งได้้แก่่ BoW และ TF-

IDF สามารถแยกคุณุลักัษณะได้้ดีกีว่า่วิธิีกีารที่่�สนใจบริบิทของ

คำ เช่่น Word2Vec

	 งานวิิจััยในอนาคตมีีแนวคิดที่่�จะเพิ่่�มการทดลองใน

ส่ว่นของกระบวนการสร้้าง feature ด้้วยวิธิีกีาร word embed-

dings ที่่�หลากหลายขึ้้�น เช่่น Word2Vec, GloVe รวมถึึงการ

ผสมผสานระหว่่างวิิธีีการต่่าง ๆ เพื่่�อเพิ่่�มความแม่่นยำในการ

จับัความหมายโดยเฉพาะข้้อมููลที่่�เป็็นภาษาไทย และส่่วนของ

ตััวแบบ transformer อาจจะเพิ่่�มการทดลองโดยใช้้ตััวแบบที่่�

หลากหลายขึ้้�น เช่่น GPT, RoBERTa เพื่่�อเปรีียบเทีียบและ

ปรัับปรุุงประสิิทธิิภาพให้้ดีีขึ้้�นต่่อไป
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