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 บทบรรณาธิการ

ผักตบชวาภายใต้แนวทาง “เศรษฐกิจชีวภาพ (Bioeconomy)”: 

 ผักตบชวา มีชื่อสามัญ คือ water hyacinth ชื่อวิทยาศาสตร์ Eichhornia crassipes (Mart.) Solms เป็นพืชที่ก�าเนิด 
ในบราซิล ทวีปอเมริกาใต้ ถูกน�าเข้ามาในประเทศไทยเมื่อร้อยกว่าปีก่อน จัดเป็นพืชต่างถิ่นที่รุกราน หรือ invasive alien  
species (IAS) ซึง่หมายถงึ ชนดิพนัธุต่์างถิน่ท่ีแพร่กระจายเข้ามาในพืน้ท่ีนอกก�าเนดิแล้วสามารถตัง้ถิน่ฐานและมกีารแพร่กระจาย
ได้ธรรมชาติ เป็นชนิดพันธุ์เด่นในสิ่งแวดล้อมใหม่ ในประเทศไทยมีพืชที่ถูกจัดในกลุ่มนี้ มีมากกว่า 100 ชนิด

 การพัฒนาเศรษฐกิจและสังคมภายใต้ BCG model คือ เป้าหมายความยั่งยืนของประเทศไทย และส่งผลในทางบวก 
ต่อสิ่งแวดล้อม ภายใต้แนวทางนี้ มีหลากหลายหน่วยงานของภาครัฐ ได้มอง IAS ชนิดต่างๆในเชิงบวก ผักตบชวา เป็นตัวอย่าง 
ทีโ่ดดเด่น กล่าวคอื ได้มกีารน�ามาใช้ประโยชน์ในด้านต่างๆ ตามพนัธกิจของหน่วยงาน อาท ิส�านกัวจิยัและพฒันากรมชลประทาน
มีโครงการเปลี่ยนผักตบชวาให้มีมูลค่า เช่น การท�าไม้อัดจากผักตบชวา สถานีทดลองอาหารสัตว์ ของกรมปศุสัตว์ พัฒนา
อาหารสัตว์ที่มีส่วนประกอบของผักตบชวา การใช้ประโยชน์จากเส้นใย การวิเคราะห์สารออกฤทธิ์ทางชีวภาพ เป็นต้น การมอง 
ผักตบชวา ในมุมของโอกาส ท�าให้เกิดนวัตกรรมที่มีต้นน�้าจากผักตบชวา พืชทุกชนิดโดยพื้นฐานแล้วแม้ว่าจะใช้ประโยชน์ 
ในมุมของปัจจัยสี่ ไม่ได้ พืชทุกชนิดเป็นผู้ปรับเปลี่ยนแก๊สที่ท�าให้โลกร้อนขึ้น คือ คาร์บอนไดออกไซด์ ท�าให้ได้ออกซิเจน  
โดยกระบวนการ การสังเคราะห์ด้วยแสง (photosynthesis) เกิดขึ้นในบรรยากาศของโลก 

 ข้อสังเกตของบรรณาธิการในมุมมองของการใช้ประโยชน์จากพืชกลุ่ม IAS คือ การเผยแพร่ผลงานที่เป็นนวัตกรรม 
ท่ีถูกสร้างขึ้นยังจ�ากัดอยู่ในวงแคบเฉพาะนักวิชาการ โจทย์ท่ีต้องแก้ไข คือ ท�าอย่างไร นวัตกรรม เหล่านี้จะลงสู่การรับรู ้
และน�าไปสู่การปฏิบัติในวงกว้าง เป็นวิธีการ หรือวิถีชีวิตประจ�าวัน หรือ เทศกาล หรือฤดูกาล ของชุมชนท้องถิ่นทั่วไทย

  ศาสตราจารย์ ดร. ปรีชา ประเทพา
  บรรณาธิการ

31 ธัันวาคม 2568



 บทบรรณาธิการ

ผักตบชวาภายใต้แนวทาง “เศรษฐกิจชีวภาพ (Bioeconomy)”: 

 ผักตบชวา มีชื่อสามัญ คือ water hyacinth ชื่อวิทยาศาสตร์ Eichhornia crassipes (Mart.) Solms เป็นพืชที่ก�าเนิด 
ในบราซิล ทวีปอเมริกาใต้ ถูกน�าเข้ามาในประเทศไทยเมื่อร้อยกว่าปีก่อน จัดเป็นพืชต่างถิ่นที่รุกราน หรือ invasive alien  
species (IAS) ซึง่หมายถงึ ชนดิพนัธุต่์างถิน่ท่ีแพร่กระจายเข้ามาในพืน้ท่ีนอกก�าเนดิแล้วสามารถตัง้ถิน่ฐานและมกีารแพร่กระจาย
ได้ธรรมชาติ เป็นชนิดพันธุ์เด่นในสิ่งแวดล้อมใหม่ ในประเทศไทยมีพืชที่ถูกจัดในกลุ่มนี้ มีมากกว่า 100 ชนิด

 การพัฒนาเศรษฐกิจและสังคมภายใต้ BCG model คือ เป้าหมายความยั่งยืนของประเทศไทย และส่งผลในทางบวก 
ต่อสิ่งแวดล้อม ภายใต้แนวทางนี้ มีหลากหลายหน่วยงานของภาครัฐ ได้มอง IAS ชนิดต่างๆในเชิงบวก ผักตบชวา เป็นตัวอย่าง 
ทีโ่ดดเด่น กล่าวคอื ได้มกีารน�ามาใช้ประโยชน์ในด้านต่างๆ ตามพนัธกิจของหน่วยงาน อาท ิส�านกัวจิยัและพฒันากรมชลประทาน
มีโครงการเปลี่ยนผักตบชวาให้มีมูลค่า เช่น การท�าไม้อัดจากผักตบชวา สถานีทดลองอาหารสัตว์ ของกรมปศุสัตว์ พัฒนา
อาหารสัตว์ที่มีส่วนประกอบของผักตบชวา การใช้ประโยชน์จากเส้นใย การวิเคราะห์สารออกฤทธิ์ทางชีวภาพ เป็นต้น การมอง 
ผักตบชวา ในมุมของโอกาส ท�าให้เกิดนวัตกรรมที่มีต้นน�้าจากผักตบชวา พืชทุกชนิดโดยพื้นฐานแล้วแม้ว่าจะใช้ประโยชน์ 
ในมุมของปัจจัยสี่ ไม่ได้ พืชทุกชนิดเป็นผู้ปรับเปลี่ยนแก๊สที่ท�าให้โลกร้อนขึ้น คือ คาร์บอนไดออกไซด์ ท�าให้ได้ออกซิเจน  
โดยกระบวนการ การสังเคราะห์ด้วยแสง (photosynthesis) เกิดขึ้นในบรรยากาศของโลก 

 ข้อสังเกตของบรรณาธิการในมุมมองของการใช้ประโยชน์จากพืชกลุ่ม IAS คือ การเผยแพร่ผลงานที่เป็นนวัตกรรม 
ที่ถูกสร้างขึ้นยังจ�ากัดอยู่ในวงแคบเฉพาะนักวิชาการ โจทย์ท่ีต้องแก้ไข คือ ท�าอย่างไร นวัตกรรม เหล่านี้จะลงสู่การรับรู ้
และน�าไปสู่การปฏิบัติในวงกว้าง เป็นวิธีการ หรือวิถีชีวิตประจ�าวัน หรือ เทศกาล หรือฤดูกาล ของชุมชนท้องถิ่นทั่วไทย

  ศาสตราจารย์ ดร. ปรีชา ประเทพา
  บรรณาธิการ

สาหร่่ายหางกระรอก (Egeria densa) ชนิิดพัันธุ์์�ต่่างถิ่่�นที่่�มีีศัักยภาพรบกวนระบบนิิเวศน้้ำจืืด

	 สาหร่า่ยหางกระรอก (Egeria densa) มีถีิ่่�นกำเนิิดในทวีปีอเมริิกาใต้ ้เป็็นพืชืน้้ำต่่างถิ่่�นที่่�ได้้รับัการรายงานอย่่างต่่อเนื่่�อง

ว่่ามีีผลกระทบต่่อโครงสร้้างและหน้้าที่่�ของระบบนิิเวศน้้ำจืืดในหลายภููมิิภาคทั่่�วโลก เนื่่�องจากสามารถตั้้�งตััวในแหล่่งน้้ำใหม่่ 

ได้้รวดเร็็ว  โดยอาศััยการแตกส่่วนของลำต้้นและการเจริิญเติิบโตที่่�มีีอััตราสููง ภ ายใต้้ระดัับแสงและอุุณหภููมิิที่่�หลากหลาย  
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บทคััดย่่อ 
ปลานวลจัันทร์์ทะเลอายุุน้้อยกว่่า 8 เดืือนจะมีีขนาดตัวเล็็กและก้้างในเนื้้�อปริิมาณมากจึึงเป็็นข้้อจำกััดในการประกอบอาหาร 

 งานวิจัิัยนี้้�มีีวัตัถุปุระสงค์์เพื่่�อพััฒนาตำรัับมาตรฐานปลานวลจัันทร์ท์ะเลต้้มซีอีิ๊๊�วให้ม้ีกี้า้งนิ่่�ม โดยเก็็บข้อ้มูลูเชิงิพรรณาและข้้อมูลู

เคมีีกายภาพของปลา การพััฒนาตำรัับมาตรฐานใช้้การประเมิินทางประสาทสััมผััสวิิธีี 9-Points Hedonic scale และ just about 

right (JAR) ทดสอบคุุณสมบััติิทางเคมีีกายภาพได้้แก่่ ค่่าความชื้้�น ค่่าสีี (L* a* b*) และเนื้้�อสััมผััสแบบ Texture profile analysis 

(TPA) และประเมิินคุณุค่า่ทางโภชนาการตามฉลากโภชนาการไทย พบว่่าตำรัับมาตรฐานที่่�พัฒนาได้้เนื้้�อปลาต้้มซีอีิ๊๊�วมีคี่า่ความชื้้�น

ร้้อยละ 59.59 มีีค่่าความสว่่าง (L*) เท่่ากัับ 38.47 ค่่าสีีแดง (a*) เท่่ากัับ 6.08 และค่่าสีีเหลืือง (b*) เท่่ากัับ 14.58 ค่่าความแข็็ง 

(Hardness) 110.47 N ค่่าความเหนีียวเป็็นยาง (Gumminess) ความเหนีียว (Chewiness) ซึ่่�งแสดงถึึงความรู้้�สึึกใช้้แรงขณะ

เคี้้�ยว 50.87 N และ 29.03 N ตามลำดัับ ปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วที่่�พััฒนาขึ้้�นได้้รัับคะแนนความชอบด้้านลัักษณะปรากฏ 

กลิ่่�น รสชาติิ กลิ่่�น-รส เนื้้�อสััมผััส และความชอบโดยรวมคืือ 8.7 8.4 8.6 8.3 7.6 และ 8.0 ตามลำดัับ และมีีคุุณค่่าทางโภชนาการ

ในขนาดรัับประทาน 125 กรััม (ปลา 1 ตััว) ให้้พลัังงานทั้้�งหมด 190 กิิโลแคลอรีี ให้้โปรตีีนสููง 21 กรััม มีีแคลเซีียมสููงร้้อยละ 50 

มีีธาตุุเหล็็กร้้อยละ 10 มีีข้้อควรระวัังคืือโซเดีียมร้้อยละ 40 และคอเลสเตอรอลร้้อยละ 37 การวิิจััยนี้้�แสดงให้้เห็็นความเป็็นไปได้้

ในการใช้้ปลานวลจัันทร์์ทะเลที่่�มีีขนาดตััวเล็็กมีีก้้างในเนื้้�อมากในการประกอบอาหารรายการต้้มซีีอิ๊๊�ว ที่่�ได้้รัับคะแนนความชอบ

โดยรวมระดัับชอบมาก มีีโภชนาการโดดเด่่นด้้านโปรตีีนและแคลเซีียมสููง

คำสำคััญ : ปลานวลจัันทร์์ทะเล, ตำรัับมาตรฐาน, ปลาต้้มซีีอิ๊๊�ว, ปลาก้้างนิ่่�ม

Abstract 
Milkfish specimens under the age of 8 months typically exhibit a smaller size and a significant proportion of bones in 

their flesh, which presents a challenge in culinary applications. The objective of this research is to develop a standardized 

recipe for braised milkfish in soy sauce that results in a more tender bone texture. The descriptive data on the physical 

characteristics of fish were collected. The physicochemical properties of braised milkfish in soy sauce, including 

moisture content, color value (L*, a*, b*), and Texture Profile Analysis (TPA), were determined. The sensory evaluation 

was applied to determine the preference of the standard recipes using 9-Point Hedonic scale and a just about right 

(JAR) scale. Nutritional value was evaluated according to Thai nutrition labeling standards. The results showed that 

the standard recipe for braised milkfish had a moisture content of 59.59%, and the color values L*, a*, and b* were 

38.47, 6.08, and 14.58, respectively. The hardness value was 110.47 N, while gumminess and chewiness, which 
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indicate the texture during chewing, were 50.87 N and 29.03 N, respectively. Sensory liking scores for overall 

appearance, aroma, taste, flavor, texture, and overall liking were 8.7, 8.4, 8.6, 8.3, 7.6, and 8.0, respectively, on the 

9-point hedonic scale. The nutritional values according to the format of Thai nutrition labels showing this recipe (Serving 

size 125 grams) provided a total energy of 190 Kcal, 21 grams of protein, 50% of calcium, and 10% of iron. However, 

the recipe showed high sodium (40% of the daily value) and cholesterol (37% of the daily value). This research 

demonstrated that the potential for using small-sized, bone-rich milkfish to produce a braised milkfish in soy sauce 

had high sensory preference scores, high in protein and calcium content.

Keywords: Milkfish, Chanos chanos, braised milkfish in soy sauce, soft bone fish recipe

บทนำ
ปลานวลจัันทร์์ทะเลเป็็นปลาเศรษฐกิิจในภููมิิภาคเอเชีียตะวััน

ออกเฉียีงใต้ ้โดยเฉพาะประเทศฟิลิิปิปินิส์ ์มีชีื่่�อเรีียกตามภาษา

ตากาล็็อกว่่า บัังงุุส (Bungus) มีีชื่่�อภาษาอัังกฤษคืือ Milkfish 

ชื่่�อวิทิยาศาสตร์์คือื Chanos chanos อาศััยในน้้ำกร่่อยหรืือน้้ำ

จืืดได้้ พบตามชายฝั่่�งทะเลแถบอบอุ่่�นทั่่�วภููมิิภาคของโลก มััก

อยู่่�รวมกัันเป็็นฝููง มีีรููปร่่างกลม (Round Fish) เพรีียวยาว 

เกล็ด็เล็ก็ละเอียีดสีเีงินิแวววาว ครีบีท้อ้งและครีบีหลังัเล็ก็ ครีบี

หางเว้า้ลึกึ มีคีวามว่อ่งไว ปราดเปรียีว มีขีนาดโตเต็ม็ที่่�ยาวได้้

ถึึง 1.5 เมตร กิินปลาที่่�มีีขนาดเล็็กกว่่า และสััตว์์น้้ำชนิิดอื่่�น ๆ 

รวมถึึงสาหร่่ายทะเลเป็็นอาหาร (Freyhof et al., 2019; 

Bagarinao, 1991) ในประเทศไทยปลานวลจันัทร์ท์ะเลสามารถ

พบได้ใ้นทะเลแถบจัังหวััดเพชรบุุรี ีประจวบคีีรีขีันัธ์ ์ชุมุพร และ

พบเล็็กน้้อยในจัังหวััดตราด 

	 ปลานวลจัันทร์์ทะเลเริ่่�มมีีการเพาะเลี้้�ยงในโครงการ

พระราชดำริิ และสนัับสนุุนให้้มีีการเพาะเลี้้�ยงในประเทศไทย 

จากที่่�พระบาทสมเด็็จพระบรมชนกาธิิเบศร มหาภููมิิพลอดุุลย

เดชมหาราช บรมนาถบพิิตร ทรงมีีพระราชกระแสรัับสั่่�งให้้มีี

การเพาะเลี้้�ยงปลานวลจัันทร์์ทะเลเชิิงพาณิิชย์์ เนื่่�องจากใช้้เงิิน

ทุุนเลี้้�ยงต่่ำกว่่าการเลี้้�ยงปลาชนิิดอื่่�นที่่�กินเนื้้�อ สามารถเจริญ

เติิบโตรวดเร็็ว ทนทานต่่อโรค สามารถเลี้้�ยงโดยให้้อาหารทั้้�ง

พืืชและสััตว์์ เช่่น ปลาอื่่�นที่่�ขนาดเล็็กกว่่า สาหร่่าย ตะไคร่่น้้ำ 

แพลงก์์ตอน ไรน้้ำ รำข้้าว ขี้้�แดด รวมถึึงให้้อาหารสำเร็็จรููปได้้ 

(นิิธิิวััฒน์์ วงศ์์วิิวััฒน์์, 2553) การที่่�ปลานวลจัันทร์์ทะเลกิินพืืช 

ไรน้้ำ ขี้้�แดดต่่าง ๆ ได้้ จึึงเป็็นปลาที่่�ช่่วยเรื่่�องระบบนิิเวศได้้ 

สามารถเลี้้�ยงในบ่่อที่่�เลิิกเลี้้�ยงกุ้้�งแล้้ว เพื่่�อบำบััดน้้ำเสีียในบ่่อ

กุ้้�งให้้คืืนสภาพดีีก่่อนเลี้้�ยงกุ้้�งรอบใหม่่ ซึ่่�งปลาจะเจริญเติิบโต

เร็ว็ เพราะได้้รับัสารอาหารที่่�ตกค้้างในบ่อกุ้้�งอย่่างสมบููรณ์ ์จาก

ต้น้ทุนการเลี้้�ยงที่่�ต่ำปััจจุบันัยังมีีการเลี้้�ยงปลานวลจัันทร์์ทะเล

เพื่่�อใช้้เป็็นเหยื่่�อล่่อปลาทููน่่าชนิิดต่่าง ๆ ในการทํําการประมง

ปลาทููน่่าด้้วย (นิิธิิวััฒน์์ วงศ์์วิิวััฒน์์, 2553) มีีรายงานว่่าปลา

นวลจัันทร์์ทะเลมีีรสชาติิอร่่อย คล้้ายปลากะพงขาว และปลา

ซาบะ และมีีคุุณค่่าทางโภชนาการที่่�ดีเป็็นของแหล่่งโปรตีีน

คุุณภาพสููงที่่�ร่่างกายย่่อยง่่ายกว่่าเนื้้�อสััตว์์ประเภทอื่่�น ๆ เนื้้�อ

ปลามีีโปรตีีนประมาณร้้อยละ 22 มีีไขมัันที่่�จำเป็็นต่่อร่่างกาย 

โดยเฉพาะกรดไลโนเลนิิค (โอเมก้้า 3) กรดไลโนเลอิิค  

(โอเมก้้า 6) มีีวิิตามิินและแร่่ธาตุุที่่�สำคััญ ได้้แก่่ วิิตามิินบีีหนึ่่�ง 

บีีสอง และไนอะซิิน (มณีีวรรณ์์ วงศ์์นอก, 2555) ดัังนั้้�นตั้้�งแต่่

ปีี พ.ศ. 2556 โครงการในพระราชดำริิได้้เริ่่�มถ่่ายองค์์ความรู้้�

โดยมีีหลัักสููตรฝึึกอบรมเรื่่�องการเลี้้�ยงปลานวลจัันทร์์ทะเลแก่่

เกษตรกรชาวประมงให้้สามารถสร้้างอาชีีพ สร้้างรายได้้ มีกีาร

ส่่งเสริิมช่่องทางการขายโดยสนัับสนุุนให้้นำปลานวลจัันทร์์

ทะเลเป็็นวััตถุุดิิบในการประกอบอาหาร และแปรรููปเป็็น

ผลิตภััณฑ์์อื่่�น เช่่น ในประเทศฟิิลิิปปิินส์ ไต้้หวััน สามารถ

พบเห็น็ผนังัท้้องหรือืพุงุปลานวลจันัทร์ท์ั่่�วไปในท้อ้งตลาด โดย

เฉพาะในร้านข้าวต้ม และร้้านอาหารตามสั่่�ง นอกจากเนื้้�อที่่�แล่่

และถอดก้า้งออกแล้้วยังัใช้เ้นื้้�อไปทำลููกชิ้้�น ใช้ห้นังัปลาไปทอด

ได้ ้(วัชัรี ีคงรัตัน์ ์และอรวรรณ คงพันัธุ์์�, 2558) ในประเทศไทย

ปััจจุบุันัมีผีลิติภัณัฑ์ห์ลากหลายชนิิดจากปลาชนิิดนี้้� เช่่น ปลา

นวลจันัทร์ถ์อดก้า้ง ปลายัดัไส้ ้ปลาก้า้งนิ่่�ม ปลากระป๋อ๋ง มีงีาน

วิจิัยัที่่�พัฒันาเป็น็ผลิติภัณัฑ์เ์ป็น็ปลายอ เส้น้ก๋ว๋ยเตี๋๋�ยวจากเนื้้�อ

ปลา ปลาส้้ม และผลิิตภััณฑ์์อื่่�น (นัันธิิดา แดงขาว และคณะ, 

2566; นัันธิิดา แดงขาว, 2561 ) ส่่วนใหญ่่เป็็นการแปรรููปโดย

ใช้้ปลาถอดก้้าง หรืือการลดขนาดของเนื้้�อปลา แต่่ยัังต้้องการ

พััฒนาเพื่่�อนำไปใช้้เป็็นตำรัับอาหารที่่�สามารถทำได้้ง่่ายใน

ระดัับครััวเรืือน ตลอดจนสามารถต่่อยอดในเชิิงพาณิิชย์์ หรืือ

วิสิาหกิิจชุมุชนได้ ้เพื่่�อให้้สามารถบริิโภคได้ห้ลากหลายตลอด

จนเป็น็ที่่�นิยิมอย่า่งแพร่ห่ลายในหมู่่�ผู้้�บริโิภคเช่น่เดียีวกับัปลา

เศรษฐกิิจสายพัันธุ์์�อื่่�น ๆ ดัังนั้้�นเพื่่�อลดข้้อจำกััดด้้านมีีก้้างใน

เนื้้�อปลามาก จึึงต้้องใช้้ระยะเวลาเลี้้�ยงนานประมาณ 8 เดืือน 

ให้ม้ีขีนาดเฉลี่่�ย 500-600 กรััม/ตััว เพื่่�อนำปลาไปถอดก้างก่่อน

มาประกอบอาหาร ผู้้�วิิจัยัจึงึมีวัีัตถุปุระสงค์เ์พื่่�อพัฒันาผลิติภัณัฑ์์ 

เป็็นรายการอาหารจากปลานวลจัันทร์์ทะเล โดยเลืือกรายการ

ปลานวลจันัทร์ท์ะเลต้ม้ซีอีิ๊๊�ว (Braised Milkfish in Soy Sauce) 

เพื่่�อใช้้วััตถุุดิิบเป็็นปลานวลจัันทร์์ทะเลที่่�มีีขนาดเล็็กกว่่าปกติิ

ไม่่สามารถถอดก้้างได้้ หรืืออาจเป็็นปลาที่่�ใช้้เวลาเลี้้�ยงสั้้�นลง
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เหลือืเพียีง 4-6 เดือืน เพื่่�อลดขั้้�นตอนการแปรรูปูด้ว้ยการถอด

ก้้างปลาก่่อนนำมารัับประทาน จึึงพััฒนาเป็็นตำรัับมาตรฐาน

โดยผู้้�เชี่่�ยวชาญด้้านอาหาร จากนั้้�นทำการประเมิินคุุณภาพ

ด้้านประสาทสััมผััสเพื่่�อศึึกษาการยอมรัับในผลิิตภััณฑ์์ของ 

ผู้้�บริิโภค และประเมิินคุุณค่่าทางโภชนาการของตำรัับอาหาร 

การทดลอง
	 1.	 การเตรีียมปลานวลจัันทร์์ทะเล และการ

ประกอบอาหารรายการปลาต้้มซีีอิ๊๊�ว 

		  ใช้้ปลานวลจัันทร์์ที่่�เลี้้�ยงในบ่อดิินตามวิิธีีของ

ศูนูย์วิจิัยัและพัฒันาการเพาะเลี้้�ยงสัตัว์น์้้ำชายฝั่่�งเพชรบุรุี ีอายุุ

ประมาณ 3-4 เดืือน น้้ำหนัักโดยประมาณ 150-200 กรััมต่่อ

ตัวั ขนส่ง่โดยบรรจุลุังัน้้ำแข็ง็ไม่เ่กินิ 24 ชั่่�วโมง ตัดัแต่ง่ปลารูปู

แบบทั้้�งตัวั (Dressed) โดยนำปลามาขอดเกร็็ด ตัดัครีีบ ตัดัหัวั 

ควัักไส้้ ก่่อนล้้างทำความสะอาด ดััง Figure 1

 

Figure 1 Milkfish (Dressed)

		  สูตูรเพื่่�อการประกอบอาหารผู้้�วิจิัยัใช้สู้ตูรปลาทูู

ต้้มซีีอิ๊๊�ว ซึ่่�งเรียีกอีีกชื่่�อว่่าปลาทููต้้มซาเตี๊๊�ยะที่่�ผลิติเพื่่�อการ

จำำ�หน่่ายมาแล้้วกว่า่ 10 ปีี เป็็นสูตูรพื้้�นฐาน จากนั้้ �นเปลี่่�ยน

วัตัถุุดิบิเป็็นปลานวลจันัทร์ท์ะเล ซึ่่�งสูตูรพื้้�นฐานประกอบไป

ด้้วยปลาที่่�ตัดัแต่่งแล้้ว ร้้อยละ 67.93 สับัปะรด (หั่่ �นตามขวาง

ทั้้ �งเปลืือก) ร้้อยละ 6.79 อ้้อย ร้้อยละ 4.53 ตะไคร้้ ร้้อยละ 2.26 

รากผักัชี ีร้้อยละ 0.45 กระเทียีม ร้้อยละ 0.68 พริกิไทยขาว 

ร้้อยละ 0.11 ขิงิแก่่ ร้้อยละ 0.68 ใบเตยหอม ร้้อยละ 0.68 

น้ำำ��ตาลปี๊๊�บ ร้้อยละ 6.34 น้ำำ��กระเทียีมดอง ร้้อยละ 2.26 น้ำำ��ปลา 

ร้้อยละ 1.81 เกลืือ ร้้อยละ 0.45 ซีอีิ๊๊�วขาว ร้้อยละ 1.13 น้ำำ��มันั

หอย ร้้อยละ 1.13 ซีอีิ๊๊�วดำำ� ร้้อยละ 0.68 รายการวัตัถุุดิบิสำำ�หรับั

การตกแต่่งได้้แก่่ พริกิขี้้�หนููแห้้งทอด ร้้อยละ 1.81 ใบผักัชี ี 

ร้้อยละ 0.07 ขิงิแก่่ ร้้อยละ 0.07 และพริกิชี้้�ฟ้้าแดง ร้้อยละ 0.11 

โดยมีอีัตัราส่่วนของน้ำำ��หนัักปลาต่่อน้ำำ��หนัักน้ำำ��เปล่่าวัตัถุุดิบิ

ทั้้ �งหมด 1:1.1 และมีขีั้้  �นตอนประกอบอาหาร ดังันี้้� (1) ผสมน้ำำ��

ปรุงุต้้มปลาใส่ห่ม้้อพร้้อมกับัส่ว่นผสมทั้้ �งหมด นำำ�ไปตั้้ �งไฟพอ

เดืือด (100 องศาเซลเซียีส นาน 3 นาที)ี แล้้วยกลง พักัให้้เย็น็ 

(2) วางสับัปะรด อ้้อยทุุบ ตะไคร้้ทุุบ กระเทียีบบุุบ ใบเตย  

ลงไปในก้้นหม้้อหรืือภาชนะที่่�ใช้้สำำ�หรับัปรุงุ (3) จัดัวางวางปลา

นวลจันัทร์ท์ี่่�เตรียีมไว้้ให้้เรียีบร้้อย (4) วางรากผักัชี ีพริกิไทย 

และขิงิแก่ล่งไป (5) ราดน้ำำ��ปรุงุต้้มปลาลงไปให้้น้ำำ��ท่ว่มปริ่่�มชิ้้�น

ปลา แล้้วนำำ�ไปต้้มจนเดืือด ตักัฟองทิ้้�งแล้้วเคี่่�ยวไฟอ่่อนที่่�สุดุ 

(อุุณหภูมูิไิม่เ่กินิ 70 องศาเซลเซียีส) โดยการปิิดฝาหม้้อ เคี่่�ยว

ไปเรื่่�อย ๆ จนกว่า่ปลาจะสุกุจนก้้างนุ่่�มทุกุส่ว่น (ใช้เ้วลานาน 

14-15 ชั่่ �วโมง) ระหว่า่งเคี่่�ยวถ้้าน้ำำ��ปรุุงต้้มปลาลดลง ให้้เติมิ

เพิ่่�มเพื่่�อรักัษาระดับัน้ำำ��ต้้มไว้้ โดยควบคุมุค่า่ของแข็ง็ที่่�ละลาย

ได้้ทั้้ �งหมด (Total soluble solid) อยู่่�ที่่� 29±1 ˚Brix (6) เสิริ์ฟ์

ปลานวลจันัทร์ต์้้มซีอีิ๊๊�ว ตกแต่่งด้้วยพริกิขี้้�หนููทอด ใบผักัชี ีขิงิ

แก่ ่และพริกิชี้้�ฟ้้าแดง วิธิีกีารนำำ�เสนอจานอาหาร คืือ จัดัใส่จ่าน 

หรืือภาชนะบรรจุ ุ2 ตัวั (200 กรัมั) ให้้มีนี้ำำ��ขลุกุขลิกิ (50 กรัมั) 

แล้้วใส่ว่ัตัถุุดิบิสำำ�หรับัตกแต่่ง

	 2. 	 การพัฒันาสูตูรเพ่ื่�อใช้้เป็็นตำำ�รับัมาตรฐาน 

		  การพััฒนามีี 3 ขั้้�นตอน คืือ (2.1) การให้้ข้้อมููล

เชิิงพรรณาเนื้้�อปลานวลจัันทร์์ทะเลรููปแบบปลาถอดก้้างนึ่่�ง 

และให้้นิิยามคุุณลัักษณะที่่�ดีของปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�ว 

ด้้านลัักษณะปรากฏ (Appearance) สีี (Color) ด้้านกลิ่่�น 

(Odor) รสชาติิ (Taste) และเนื้้�อสััมผััส (Texture) โดยใช้้

แบบสอบถามกึ่่�งสััมภาษณ์์ในการทดสอบทางประสาทสััมผััส 

จากผู้้�เชี่่�ยวชาญด้้านอาหาร จำนวน 10 ท่่าน (อาจารย์์ที่่�สอน

ในศาสตร์์การประกอบอาหารอายุุงานอย่่างน้้อย 3 ขึ้้�นไป  

และเคยเป็็นเชฟที่่�ประกอบอาหารในครััวโรงแรมขนาดใหญ่่ 

อายุุงานอย่่างน้้อย 3 ปีีขึ้้�นไปเช่่นกััน)

		  (2.2) การพััฒนาสููตรเพื่่�อให้้ได้้รายการอาหาร

ตามนิิยามคุุณลัักษณะที่่�ดีีในข้้อ (2.1) ใช้้วิิธีีทดสอบทาง

ประสาทสััมผััสจากผู้้�เชี่่�ยวชาญด้้านอาหาร ในระยะแรกใช้้การ

ทดสอบฮีีโดนิิก 9 ระดัับ (9 Points Hedonic scale) สอบถาม

ความชอบ (Meilgaard et al., 2007) และทดสอบด้้วยสเกล

ความพอดีี (just about right; JAR) เพื่่�อการหาทิิศทางปรัับ

สููตร โดยเมื่่�อทดสอบชิิม แล้้วทำแบบทดสอบ Degree of 

change scale (DCS) (Pokorny & Davidek, 1986) เช่น่ ปรับั

ให้เ้พิ่่�มขึ้้�นมาก ปรับัให้เ้พิ่่�มขึ้้�นเล็ก็น้อ้ย พอดี ี(ไม่ต้่้องปรับั) ปรับั

ให้้ลดลงเล็็กน้้อย หรืือปรัับให้้ลดลงมาก โดยการแปลผลจาก

การใช้้สเกลความพอดีี (JAR) พิิจารณาอย่่างง่่ายจากระดัับ

ความพอดีีที่่�ตั้้�งเกณฑ์์ไว้้ (Rothman, 2007) หากความพอดีีมีี

ความถี่่�ตั้้�งแต่่ร้้อยละ 70 (Cut-off point) ไม่่ต้้องปรัับปรุุง

คุุณลัักษณะดัังกล่่าว แต่่หากมีีค่่าไม่่ถึึงให้้พิิจารณาค่่าขนาด

และทิิศทางของความแตกต่่างระหว่่างตััวอย่่าง (Net effect 

หรือืค่า่ Net scores) ซึ่่�งหาได้จ้ากร้อ้ยละของคำตอบที่่�บอกว่่า 

“เข้ม้ไป” ลบด้ว้ยร้อ้ยละของคำตอบที่่�บอกว่า่ “อ่อ่นไป” หากค่า่ 
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Net effect มีีความแตกต่่างกัันน้้อยกว่่าร้้อยละ 20 ยัังไม่่ต้้อง

ทำการปรัับปรุุงในคุณลัักษณะนั้้�น ๆ (Rothman & Parker, 

2009) แต่่หากมีีค่่าความแตกต่่างมากกว่่าร้้อยละ 20 ให้้

พิิจารณาปรัับตามทิิศทางที่่�มีค่่ามากกว่่า และการพััฒนาสููตร

ระยะที่่� 2 ได้้วางแผนการทดลองแบบสุ่่�มตลอด (Completely 

Randomized Design: CRD) ศึกึษาปริิมาณเกลืือ 3 ระดัับ คือื 

20 กรััม (F1:สููตรพื้้�นฐาน) 15 กรััม (F2) และ 10 กรััม (F3) 

และใช้้การทดสอบฮีีโดนิิก 9 ระดัับ สอบถามความชอบ และ

ทดสอบด้้วยสเกลความพอดีี เพื่่�อเลืือกสููตรที่่�มีคุุณลัักษณะดีี

ตามคำนิิยาม โดยมีีคะแนนความชอบสููงที่่�สุุด และมีีค่่าความ

พอดีีด้้าน กลิ่่�น รสชาติิ กลิ่่�นรส และเนื้้�อสััมผััสมาเป็็นตำรัับ

มาตรฐานของปลานวลจัันทร์์ทะเลตััมซีีอิ๊๊�ว 

		  (2.3) การทดสอบคุุณสมบััติิทางเคมีีกายภาพ 

(Physicochemical properties) เนื้้�อปลานวลจัันทร์์ทะเลโดย

นำเนื้้�อปลาที่่�ยัังไม่่ประกอบอาหารรููปแบบปลาถอดก้้างแล้้ว

ทำให้สุ้กุด้ว้ยวิธิีกีารนึ่่�งในระยะเวลา 15 นาที ีและเนื้้�อปลาจาก

ตำรัับมาตรฐานปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วที่่�พัฒนาได้้ มา

วิิเคราะห์์ดัังนี้้� วััดค่่าสีี (L* a* b*) โดยเครื่่�องวััดสีี (Color 

Global: Model Color Quest XE, America) วััดค่่าวอเตอร์์

แอคติิวิิตี้้� (Water activity) ตามวิธีิีของ AOAC (2005) ด้ว้ยเครื่่�อง

วััดวอเตอร์์แอคติิวิิตี้้� (TH-500, AW sprint novasina, 

Neuheinatrasse, Switzerland) วััดค่่าความชื้้�นตามวิิธีีของ 

AOAC (2005) วััดค่่า pH โดยเครื่่�อง pH meter (FiveEasy 

Benchtop F20, METTLER TOLEDO, Switzerland) วััดค่่า

ความหนืดืด้ว้ยเครื่่�อง Brookfield viscometer (Polyvisc, Visco 

Basic Plus, Switzerland) โดยใช้้หััววััด Spindle No. 61, 

Speed 200 rpm วััดค่่าความหวาน (˚Brix) ด้้วยเครื่่�อง 

Refractometer วััดค่่าความเค็็ม (%Salinity) ด้้วยเครื่่�อง 

Salinity Meter และวััดค่่าเนื้้�อสััมผััสแบบ Texture profile 

analysis (TPA) ด้ว้ยเครื่่�องวัดัเนื้้�อสัมัผัสั TA-XT Plus texture 

analyzer (Stable Micro Systems Ltd, Godalming, Surrey, 

UK) ใช้้หััววััด aluminum cylinder P50, Compression 70% 

of the original weight, Speed 60 mm/min ขนาดชิ้้�นตัวัอย่า่ง

กว้้าง×ยาว×สููง ที่่� 3×3×1 ซ.ม.) 

	 3.	 การประเมิินคุุณภาพทางประสาทสััมผััสใน

ตำรัับมาตรฐาน 

		  การทดสอบทางประสาทสัมัผัสัโดยใช้แ้บบสอบถาม 

เพื่่�อประเมิินการยอมรัับของผู้้�บริิโภค ด้้วยฮีีโดนิก 9 ระดัับ 

(9 Points Hedonic test) ให้ค้ะแนนความชอบ (Meilgaard et al.,

2007) ด้้านลัักษณะปรากฏ (Appearance) ด้้านกลิ่่�น (Odor) 

ด้้านรสชาติิ (Taste) กลิ่่�นรส (Flavor) เนื้้�อสััมผััส (Texture) 

และความชอบโดยรวม (Overall liking) โดยผู้้�เชี่่�ยวชาญ (เชฟ

ที่่�ประกอบอาหารในครััวโรงแรมขนาดใหญ่่ตำแหน่่งหััวหน้้า

งานขึ้้�นไปและมีีอายุุงานอย่่างน้้อย 5 ปีี) จำนวน 10 ท่่าน  

ในกระบวนการทดสอบทางประสาทสัมัผัสัผลิติภัณัฑ์จ์ากปลา

นวลจัันทร์์ทะเลผ่่านกระบวนการพิิจารณาจากคณะกรรมการ

จริยิธรรมการวิจัิัยในมนุษุย์ม์หาวิทิยาลััยรังัสิติ เลขที่่�ใบรัับรอง

จริยิธรรมในมนุษุย์ ์RSUERB2022-018 โดยผู้้�เข้า้ร่ว่มวิจิัยัเป็น็

บุุคคลที่่�มีีอายุุมากกว่่า 18 ปีี ซึ่่�งเคยรู้้�จัักและเคยรัับประทาน

รายการอาหารประเภทปลานวลจัันทร์์ทะเล/ปลาทะเลมาก่่อน 

ไม่่มีีประวััติิการแพ้้ปลา และส่่วนผสมในรายการอาหาร ผู้้�วิิจััย

ได้้แจ้้งส่่วนผสม ข้อ้มููลที่่�อาจส่งผลต่่อสุุขภาพให้้ผู้้�เชี่่�ยวชาญรัับ

ทราบก่่อนการทดสอบ เช่่น วัตัถุุดิบิที่่�ใช้้ในกระบวนการผลิตที่่�

จััดเป็็นอาหารก่่อการแพ้้ได้้ และผู้้�วิิจััยจะยุุติิการทดสอบทัันทีี 

เมื่่�อผู้้�เชี่่�ยวชาญมีีอาการเจ็็บป่่วย หรืือมีีอาการแพ้้จากอาหาร

ดัังกล่่าว

	 4.	 การประเมิินคุณุค่า่ทางโภชนาการของตำรับั

ที่่�พััฒนาได้้ 

		  การประเมิินคุณค่่าทางโภชนาการตามรููปแบบ

ของฉลากโภชนาการของประเทศไทยของงานวิิจััยนี้้�ทั้้�งหมด

ผ่า่นการวิเิคราะห์์จากบริิษัทัห้อ้งปฏิบิัตัิกิารกลาง (ประเทศไทย) 

อ้้างอิิงพื้้�นฐานตามวิิธีีการของ AOAC (2019) ทำการประเมิิน

คุุณค่่าทางโภชนาการจำนวน 15 รายการตามกรอบข้้อมููล

โภชนาการ เพื่่�อใช้้แสดงเป็็นฉลากโภชนาการ ได้้แก่่ พลัังงาน

ทั้้�งหมด (Total Calories) พลัังงานจากไขมััน (Calories from 

fat) คาร์์โบไฮเดรตทั้้�งหมด (Total Carbohydrates in clued 

dietary fiber) (by different) โปรตีนี (Protein) / Total Nitrogen 

ไขมัันทั้้�งหมด Total fat) ไขมัันอิ่่�มตััว (Saturated fat) 

คอเลสเตอรอล (Cholesterol) ใยอาหาร (Dietary fiber) น้้ำตาล

ทั้้�งหมด (Total sugar) วิิตามิิน เอ (Vitamin A) วิิตามิิน บีี1 

(Vitamin B1) วิิตามิิน บีี2 (Vitamin B2) โซเดีียม (Sodium) 

แคลเซีียม (Calcium) และเหล็็ก (Iron)

	 5.	 การวิิเคราะห์์ทางสถิิติิ 

		ผู้้�  วิิจััยได้้กำหนดค่าสถิิติิที่่�ใช้้ในการวิิเคราะห์์ 

ได้้แก่่ ค่่าเฉลี่่�ย (Mean) ค่่าส่่วนเบี่่�ยงเบนมาตรฐาน (Standard  

Deviation) สำหรัับคะแนนความชอบของการศึึกษาปริิมาณ

เกลือื 3 ระดับั ได้ว้ิเิคราะห์ค์วามแปรปรวนของข้อ้มูลูทางสถิติิิ

ด้้วยวิิธีี Analysis of Variance (ANOVA) โดยเปรีียบเทีียบค่่า

เฉลี่่�ยแบบ Duncan’s New Multiple Range Test (DMRT) 

สำหรัับข้้อมููลการ ทดสอบคุุณสมบััติิทางเคมีีกายภา พของเนื้้�อ

ปลานวลจัันทร์์ทะเลจากการต้้มซีีอิ๊๊�วและการนึ่่�งได้้วิิเคราะห์์
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เปรีียบเทีียบค่่าเฉลี่่�ยด้้วย Paired sample t-test กำหนดนััย

สำคััญทางสถิิติิที่่�ระดัับ .05 

ผลการทดลองและอภิิปรายผล
	 1. 	 การพัฒันาสูตูรที่่�เหมาะสมเพื่่�อใช้เ้ป็น็ตำรับั

มาตรฐาน 

		  (1.1) ข้อ้มูลูเชิงิพรรณนาจากผู้้�เชี่่�ยวชาญของเนื้้�อ

ปลานวลจัันทร์์ทะเล พบว่่าเนื้้�อปลาดิิบมีีสีีเทาอมชมพูู หนััง

ปลาหนาและเหนียีว เมื่่�อนึ่่�งสุุกเนื้้�อปลามีีสีคี่อ่นข้างขาว และมีี

กล้า้มเนื้้�อดำตามแนวร่องกลางลำตััวหรือืร่อ่งก้า้งเล็ก็น้อ้ย ผนังั

ภายในท้อ้งปลาจะมีสีีดีำและกลิ่่�นคาวมากกว่่าตระกููลปลาเนื้้�อ

ขาว รสชาติิเนื้้�อปลาหวาน มันั เปรี้้�ยวเล็ก็น้อ้ย เนื้้�อปลามีีความ

เนื้้�อแน่น่ แต่ค่่อ่นข้า้งหยาบ และร่ว่นง่า่ย คล้า้ยตระกูลูปลาทูนู่า่

หรืือปลาโอ การทดลองนี้้�เมื่่�อนำเนื้้�อปลามานึ่่�งและทดสอบ

คุุณสมบััติิทางเคมีีกายภาพ (Physicochemical properties) 

พบว่่าเนื้้�อปลานึ่่�งมีีค่่าความชื้้�นร้้อยละ 70.87 มีีค่่าความสว่่าง 

L* เท่่ากัับ 75.77 ค่่าสีีแดง a* เท่่ากัับ 5.59 และค่่าสีีเหลืือง b* 

เท่่ากัับ 7.59 ปลานวลจัันทร์์ทะเลมีีลัักษณะทางสััณฐานวิิทยา

ตามธรรมชาติขิองปลาทะเลผิวิน้้ำ (Pelagic fishes) ที่่�อาศัยัใน

ทะเลตั้้�งแต่ร่ะดับัผิวิน้้ำลงไปถึงึระดับักลางน้้ำ เช่น่เดียีวกับัปลา

จำพวกปลาทูู ปลาอิินทรีี ปลาโอ ซึ่่�งปลาที่่�อาศััยอยู่่�บริิเวณ

ผิิวน้้ำต้้องใช้้ชีีวิิตกัับคลื่่�นและศััตรููอื่่�น ๆ จึึงมีีกิิจกรรมสููง 

เคลื่่�อนไหวตััวหรืือว่่ายน้้ำได้้ว่่องไวในกล้้ามเนื้้�อจึึงมีีเม็็ดเลืือด 

มีีสารประกอบและเอนไซม์ต่่าง ๆ ที่่�สนัับสนุุนให้้มีีการ

เคลื่่�อนไหวได้้เร็็ว ซึ่่�งเลืือดและสารประกอบเหล่่านั้้�นจะส่่งผล

ต่่อสีี รสชาติิ และเนื้้�อสััมผััสของปลาเช่่นกััน (Chaijan et al., 

2010) 

		  กรณีทีี่่�นำปลานวลจันัทร์ท์ะเลมาประกอบอาหาร

เป็น็รายการต้ม้ซีอีิ๊๊�ว ผู้้�เชี่่�ยวชาญให้น้ิยิามว่า่ ควรมีคีุณุลักัษณะ

ที่่�ดีีดัังนี้้� ปลาเป็็นสีีน้้ำตาลทอง ผิิวตึึงแน่่น ไม่่เละ น่่ารัับ

ประทาน ส่่วนของน้้ำต้้มเป็็นสีีน้้ำตาลดำ ขุ่่�นได้้เล็็กน้้อยจาก

ส่ว่นผสม และมีีเจลาติินของปลา มีกีลิ่่�นหอมของเครื่่�องปรุุงรส 

(ซีีอิ๊๊�วดำ น้้ำตาล และน้้ำกระเทีียมดอง) รสชาติิหวานนำเค็็ม

ตาม กลมกล่่อม มีีรสเปรี้้�ยวจากสัับปะรดเล็็กน้้อย เนื้้�อสััมผััส

ของปลานุ่่�มและแน่่น เคี้้�ยวง่าย ก้้างปลานิ่่�มจนสามารถเคี้้�ยว

แล้้วกลืืนได้้ทั้้�งหมด (ดัังแสดงใน Figure 2)

Figure 2 Braised milkfish in soy sauce at serving size: 

250 g. (Drain wt. 200 g.)

		  (1.2) การพัฒันาสูตูรปลานวลจันัทร์ท์ะเลต้้มซีอีิ๊๊�ว 

เพื่่�อให้้ได้้คุุณลักัษณะที่่�ดีตีามคำำ�นิยามจากผู้้�เชี่่�ยวชาญด้้าน

อาหาร ในข้้อ 1.1 ผลการทดสอบทางประสาทสัมัผัสัปลา

นวลจันัทร์ท์ะเลต้้มซีอีิ๊๊�วสูตูรพื้้�นฐานดังัแสดงใน Table 1 พบ

ว่่าได้้คะแนนความชอบด้้านลักัษณะปรากฏ ด้้านกลิ่่�น ด้้าน

รสชาติหิวาน และเปรี้้�ยว ด้้านกลิ่่�นรส ตั้้ �งแต่่ 7.5 คะแนนขึ้้�น

ไป และคะแนนความชอบโดยรวมที่่� 7.8 แต่่ด้้านรสชาติเิค็ม็

และด้้านเนื้้�อสัมัผัสัได้้คะแนนความชอบที่่� 6.5 และ 5.7 ตาม

ลำำ�ดับั การทดสอบด้้วยสเกลวัดัความพอดี ี (JAR) ในการหา

ทิศิทางเพื่่�อปรับัสูตูรได้้ข้้อมูลูดังัแสดงใน Table 2 พบว่า่ปลา

นวลจันัทร์ต์้้มซีอีิ๊๊�วได้้ค่า่ความพอดีจีากผู้้�เชี่่�ยวชาญ ในด้้านกลิ่่�น 

ด้้านรสชาติหิวาน รสชาติเิปรี้้�ยว ไม่ต่่ำำ��กว่า่ร้้อยละ 70 จึึงไม่่

ต้้องปรับัปรุงุคุณุลักัษณะนั้้ �น ขณะที่่�รสชาติเิค็ม็และเนื้้�อสัมัผัสั

มีคี่า่ความพอดีตี่ำำ��กว่า่ร้้อยละ 70 และมีคี่า่ Net effect ที่่�ร้้อยละ 

40 และ 50 ตามลำำ�ดับั ซึ่่�งมากกว่า่ร้้อยละ 20 ควรต้้องปรับัปรุงุ 

โดยปรับัรสชาติเิค็ม็ให้้น้้อยลง ทั้้ �งนี้้�ผู้้�เชี่่�ยวชาญได้้ให้้ความเห็น็

เพิ่่�มเติมิว่า่ปลาต้้มซีอีิ๊๊�วใช้เ้วลาเคี่่�ยว/ตุ๋๋�นนานการมีรีสเค็ม็มาก

ไปจะส่ง่ผลให้้กลิ่่�นรส (Flavor) ของอาหาร มีรีสชาติเิค็ม็ขึ้้�น

จมูกู (Top nose) มากเกินิไป และด้้านเนื้้�อสัมัผัสัต้้องการให้้

ก้้างปลาส่่วนแกนกลางอ่่อนนุ่่�มและเคี้้�ยวได้้ง่่ายขึ้้�น ดังันั้้ �น

แนวทางที่่�ต้้องพัฒันาต่่อประเด็น็สำำ�คัญัคืือ ต้้องปรับัลดรสชาติิ

เค็ม็ และเพิ่่�มระยะเวลาในการเคี่่�ยว
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Table 1	Liking score of braised milkfish in soy sauce 

(Basic formular)

Attribute Liking score

Appearance 8.1±0.63

Odor 7.5±0.82

Sweet 7.7±0.82

Salty 6.5±0.78

Sour 7.8±0.76

Flavor 7.5±0.82

Texture 5.7±0.67

Overall liking 7.8±0.84

Data are expressed as mean±SD (n = 10)

Table 2	The result of just about right scale (JAR) of 

braised milkfish in soy sauce (Basic formular)

Attribute

just about right scale
Net 

effect
Much 

too 

light

Too 

light

Just 

about 

right

Too 

strong

Much 

too 

strong

Odor 90% 10%

Sweet 10% 70% 20%

Salty 60% 20% 20% 40

Sour 20% 80%

Flavor 70% 30%

Texture 50% 50% 50

		  การพััฒนาสููตรระยะที่่� 2 ได้้ใช้้ระยะเวลาการต้้ม

และเคี่่�ยวปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วที่่� 15 ชั่่�วโมง จากสููตรที่่�

ใช้้ปลาทููทั่่�วไป 7 ชั่่�วโมง (พฤกษา สวาทสุุข, 2559) ทั้้�งนี้้�ปลา

นวลจัันทร์์ทะเลมีีก้้างแกนลำตััวที่่�ค่่อนข้้างแข็็งกว่่าปลาทููมาก

ต้อ้งใช้้เวลาต้้มเคี่่�ยวนานกว่า่ จึงึจะสามารถทำให้ก้้า้งนิ่่�มจนรับั

ประทานด้้วยการเคี้้�ยวได้้ เมื่่�อทดสอบทางประสาทสััมผััสดััง

แสดงใน Table 3 พบว่า่ปลานวลจันัทร์ท์ะเลต้้มซีอีิ๊๊�วทั้้�ง 3 สูตูร 

ได้ค้ะแนนความชอบด้า้นลักัษณะปรากฏ ด้า้นกลิ่่�น ด้า้นรสชาติิ

หวาน และเปรี้้�ยว ด้้านกลิ่่�นรส และเนื้้�อสััมผััสไม่่แตกต่่างกััน

อย่า่งมีีนัยัสำคััญทางสถิิติ ิ(p>0.05) แต่่คะแนนความชอบด้้าน

รสชาติิเค็็ม และความชอบโดยรวมของสููตร F1 (สููตรพื้้�นฐาน) 

ได้้คะแนนความชอบที่่� 6.8 และ 7.1 ตามลำดัับ ซึ่่�งน้้อยกว่่า

สููตร F2 และ F3 อย่่างมีีนััยสำคััญทางสถิิติิ (p<0.05) โดยที่่�

คะแนนความชอบด้้านรสชาติิเค็็มและความชอบโดยรวมของ

สููตร F2 และ F3 ไม่่แตกต่่างกัันอย่่างมีีนััยสำคััญทางสถิิติิ 

(p>0.05) ซึ่่�งคะแนนความชอบด้้านรสชาติิเค็็มของสููตร F2 

และ และ F3 มีีค่่า 8.1 และ 8.4 ตามลำดัับ และคะแนนความ

ชอบโดยรวมของสููตร F2 และ  F3 มีคี่า่ 8.1 และ 8.0 ตามลำดัับ 

Table 3	Liking score in three formulations of braised 

milkfish in soy sauce 

Attribute Liking score

F1 F2 F3

Appearance 8.2±0.63 a 8.3±0.67 a 8.2±0.67 a

Odor 7.7±0.82 a 7.8±0.63 a 7.9±0.56 a

Sweet 7.5±1.17 a 7.7±0.94 a 7.7±0.67 a

Salty 6.8±0.78b 8.1±0.73 a 8.4±0.52 a

Sour 7.6±0.84 a 7.7±1.05 a 7.7±1.25 a

Flavor 7.6±0.84 a 7.5±0.84 a 7.7±0.93 a

Texture 7.8±0.78 a 7.8±0.78 a 7.9±0.56 a

Overall liking 7.1±0.51 b 8.1±0.66 a 8.0±0.81 a

F1 means 20 g of salt; F2 means 15 g of salt; F3 means 10 g of 

salt. Within a row, the average values with different letters are 

significantly different (p<0.05). The values are expressed as 

mean±SD (n=10).

Table 4	The result of just about right scale (JAR) in three 

formulations of braised milkfish in soy sauce

Attribute

just about right scale
Net 

effect
Much 

too 

light

Too 

light

Just 

about 

right

Too 

strong

Much 

too 

strong

Odor

F1     90% 10%    

F2 90% 10%

F3   20% 80%      

Sweet

F1   10% 70% 20%    

F2 10% 70% 20%

F3   10% 70% 20%  

Salty

F1     60% 10% 30% 20

F2 70% 20% 10%

F3   10% 80% 10%    

Sour

F1   20% 80%      

F2 10% 90%

F3     100%      

Flavor

F1     70% 30%    

F2 80% 20%

F3   10% 80% 10%    

Texture

F1 100%

F2 90% 10%

F3   10% 80% 10%    
F1 means 20 g of salt; F2 means 15 g of salt; F3 means 10 g of 

salt. 
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		  การทดสอบด้้วยสเกลวััดความพอดีี (JAR) ทั้้�ง

สููตร F2 และ F3 มีีค่่าความพอดีีโดยไม่่ต้้องปรัับสููตรครบทุุก

ด้้าน (ด้้านกลิ่่�น ด้้านรสชาติิหวาน เค็็ม และเปรี้้�ยว ด้้านกลิ่่�น

รส และเนื้้�อสััมผัสั) ดังัแสดงใน Table 4 ดังันั้้�นเมื่่�อพิิจารณาค่่า

คะแนนความชอบร่ว่มกับัค่า่ความพอดี ีผู้้�วิจิัยัคัดัเลือืกสูตูร F3 

ซึ่่�งมีีคะแนนความชอบโดยรวมที่่� 8.0 (ระดัับชอบมาก) และมีี

ความเค็็มน้้อยที่่�สุุดเป็็นตำรัับมาตรฐาน เพื่่�อลดปริิมาณเกลืือ

ในการปรุงุรสอาหารซึ่่�งจะส่ง่ผลให้ล้ดปริมิาณโซเดียีมในอาหาร

ด้้วย

		  (1.3) ทดสอบคุุณสมบััติิทางเคมีีกายภาพ 

(Physicochemical properties) จากตำรับัมาตรฐานที่่�พัฒันาได้ ้

แยกระหว่า่งส่ว่นของเนื้้�อปลาต้ม้ซีอีิ๊๊�ว และส่ว่นของน้้ำต้ม้ซีอีิ๊๊�ว 

(ของเหลว) พบว่่าส่่วนของเนื้้�อปลาต้้มซีีอิ๊๊�วมีค่่าความชื้้�น 

(Moisture content) ร้้อยละ 59.59 น้้อยกว่่าความชื้้�นของเนื้้�อ

ปลาที่่�นึ่่�งสุุกอย่่างมีีนััยสำคััญทางสถิิติิ (p<0.05) ด้้านค่่าสีีพบ

ว่่าเนื้้�อปลาต้้มซีีอิ๊๊�วมีีค่่าความสว่่าง L* เท่่ากัับ 38.47 ค่่าสีีแดง 

a* เท่่ากัับ 6.08 และค่่าสีีเหลืือง b* เท่่ากัับ 14.58 เมื่่�อเปรีียบ

เทียีบกับัเนื้้�อปลาที่่�นึ่่�งสุกุมีคี่า่ความสว่า่ง (L*) น้อ้ยกว่า่ ในขณะ

ที่่�มีีค่่าความเป็็นสีีแดง (a*) และค่่าความเป็็นสีีเหลืือง (b*) 

มากกว่่าอย่่างมีีนััยสำคััญทางสถิิติิ (p<0.05) คุุณลัักษณะด้้าน

เนื้้�อสััมผััสปลาต้้มซีีอิ๊๊�วมีค่่าที่่�บ่งบอกความแข็็ง (Hardness) 

เท่่ากับั 110.47 N ค่า่การยึดึเกาะ (Cohesiveness) และค่า่การ

ยึึดติิด (Adhesiveness) เท่่ากัับ 0.41 และ 1.37 ตามลำดัับ

ค่่าความยืืดหยุ่่�น (Springiness) เท่่ากัับ 0.58 ค่่าความเหนีียว

เป็็นยาง (Gumminess) และความเหนีียว (Ch ewiness) 

เท่่ากัับ 50.87 และ 29.03 ตามลำดัับ เมื่่�อเปรีียบเทีียบกัับเนื้้�อ

ปลาที่่�นึ่่�งสุุกแล้้วจะมีีค่่ามากกว่่าอย่่างมีีนััยสำคััญทางสถิิติิ 

(p<0.05) จึึงบ่่งชี้้�ถึึงการใช้้แรงในการเคี้้�ยวที่่�มากกว่่าโดยเฉพาะ

ค่่าที่่�บ่่งบอกความแข็็ง (Hardness) ของชิ้้�นเนื้้�อปลาดัังแสดงใน 

Table 5

		  ปลานวลจันัทร์ท์ะเลต้ม้ซีอีิ๊๊�วส่ว่นที่่�เป็น็ของเหลว

แสดงค่่าสีีที่่�มีีค่่าความสว่่าง L* เท่่ากัับ 21.83 ค่่าสีีแดง a* 

เท่่ากัับ 1.16 และค่่าสีีเหลืือง b* เท่่ากัับ 0.79 มีีค่่าความหนืืด

เท่า่กับั 6.90 cP ค่า่ pH เท่า่กับั 5.01 ค่า่ความเค็ม็ร้อ้ยละ 25.8 

และค่่าความหวาน 29.0 ˚Brix ดัังแสดงใน Table 6 

Table 5	Physicochemical properties of braised milkfish 

and steam milkfish

Characteristics
Braised Milkfish in 

soy sauce

Steamed 

Milkfish

 Moisture content 

(%)

59.59±0.61b 70.87±0.59a

Color

L* 38.47±2.32b 75.77±1.51a

a* 6.08±0.45a 5.59±0.54b

b* 14.58±1.91a 7.59±0.29b

Texture profiles

Hardness (N) 110.47±8.07a 75.02±0.95b

Adhesiveness 

(N.sec)

1.37±0.14 a 0.03±0.00 b

Cohesiveness 0.41±0.02a 0.19±0.01b

Springiness 0.58±0.04a 0.46±0.01b

Gumminess (N) 50.87±2.36a 17.87±0.49b 

Chewiness (N) 29.03±2.74a 9.20±0.68b

Resilience 0.15±0.02a 0.07±0.01b

Data are expressed as mean±SD. (n = 6 for moisture content;

n = 8 for color; n = 8 for texture profiles), Values with the different 

superscripts in each row are significantly different (p< 0.05).

Table 6	Physicochemical properties of soy sauce

Characteristics Soy Sauce

Color

L* 21.83±0.02

a* 1.16±0.03

b* 0.79±0.03

Viscosity, cP 6.90±0.21

pH 5.01±0.02

Salinity, % 25.8±0.82

˚Brix 29.0±0.45

Data are expressed as mean±SD (n =15 for color; n =5 for viscosity)

		  ในการทดลองนี้้�พบว่่าเมื่่�อใช้้ความร้้อนต้มปลา

ให้้เดืือด 100 องศาเซลเซีียส จากนั้้�นทำการเคี่่�ยวปลา

นวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วต่่อไปด้้วยไฟอ่่อนที่่�อุุณหภููมิิโดยรวม

ไม่่เกิิน 70 องศาเซลเซีียส ในระยะเวลา 15 ชั่่�วโมง ส่่งผลต่่อ

การเปลี่่�ยนแปลงคุณุสมบัตัิทิางเคมีกีายภาพ และคุณุลักัษณะ

ทางประสาทสััมผััสของปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วอย่่างมีีนััย

สำคััญทางสถิิติิ (p<0.05) โดยเฉพาะเมื่่�อเปรีียบเทีียบกัับปลา
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ที่่�ใช้้ความร้้อนด้้วยการนึ่่�งให้้สุุกภายใน 15 นาทีี โดยปลาจะ

เสีียคุุณสมบััติิการอุ้้�มน้้ำทำให้้มีีความชื้้�นในเนื้้�อปลาลดลง 

ทำให้้มีีค่่า Hardness สููงขึ้้�น สาเหตุุเกิิดจากในระหว่่างการ

ประกอบอาหารให้้สุุกด้้วยการต้้มและเคี่่�ยวเป็็นการใช้้ความ

ร้้อนในระยะเวลานานจะทำให้้พัันธะไฮโดรเจนระหว่่างสาย

พอลิิเพปไทด์์ถููกทำลาย ดัังนั้้�นโปรตีีนในเนื้้�อปลาจะเกิิดการ

สูญูเสียีสภาพธรรมชาติิด้ว้ยความร้้อน (Thermal denaturation) 

เนื่่�องจากโปรตีีนไมโอซิิน (Myosin) ในเส้้นใยกล้้ามเนื้้�อ 

(Myofibril) ของปลาเกิดิการคลายตัวั และตกตะกอนทำให้เ้นื้้�อ

มีสีีแีละเนื้้�อสัมัผัสัที่่�เปลี่่�ยนไปแบบผันักลัับไม่ไ่ด้ ้(Irreversible) 

หากการหุุงต้้มใช้้อุุณหภููมิิยิ่่�งสููงมากจะยิ่่�งทำลายโครงสร้้าง

โปรตีนีให้เ้สียีหายได้ม้าก เมื่่�อโปรตีนีถูกูทำลายด้ว้ยความร้อ้น

จนเกิิดการเปลี่่�ยนแปลงโครงสร้้างจะสููญเสีียคุุณสมบััติิการ

อุ้้�มน้้ำ และจับัตัวักันัเหนียีวแน่น่มากขึ้้�น ส่ง่ผลให้เ้นื้้�อสัมัผัสัแข็ง็

หรืือเหนีียวมากขึ้้�น เช่่นเดีียวกัับรายงานของ Zhang et al. 

(2021) พบว่า่อุณุหภูมูิสิ่ง่ผลให้เ้กิดิการเปลี่่�ยนแปลงคุณุสมบัตัิิ

ทางเคมีีกายภาพของปลาอย่่างเห็็นได้้ชััด โดยส่่งผลต่่อ 

การเปลี่่�ยนแปลงของสีี เนื้้�อสััมผััส และส่่งผลต่่อคุุณค่่าทาง

โภชนาการด้ว้ย โดยอุณุหภูมูิทิี่่�สูงูขึ้้�นตั้้�งแต่ ่40 องศาเซลเซียีส 

สามารถเปลี่่�ยนแปลงโครงสร้้างของโปรตีีนไมโอซิิน (Myosin) 

และคอลลาเจน (Collagen) ได้้ และอุุณหภููมิิที่่�สููงขึ้้�นตั้้�งแต่่ 72 

องศาเซลเซีียส จะเปลี่่�ยนแปลงโครงสร้้างโปรตีีนแอกทิิน 

(Actin) ได้้ ด้้านค่่าสีีของปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วทั้้�งส่่วน

ของเนื้้�อปลาและส่่วนของเหลว มีีค่่าความสว่่าง (L*) น้้อยมาก 

เกิิดจากโปรตีีนที่่�ตกตะกอนด้้วยความร้้อน ด้้านค่่าสีีแดง (a*) 

และค่่าสีีเหลืือง (b*) มีีค่่าสููงจากส่่วนผสมทั้้�งสีีของซีีอิ๊๊�วดำและ

น้้ำตาลที่่�ถูกูเคี่่�ยวด้ว้ยความร้อ้น เมื่่�อใช้เ้วลาเคี่่�ยวนานขึ้้�นส่ว่น

ผสมของน้้ำตาลถููกดูดูซึมึเข้้าเนื้้�อปลามากขึ้้�นสีจีะเข้้มขึ้้�น ร่ว่ม

กัับปฏิิกิิริิยาเมลลาร์์ด (Maillard reaction) ที่่�เกิิดขึ้้�นระหว่่าง

กรดอะมิิโน (Amino acid) และน้้ำตาลรีีดิวิซ์ (Reducing sugar) 

ในเนื้้�อปลา (พฤกษา สวาทสุุข, 2559; Bindu et al., 2007)

	 2. 	 การประเมิินคุุณภาพทางประสาทสััมผััส

ตำรัับมาตรฐานปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�ว 

		  ปลานวลจันัทร์ต์้ม้ซีอีิ๊๊�วได้ค้ะแนนความชอบโดย

รวมระดัับชอบมากที่่� 8.0 เช่่นเดีียวกัับคะแนนความชอบด้้าน

ลัักษณะปรากฏโดยรวม กลิ่่�น รสชาติิ กลิ่่�นรส ขณะเคี้้�ยวและ

กลืืนที่่�ระดัับชอบมาก (8 คะแนนขึ้้�นไป) ในขณะที่่�ด้านเนื้้�อ

สััมผััสได้้รัับคะแนนระดัับชอบปานกลางที่่� 7.6 ดัังแสดงใน 

Table 7 ทั้้�งนี้้�ผู้้�ทดสอบชิิมให้้ข้อ้มูลูเพิ่่�มเติิมว่า่เนื้้�อปลาค่่อนข้าง

แน่่นเนื้้�อมากจึึงต้้องใช้้แรงเคี้้�ยว และก้้างแกนลำตััวของปลา

นวลจัันทร์์ทะเลค่่อนข้้างแข็็งแต่่ก็็อยู่่�ในเกณฑ์์ที่่�ยอมรัับได้้

เพราะเนื้้�อปลามีีรสชาติิดี ีสอดคล้อ้งกับัค่า่ Hardness ของเนื้้�อ

ปลาต้้มซีีอิ๊๊�วที่่�สููงถึึง 110.47 N ต่่างจากปลาทููต้้มเค็็มหรืือต้้ม

ซีีอิ๊๊�วที่่�ต้้มนาน 7 ชั่่�วโมง มีีค่่า Hardness เท่่ากัับ 1.54 N 

(156.53 gram force) (พฤกษา สวาทสุุข, 2559) อย่่างไรก็ต็าม

คุณุลัักษณะทางเคมีีกายภาพของปลานวลจัันทร์์ทะเลที่่�มีความ

แน่่นเนื้้�อโดยเฉพาะค่่า Hardness และค่่า Gumminess และมีี

หนัังปลาที่่�หนาและเหนีียว เป็็นปััจจัยสนัับสนุุนในการนำไป

ประกอบอาหารประเภทเคี่่�ยวตุ๋๋�นได้้ดีี การมีีหนัังปลาหนาและ

เหนีียวจะช่่วยพยุุงรููปร่่างชิ้้�นอาหารไม่่ให้้เป่ื่�อยยุ่่�ยได้้ง่่าย  

อีีกทั้้�งหนัังปลาจะมีีโปรตีีนคอลลาเจน (Chansomboon & 

Chankajornkul, 2023) และจะถููกเปลี่่�ยนเป็็นเจลาติินเมื่่�อใช้้

เวลาเคี่่�ยวตุ๋๋�นนานจะสนัับสนุุนให้้ลดความกระด้้างของเนื้้�อ

สััมผััสขณะเคี้้�ยวได้้ดีี ดัังนั้้�นเมื่่�อประกอบอาหารรายการปลา

นวลจัันทร์์ต้้มซีีอิ๊๊�วตามตำรัับมาตรฐานที่่�พััฒนาได้้ จึึงได้้

ผลิิตภััณฑ์์ที่่�มีีคุุณลัักษณะที่่�ดีีเป็็นที่่�ยอมรัับ

Table 7 	Liking score of braised milkfish in soy sauce.

Characteristics Liking score

Appearance 8.7±0.66

Odor 8.4±0.88

taste 8.6±0.55

Flavor 8.3±0.70

Texture 7.6±0.70

Overall liking 8.0±0.78
Data are expressed as mean±SD (n = 10)

	 3. 	 การประเมิินคุุณค่่าทางโภชนาการของ

ผลิิตภัณัฑ์แ์ต่่ละตำรัับที่่�พััฒนาได้้ ตามรููปแบบของฉลาก

โภชนาการไทย

		ผ  ลการประเมิินคุุณค่่าทางโภชนาการ รายงาน

ปริิมาณสารอาหารใน 100 กรััม ดัังแสดงใน Table 8  

พบว่่าปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วให้้พลัังงานทั้้�งหมดเพีียง 

144.70 กิิโลแคลอรีี ให้้โปรตีีนสููงถึึง 16.45 กรััม ไขมัันและ

คอเลสเตอรอลต่ำ่ มีแีร่ธ่าตุเุหล็ก็ 1.10 มิลิลิกิรัมั และแคลเซีียม

สููงถึึง 309.95 มิิลลิิกรััม แต่่มีีข้้อควรระวัังเรื่่�องโซเดีียมที่่�อยู่่� 

644.81 มิิลลิิกรััม ทั้้�งนี้้�เมื่่�อปริิมาณเสิิร์์ฟที่่� 125 กรััม จะมีี

ปริิมาณสารอาหารคิิดเทีียบปริิมาณแนะนำให้้บริิโภคต่่อวััน

สำหรับัคนไทยอายุตุั้้�งแต่ ่6 ปี ีขึ้้�นไป (Thai RDI) (กรอบข้อ้มูลู

โภชนาการ) ดัังนี้้� พลัังงานทั้้�งหมด 190 กิิโลแคลอรีี (พลัังงาน

จากไขมััน 20 กิโิลแคลลอรีี) ไขมัันทั้้�งหมดร้อยละ 4 เป็็นไขมััน

อิ่่�มตััวร้้อยละ 5 คอเลสเตอรอลร้้อยละ 37 โปรตีีน 21 กรััม 

คาร์์โบไฮเดรตร้้อยละ 7 ใยอาหารร้้อยละ 4 น้้ำตาล 17 กรััม 

โซเดีียมร้้อยละ 40 วิิตามิินเอร้้อยละ 6 วิิตามิินบีีหนึ่่�งร้้อยละ4 
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เหล็็กร้้อยละ 10 และแคลเซีียมร้้อยละ 50 มีีข้้อควรระวัังคืือ

โซเดีียมสููงที่่�ร้้อยละ 40 และคอเลสเตอรอลร้้อยละ 37  

กล่า่วได้ว้่า่รายการอาหารจากปลานวลจันัทร์ท์ะเลมีคีุณุค่า่ทาง

โภชนาการสูงูเป็น็แหล่ง่โปรตีนีที่่�ดี ีมีไีขมันัต่ำ่ หากรับัประทาน

ได้ท้ั้้�งตัวัทั้้�งก้า้งจะได้ร้ับัแคลเซีียมในปริมิาณมาก แต่ต้่้องระวังั

ปริิมาณโซเดีียมเนื่่�องจากเป็็นอาหารทะเลจึึงมีีเกลืือโซเดีียม

โดยธรรมชาติิสููง สอดคล้้องกัับ Malle et al. (2019) รายงาน

คุุณค่่าทางอาหารของปลานวลจัันทร์์ (Chanos Chanos, 

Forskal) (Pangkep) ในประเทศอินโดนีีเซีีย ว่่ามีีแคลเซีียม 

54.92 ./100. โพแทสเซีียม 320.01 ./100. แมกนีีเซีียม  

39.97 ./100. วิิตามีีนบีีสิิบสอง 3.81 ./100. โดยมีีโปรตีีน  

22 ./100. ไขมัันต่่ำเพีียง 3.0 ./100. จากคุุณค่่าโภชนาการที่่�ดีีนี้้�

จะส่่งเสริิมให้้ตำรัับปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วเป็็นที่่�พึึงพอใจ

ของผู้้�บริโิภค สามารถต่อยอดในการสร้า้งมูลูค่า่ของผลิตภัณัฑ์์ 

ดัังรายงานของ จิิราพร วีีณุุตตรานนท์์ และคณะ (2566) ว่่า 

ผู้้�บริิโภคส่่วนใหญ่่จะให้้ความสนใจต่อข้้อมููลด้้านคุณค่่าทาง

โภชนาการของอาหารในรูปแบบของฉลากโภชนาการ ซึ่่�ง 

ผู้้�ผลิิตอาหารใช้้ฉลากเป็็นข้้อมููลในการโฆษณาผลิิตภััณฑ์์  

ทั้้�งหน่่วยงานภาครััฐใช้้ในการติิดตามตรวจสอบคุุณภาพอาหาร

เพื่่�อความปลอดภััยของผู้้�บริิโภค อีีกทั้้�งผู้้�บริิโภคในยุุคปััจจุุบััน

เลืือกรับัประทานโดยพิจิารณาจากฉลากที่่�มีกีารระบุวุันั/เดือืน/ปีี 

ที่่�ผลิิตชััดเจน มีีเครื่่�องหมายรัับรองคุุณภาพ และมาตรฐาน

สากลตามข้้อกำหนดของกระทรวงสาธารณสุุขเพื่่�อความ

ปลอดภััยด้้านสุุขภาพ

Table 8	The nutrition facts of braised milkfish in soy sauce.

Nutrition Facts 100 g. of sample

Total energy, Kcal 144.70

Energy form fat, Kcal 16.38

Total fat, gm. 1.82

Saturated fat, gm 0.73

Cholesterol, mg 87.09

Protein (factor 6.25), gm 16.45

Total carbohydrate, gm 15.63

Fiber, gm 0.86

Sugars, gm 13.61

Sodium, mg 644.81

Vitamin A, mcg RAE 40.24

Vitamin B1, mg 0.053

Vitamin B2, mg Less than 0.020

Calcium, mg 309.95 

Iron, mg 1.10

Ash, gm 3.45

Moisture, gm 62.65

สรุุปผลการวิิจััย 
	 ปลานวลจัันทร์์ทะเลที่่�มีขนาดเล็็กไม่่สามารถถอดก้าง

ก่อ่นนำมาประกอบอาหารได้เ้หมาะสมต่อ่การประกอบอาหาร

รายการปลานวลจัันทร์์ทะเลต้้มซีีอิ๊๊�ว โดยตำรัับมาตรฐานที่่�

พััฒนาขึ้้�น เป็็นที่่�ยอมรัับของผู้้�บริิโภคได้้คะแนนความชอบ 

โดยรวม ระดัับชอบมาก ด้้านข้้อมููลตามฉลากโภชนาการปลา

นวลจัันทร์์ทะเลต้้มซีีอิ๊๊�วขนาดรัับประทาน 125 กรััม (ปลา 

1 ตััว) ให้้พลัังงานทั้้�งหมด 190 กิิโลแคลอรีี ให้้โปรตีีนสูงถึึง  

21 กรััม แร่่ธาตุุเหล็็กร้้อยละ 10 โดยเฉพาะอย่่างยิ่่�งแคลเซีียม

สููงถึึงร้้อยละ 50 แต่่มีีข้้อควรระวัังเรื่่�องโซเดีียมร้้อยละ 40  

และคอเลสเตอรอลร้้อยละ 37 อย่่างไรก็็ตามรายการอาหารนี้้� 

ให้พ้ลัังงานต่ำ ไขมัันต่ำ อุดุมไปด้้วยโปรตีีน และมีีแคลเซีียมสููง 

จัดัเป็น็รายการอาหารทางเลือืกจากการใช้ป้ลานวลจันัทร์เ์ป็น็

วััตถุุดิิบ

กิิตติิกรรมประกาศ 
	 งานวิิจััยนี้้�ได้้รัับทุุนสนัับสนุุนจากวิิทยาลััยดุุสิิตธานีี 

และได้้รัับการสนัับสนุุนวััตถุุดิิบจากศููนย์์วิิจััยและพััฒนาการ

เพาะเลี้้�ยงสััตว์์น้้ำชายฝ่ั่�งเพชรบุุรีี ผู้้�วิิจััยขอขอบคุุณมา ณ 

โอกาสนี้้�
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บทคัดย่่อ 
การที่ำลายพื่่น้ที่่�ป่า่ชายเลนในป่ระเที่ศไที่ย สง่ผ่ลกระที่บที่ำใหค้วามีหลากหลายที่างชว่ภาพื่ลดลง รวมีถึงึสตั่วอ์ยา่งป่น่ำ้เคม็ีอา่ว

คุ้งกระเบน จังหวัดจันที่บุร่ เป่็นหนึ�งในพื่่้นที่่�ที่่�มี่การจัดที่ำโครงการป่ล่กป่่าชายเลน และการศึกษาความีหลากชนิดของป่่น้ำเค็มี

ในบริเวณดังกล่าวสามีารถึใช้เป่็นต่ัวช่้วัดถึึงความีสำเร็จของโครงการได้ โดยการจำแนกชนิดป่่น้ำเค็มีในป่่จจุบันมี่การใช้ข้อมี่ล

ที่างพื่นัธกุรรมีรว่มีกบัลกัษณะที่างสณัฐาน เพ่ื่�อใหไ้ดข้อ้มีล่ที่่�มีค่วามีถึก่ต่อ้งแมีน่ยำมีากยิ�งขึน้ เน่�องจากป่บ่างชนดิมีล่กัษณะที่าง

สัณฐานที่่�คล้ายคลึงกัน การวิจัยน่้มี่วัต่ถึุป่ระสงค์เพ่ื่�อศึกษาการใช้ด่เอ็นเอบาร์โค้ดมีาระบุชนิดป่่น้ำเค็มีในบริเวณป่่าชายเลนที่่�มี่

การฟื้้�นฟื้่อ่าวคุ้งกระเบน จังหวัดจันที่บุร่ โดยการวิเคราะห์ลำดับนิวคล่โอไที่ด์ของย่น Cytochrome oxidase subunit I (COI) ใน

ดเ่อน็เอของไมีโที่คอนเดรย่ เพื่่�อระบชุนดิป่น่ำ้เคม็ีจำนวน 58 ต่วัอยา่ง ผ่ลการวจิยัพื่บวา่สามีารถึเพื่ิ�มีป่รมิีาณดเ่อน็เอในสว่นของ

ยน่ COI โดยเที่คนคิ PCR และไดข้อ้มีล่ลำดบันวิคลโ่อไที่ดข์องป่น่ำ้เคม็ีที่กุต่วัอยา่ง เมี่�อเป่รย่บเที่ย่บขอ้มีล่พื่นัธกุรรมีของต่วัอยา่ง

ป่่กับข้อมี่ลรหัสพื่ันธุกรรมีในฐานข้อมี่ลพื่ันธุกรรมี GenBank พื่บว่า สามีารถึระบุชนิดป่่ได้จำนวน 11 ชนิด โดย 10 ชนิด มี่ค่า

ความีคล้ายคลึงที่างพื่ันธุกรรมีส่งถึึง 97.26% – 100% ได้แก่ ป่่ขาว (Scylla paramamosain) ป่่มี่วง (S. tranquebarica) ป่่ดำ 

(S. olivacea) ป่่มี้า (Portunus pelagicus) ป่่หินก้ามีฟื้้า (Thalamita crenata) ป่่กะต่อยแดง (Charybdis affinis) ป่่ก้ามีหัก 

(Venitus latreillei) ป่่ใบ้ก้ามีโต่ (Myomenippe hardwickii) ป่่แป่้น (Varuna yui) และป่่เสฉวนขาฟื้้า (Clibanarius longitarsus) 

ส่วนอ่ก 1 ชนิด ค่อป่่เป่้ใบไมี้ (Neodorippe callida) ไมี่พื่บข้อมี่ลลำดับนิวคล่โอไที่ด์ของย่น COI ในฐานข้อมี่ล ความีหลากชนิด

ของป่น่ำ้เคม็ีในพื่่น้ที่่�ป่า่ชายเลนที่่�มีก่ารฟื้้�นฟื้ข่องอา่วคุง้กระเบนที่่�พื่บในการศกึษาครัง้น่ ้จำนวน 11 ชนดินัน้ มีค่วามีใกลเ้ค่ยงกบั

จำนวนชนิดป่่ท่ี่�พื่บในพ้่ื่นท่ี่�ป่่าชายเลนธรรมีชาต่ิของอ่าวคุ้งกระเบนที่่�พื่บจำนวน 13 ชนิด และป่่ที่ะเลในสกุล Scylla ซึ�งเป่็นป่่

เศรษฐกิจ พื่บในการศึกษาครั้งน่้จำนวน 3 ชนิด จากที่่�เคยมี่รายงานพื่บเพื่่ยง 1 ชนิด จากผ่ลการวิจัยสรุป่ได้ว่า ด่เอ็นเอบาร์โค้ด

ชว่ยเพื่ิ�มีความีเช่�อมีั�นในการระบชุนดิป่น่ำ้เคม็ีไดเ้ป่น็อยา่งด ่ความีหลากชนดิของป่ใ่นพื่่น้ที่่�ป่า่ชายเลนฟื้้�นฟื้ท่ี่่�มีใ่กลเ้คย่งกบัพื่่น้ที่่�

ธรรมีชาต่ ิเป่น็สิ�งที่่�บง่บอกถึึงความีอดุมีสมีบร่ณข์องพื่่น้ที่่�ป่า่ชายเลนป่ลก่บรเิวณอา่วคุ้งกระเบน จงัหวดัจนัที่บรุ ่ผ่ลที่่�ไดจ้ากการ

ศึกษาน่้สามีารถึนำไป่ใช้เป่็นข้อมี่ลพื่่้นฐานในการต่ิดต่ามีความีสำเร็จของการฟื้้�นฟื้่ป่่าชายเลนและความีหลากหลายที่างช่วภาพื่ 

ซึ�งจะเป่็นแนวที่างสำคัญในการวางแผ่นอนุรักษ์และจัดการที่รัพื่ยากรป่่ให้เกิดความียั�งย่น

คำสำคัญ: ด่เอ็นเอบาร์โค้ด, การระบุชนิด, ป่่น้ำเค็มี, ป่่าชายเลนที่่�มี่การฟื้้�นฟื้่, อ่าวคุ้งกระเบน

Abstract
The problem of mangrove forest destruction has led to a decline of biodiversity in Thailand, including animals such 

as marine crabs. Kung Krabaen Bay in Chanthaburi Province is one of the areas where a mangrove reforestation 

project has been implemented. The study of marine crab species diversity in this area can be used as an indicator of 
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the project’s success. Currently, the identification of marine crab species uses genetic data in conjunction with 

morphological characteristics to obtain more accurate information, as some species exhibit similar morphological traits. 

This study aimed to study the species identification of marine crabs in reforested mangrove at Kung Krabaen Bay, 

Chanthaburi Province, using DNA barcodes. Fifty-eight samples of marine crab were species identified by analyzing 

the nucleotide sequence of the Cytochrome oxidase I (COI) gene on mitochondrial DNA. All 58 marine crabs were 

successfully PCR amplified and sequenced. The identity of all sequences was determined by comparing them with 

the GenBank genetic database. The results found that 11 species were identified. Ten species showed a high genetic 

similarity of 97.26% – 100%, including Scylla paramamosain, S. tranquebarica, S. olivacea, Portunus pelagicus, 

Thalamita crenata, Charybdis affinis, Venitus latreillei, Myomenippe hardwickii, Varuna yui and Clibanarius longitarsus. 

However, the remaining species, Neodorippe callida, did not have a nucleotide sequence of the COI gene in the 

GenBank database. The diversity of marine crab species in the reforested mangrove area of Kung Krabaen Bay, which 

comprised 11 species, was close to the 13 species found in the natural mangrove area of the bay. Three economically 

important crab species in the genus Scylla were identified, as opposed to only one species previously reported. DNA 

barcoding significantly increases the confidence in identifying marine crab species. The diversity of crab species in the 

reforested mangrove, which is close to the natural areas, indicates the abundance of the planted mangrove forest area 

in Kung Krabaen Bay, Chanthaburi Province. The results of this study can be used as basic data to monitor the success 

of mangrove reforestation and biodiversity, which will lead to planning for conservation and sustainable management 

of crab resources. 

Keywords: DNA barcodes, species identification, marine crabs, reforested mangrove, Kung Krabaen Bay

บทนำ
ป่่าชายเลนเป็็นระบบนิิเวศท่ี่�มีีความสำคััญต่่อการดำรงชีีวิิต

ของสิ่่�งมีีชีีวิตในทะเลและชายฝ่ั่�ง โดยเป็็นแหล่่งท่ี่�อยู่่�อาศััย 

แหล่่งอนุุบาลสััตว์์น้้ำ ทำหน้้าที่่�ในการป้้องกัันการกััดเซาะ

ชายฝั่่�ง รวมไปถึึงการสะสมคาร์์บอนในดิิน เพ่ื่�อป้้องกัันการ

เปลี่่�ยนแปลงสภาพภููมิอากาศ (กรมทรัพยากรทางทะเลและ

ชายฝั่่�ง, 2556) อย่่างไรก็็ตาม ในหลายทศวรรษที่่�ผ่่านมา ป่่า

ชายเลนในหลายพื้้�นท่ี่�ของประเทศไทยถููกทำลายลงมากจาก

กิิจกรรมต่่างๆ ของมนุุษย์์ ซึ่่�งรวมไปถึึงป่่าชายเลนในบริิเวณ

อ่า่วคุ้้�งกระเบน จังัหวัดัจันัทบุรุีี ที่่�ถููกเปลี่่�ยนแปลงไปเป็น็พื้้�นที่่�

เพาะเลี้้�ยงสััตว์์น้้ำ นากุ้้�ง และการสร้้างท่่าเรืือ (Department of 

Marine and Coastal Resources, 2013) ซึ่่�งกิิจกรรมเหล่่านี้้�

ส่่งผลกระทบต่่อจำนวนสััตว์์น้้ำท่ี่�อาศััยอยู่่�ในบริิเวณดัังกล่่าว 

โดยเฉพาะปููน้ำเค็็ม (marine crabs) ที่่�มีีบทบาทสำคััญต่อ่การ

ควบคุุมระบบนิิเวศและห่่วงโซ่่อาหารในป่่าชายเลน (Gao & 

Lee, 2022) อีีกทั้้�งมีีความสำคััญในแง่่เศรษฐกิิจสำหรัับชุุมชน

ท้อ้งถิ่่�น โดยปููน้ำเค็ม็หลายชนิดิ ได้้แก่ ่ปููม้า้ และปููทะเลในสกุุล 

Scylla เป็็นปููเศรษฐกิิจที่่�มีีความสำคััญต่่อการทำประมงปููใน

พื้้�นที่่�อ่่าวคุ้้�งกระเบน 

	อ่ ่าวคุ้้�งกระเบน จัังหวััดจัันทบุุรีี เป็็นหนึ่่�งในพื้้�นที่่�ที่่�มีี

การดำเนิินโครงการฟื้้�นฟููป่่าชายเลนอย่่างต่่อเน่ื่�อง โดยศููนย์์

ศึึกษาการพััฒนาอ่่าวคุ้้�งกระเบน ร่่วมกับสำนัักงานประมง

จัังหวััด และชุุมชนอ่่าวคุ้้�งกระเบน จััดทำโครงการปลููกป่่าชาย

เลนเพื่่�อฟื้้�นฟููระบบนิิเวศและแหล่่งที่่�อยู่่�อาศััยให้้กัับสััตว์์น้้ำ 

(Kung Krabaen Bay Royal Development Study, 2020;  

ชุุตาภา คุุณสุุข และคณะ, 2565) และเพื่่�อประเมิินผลกระทบ

และความสำเร็็จของโครงการ จึึงควรมีีการศึึกษาความหลาก

ชนิิดของปููน้้ำเค็็ม ซึ่่�งเป็็นสััตว์์เศรษฐกิิจในพื้้�นที่่�ดัังกล่่าว ผลที่่�

ได้้สามารถใช้้เป็็นข้้อมููลพื้้�นฐานในการอนุุรัักษ์์และการจััดการ

ทรััพยากรธรรมชาติิอย่่างยั่่�งยืืน อย่่างไรก็็ตาม การระบุุชนิิดปูู

น้้ำเค็็มโดยใช้้ข้้อมููลจากลัักษณะทางสััณฐานเพีียงอย่่างเดีียว

อาจไม่่เพีียงพอ เน่ื่�องจากปููน้ำเค็็มหลายชนิิด มีีลัักษณะทาง

สััณฐานที่่�คล้้ายคลึึงกััน เช่่น ปููทะเลในสกุุล Scylla ปููก้้ามหััก

ในสกุุล Venitus และปููแป้้นในสกุุล Varuna เป็็นต้้น ซึ่่�งอาจ

ทำให้เ้กิดิความสับัสนในการระบุชุนิดิ เทคนิคิดีีเอ็น็เอบาร์โ์ค้ด้ 

(DNA Barcodes) จึงึเข้้ามามีีบทบาทสำคััญในการระบุุชนิิดสิ่่�ง

มีีชีีวิติ โดยใช้้การวิเิคราะห์์ลำดับันิวิคลีีโอไทด์ของยีีนที่่�จำเพาะ

เจาะจง โดยในสัตัว์ม์ักัใช้ส้่ว่นของยีีนไซโตโครม ออกซิเิดส วันั 

(Cytochrome oxidase I; COI) ซึ่่�งพบว่่ามีีศักัยภาพในการระบุุ

ชนิิดสิ่่�งมีีชีีวิิต เนื่่�องจากลำดัับนิิวคลีีโอไทด์์ในส่่วนนี้้�มีีลัักษณะ

เป็็นเอกลัักษณ์์เฉพาะในสิ่่�งมีีชีีวิิตชนิิดเดีียวกััน และแตกต่่าง

จากสิ่่�งมีีชีีวิิตชนิิดอื่่�นๆ อย่่างชััดเจน (Hebert et al., 2003) 

	ดั งนั้้�น วัตัถุประสงค์์ในการศึึกษาครั้้�งนี้้� เพื่่�อศึึกษาการ

ใช้้ดีีเอ็็นเอบาร์์โค้้ดในการระบุุชนิิดปููน้้ำเค็็มในบริิเวณป่่าชาย
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เลนที่่�มีีการฟื้้�นฟููอ่่าวคุ้้�งกระเบน จัังหวััดจัันทบุุรีี โดยผลที่่�คาด

ว่่าจะได้้รัับคืือ ข้้อมููลความหลากชนิิดของปููน้ำเค็็มในพื้้�นที่่�ดััง

กล่่าว ซึ่่�งจะช่่วยสนัับสนุุนการอนุุรัักษ์์และจััดการทรัพยากร

ทางทะเลอย่่างยั่่�งยืืน ทั้้�งยัังมีีประโยชน์ต์่อ่การฟื้้�นฟููระบบนิเิวศ

ชายฝั่่�งในอนาคต และช่่วยเสริิมสร้้างองค์์ความรู้้�ในการนำ

เทคนิิคดีีเอ็็นเอบาร์์โค้้ด มาใช้้ในการศึึกษาความหลากหลาย

ทางชีีวภาพในระบบนิิเวศชายฝั่่�ง

วิิธีีการศึึกษา
	 1. 	 การเก็็บรวบรวมตััวอย่่าง

		  เก็บ็ตัวัอย่า่งในพื้้�นที่่�ป่า่ชายเลนปลููกรอบบริิเวณ

อ่่าวคุ้้�งกระเบน ซึ่่�งเป็็นพื้้�นที่่�ที่่�มีีรายงานการแพร่กระจายของ

ปููน้้ำเค็็ม (อรอนงค์์ บุุญมีี, 2563; ชุุตาภา คุุณสุุข และคณะ, 

2565) โดยกำหนดจุดุเก็บ็ตััวอย่า่งทั้้�งหมด 6 จุดุ ได้แ้ก่่ บริเิวณ

คลองในป่่าชายเลน 3 สถานีี และบริิเวณหน้้าป่่าชายเลนที่่�ติิด

กัับหญ้้าทะเล 3 สถานีี ออกเก็็บตััวอย่่างปููน้้ำเค็็มในพื้้�นท่ี่�ป่่า

ชายเลน บริิเวณอ่่าวคุ้้�งกระเบนทุุกเดืือน เป็็นเวลา 6 เดืือน 

(เดืือนกุุมภาพัันธ์์ มีีนาคม กรกฎาคม สิงิหาคม กันัยายน พ.ศ. 

2566 และเดืือนมกราคม พ.ศ. 2567) โดยใช้้ลอบแบบพับัได้ท้ี่่�

มีีเหยื่่�อเป็็นปลาสด ขนาดตาที่่�ท้้องลอบ 2.5 นิ้้�ว นำไปวางใน

จุุดเก็็บตััวอย่่างจำนวน 60 ลููก ระยะห่่างระหว่่างลอบ 5 เมตร 

จากนั้้�นรอระยะเวลาเพื่่�อให้้ปููเข้้าลอบ นำตััวอย่่างปููออกจาก

ลอบ รักัษาสภาพด้วยน้้ำแข็็ง และนำกลัับมายัังห้อ้งปฏิบัิัติกิาร 

จัดัจำแนกชนิดิปููโดยใช้ล้ักัษณะทางสัณัฐานวิทิยา โดยใช้คู้่่�มืือ

ของ ธรณ์์ ธำรงนาวาสวััสดิ์์� และพัันธุ์์�ทิพย์ วิิเศษพงษ์์พัันธุ์์� 

(2550) และสหััส ราชเมืืองขวาง (2557) 

	 2.	 การสกััดดีีเอ็็นเอและเพ่ิ่�มปริิมาณดีีเอ็็นเอ

ด้้วยปฏิิกิิริิยาลููกโซ่่พอลิิเมอเรส (Polymerase Chain 

Reaction, PCR)

		  สกััดดีีเอ็็นเอจากตััวอย่่างปููน้้ำเค็็มที่่�รวบรวมได้้

จำนวน 58 ตััวอย่่าง โดยสุ่่�มตัวอย่่างปููน้ำเค็็มชนิิดละ 2-3 

ตััวอย่่าง ยกเว้้นปููน้ำเค็็มในสกุุล Scylla ที่่� ใช้้ตััวอย่่าง 

ทุุกตััว เนื่่�องจากเป็็นกลุ่่�มปููท่ี่�มีีลักษณะทางสััณฐานคล้้ายคลึึง

กััน ใช้้เนื้้�อเยื่่�อปูู 0.07 กรััม สกััดด้้วยชุุดน้้ำยาสำเร็็จรููป 

FavorPrep™ Tissue Genomic DNA extraction Kit 

(Favorgen, Taiwan) และสกััดดีีเอ็็นเอตามคำแนะนำของผู้้�

ผลิิต จากนั้้�นตรวจสอบคุุณภาพดีีเอ็็นเอที่่�สกััดได้้โดยวิิธีี 1% 

อะกาโรสเจล อิเิล็ก็โทรโฟรีีซิส (agarose gel electrophoresis)

นำดีีเอ็็นเอที่่�สกััดได้้ไปเพิ่่�มปริิมาณในส่่วนของยีีน COI ด้้วย

เทคนิิค PCR ปฏิิกิิริิยาดัังกล่่าวประกอบด้้วยสารต่่างๆ (PCR 

mixture) ซึ่่�งมีีปริิมาตรรวม 50 ไมโครลิิตร (µl) ดัังนี้้� 1x Taq 

buffer, 1.5 mM MgCl
2
, 0.5 µM Forward และ Reverse 

primers, 0.2 mM dNTPs, 1U Taq DNA Polymerase 

(Recombinant) (Fermentas, Germany) และดีีเอ็็นเอที่่�สกััด

ได้้ ปริิมาตร 4 µl ไพรเมอร์์ที่่�ใช้้ในปฏิิกิิริิยา PCR คืือ คู่่�ไพรเม

อร์์ LCO1490 และ HCO2198 (Folmer et al., 1994) ซึ่่�งเป็็น 

universal primer สามารถเพิ่่�มปริมาณดีีเอ็น็เอได้ช้ิ้้�นส่ว่นขนาด

ประมาณ 700 คู่่�เบส โดยมีีสภาวะการทำงานทั้้�งหมด 35 รอบ 

ดัังนี้้� อุุณหภููมิิ 95 องศาเซลเซีียส เป็็นเวลา 30 วิินาทีี  

45 องศาเซลเซีียส เป็น็เวลา 30 วินิาทีี และ 72 องศาเซลเซีียส 

เป็น็เวลา 1 นาทีี (Folmer et al., 1994) จากนั้้�นทำผลิตผลของ 

PCR ที่่�ได้้ให้้บริิสุุทธิ์์� โดยใช้้ชุุดน้้ำยาสำเร็็จรููป GenepHlow™ 

Gel/PCR kit (Geneaid, Taiwan) แล้้วส่่งไปวิิเคราะห์์หา 

ลำดัับนิิวคลีีโอไทด์ด้้วยเคร่ื่�องหาลำดัับนิิวคลีีโอไทด์อััตโนมััติิ 

(automated sequencer) ดำเนิินการโดยบริิษััท Macrogen 

ประเทศเกาหลีีใต้ ้ซึ่่�งไพรเมอร์ท์ี่่�ใช้ใ้นการหาลำดัับนิวิคลีีโอไทด์์ 

คืือไพรเมอร์์คู่่�เดีียวกัับที่่�ใช้้ในปฏิิกิิริิยา PCR

	 3. 	 การวิิเคราะห์์ข้้อมููลลำดัับนิิวคลีีโอไทด์์

		ต  รวจสอบความถููกต้้องของลำดัับนิิวคลีีโอไทด์ 

ของแต่ล่ะตััวอย่่างโดยตรวจสอบลัักษณะของกราฟโครมาโทแกรม 

(chromatogram) ด้ว้ยโปรแกรม MEGA v.11 (Tamura et al., 

2021) ระบุชุนิดิปููโดยนำลำดับันิวิคลีีโอไทด์ในส่ว่นของยีีน COI 

ของแต่ล่ะตััวอย่า่งไปเปรีียบเทีียบความคล้้ายคลึึงกับัลำดัับนิวิ

คลีีโอไทด์์ของสิ่่�งมีีชีีวิิตชนิิดต่่างๆ ในฐานข้้อมููลพัันธุุกรรม 

GenBank โดยใช้้โปรแกรม Blastn (Nucleotide Basic Local 

Alignment Search Tool) โดยค่่าความคล้้ายคลึึงทาง

พันัธุกุรรมที่่�ใช้ใ้นการระบุชุนิดิต้อ้งมีีค่า่ไม่ต่่่ำกว่า่ 97% หากต่ำ่

กว่่านี้้� สัันนิิษฐานได้้ว่่ายัังไม่่มีีผู้้�ใดศึึกษาดีีเอ็็นเอบาร์์โค้้ดของ

ชนิิดนั้้�นมาก่่อน (ดุุจฤดีี ปานพรหมมินทร์, 2556; Wong & 

Hanner, 2008) 

		วิ  ิเคราะห์์ความสััมพัันธ์์เชิิงวิิวััฒนาการระหว่่าง

ตัวัอย่่างปููน้ำเค็ม็ โดยนำลำดัับนิวิคลีีโอไทด์ในส่ว่นของยีีน COI 

ของทุุกตััวอย่่างมาเปรีียบเทีียบกััน (multiple sequence 

alignment) รวมถึึงสิ่่�งมีีชีีวิตนอกกลุ่่�ม (outgroup) ที่่�เพิ่่�มเข้้า

มา 2 ชนิิด คืือ ปููเสฉวนขาส้้ม (Clibanarius infraspinatus) 

และปููเสฉวนยัักษ์จ์ุดุขาว (Dardanus megistos) จากนั้้�นสร้้าง

แผนภููมิต้น้ไม้แ้สดงความสัมพันธ์ท์างวิวิัฒันาการ (phylogenetic 

tree) ด้้วยวิิธีี Neighbor-joining (NJ) โดยใช้้โปรแกรม MEGA 

v. 11 ทดสอบความเชื่่�อมั่่�นของ Phylogenetic tree ที่่�ได้้ด้้วย

การทดสอบ Bootstrap จำนวน 1,000 ซ้้ำ (Tamura et al., 

2021) 

		วิ  เิคราะห์ค์่า่ระยะห่า่งทางพันัธุกุรรมภายในชนิดิ 

(Intraspecific genetic distance) และระหว่่างชนิิด 

(Interspecific genetic distance) โดยใช้้โปรแกรม MEGA v. 

11 (Tamura et al., 2021)
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ผลการศึึกษา
	 1. 	 การระบุุชนิดิปูนู้ำ้เค็็มจากลัักษณะทางสััณฐาน 

		  ในจำนวนตัวัอย่า่งปููทั้้�งหมด 58 ตัวัอย่า่ง มีีปููบาง

ชนิิดที่่�มีีความสับสนในการจำแนกชนิิดด้้วยลัักษณะทาง

สััณฐาน ได้้แก่่ ปููทะเลในสกุุล Scylla ปููก้้ามหััก และปููแป้้น ปูู

ทะเล Scylla spp. มีีลักัษณะที่่�คล้า้ยคลึงึกันั โดยเฉพาะในส่ว่น

ของลัักษณะหนามระหว่่างตา ลัักษณะและสีีของกระดอง แต่่

เม่ื่�อพิิจารณาโดยละเอีียดแล้้ว ลัักษณะที่่�นำมาเป็็นจุุดในการ

ระบุุชนิิดได้้ คืือ สีีก้า้มและลายร่่างแหบนรยางค์์ โดยปููม่วง (S. 

tranquebarica) ก้้ามด้้านหน้้าครึ่่�งบนไม่่มีีจุุดสีี ส่่วนครึ่่�งล่่างมีี

สีีน้ำ้ตาล น้ำ้ตาลม่ว่งหรืือน้ำ้ตาลเข้ม้ มีลีายร่า่งแหปรากฏที่่�ขา

เดิินทุุกขา ปููขาว (S. paramamosain) บริิเวณครึ่่�งบนของก้้าม

ด้้านหน้้ามีีสีีเขีียวอมน้ำตาล มีีจุดสีีเขีียวเข้้มอมเหลืืองขนาด

ใหญ่่กระจายอยู่่� ครึ่่�งล่่างของก้้ามมีีสีีเหลืืองอ่่อน มีีลายร่่างแห

ชัดัเจนบริิเวณขาคู่่�ที่่� 3 และขาว่า่ยน้ำ้ ปููดำ (S. olivacea) ก้า้ม

มีีสีีโทนแดงหรืือน้้ำตาลแดง ไม่่ปรากฏลายร่่างแหทั้้�งบนก้้าม 

ขาเดิิน และขาว่่ายน้้ำ (ประดิิษฐ์์ แสงทอง, 2549) ปููก้้ามหัักมีี 

2 ชนิิดที่่�มีีลัักษณะรยางค์์ขา และลัักษณะรููปร่่างของกระดอง

คล้้ายคลึึงกััน คืือ Venitus vietnamensis และ V. latreillei แต่่

มีีจุดุที่่�แตกต่า่งกััน สามารถนำมาใช้้เป็็นเกณฑ์ร์ะบุุชนิิดได้้ คืือ 

ลักัษณะของหนามข้างกระดอง โดยปููก้ามหัก (V.vietnamensis) 

มีีหนามข้้างกระดอง 4 ซี่่� มีีขนาดเล็็ก สั้้�นและมน ทำให้้มอง

เห็็นได้้ไม่่ชััดเจน ส่่วนปููก้ามหััก (V. latreillei) มีีหนามข้าง

กระดอง 3 ซี่่� มีีขนาดใหญ่่ ยาว และแหลม ทำให้้มองเห็็นได้้

อย่่างชััดเจน (Naruse et al., 2014) ส่่วนปููแป้้นมีี 2 ชนิิดที่่�มีี

ลัักษณะภายนอกคล้้ายคลึึงกัันในส่่วนของลัักษณะก้้ามและ

รยางค์์ขา แต่่มีีจุดที่่�แตกต่่างกััน คืือ รููปร่่างของกระดองและ

ลายบนกระดอง โดยปููแป้้น (Varuna yui) มีีลัักษณะของ

กระดองเป็็นรููปสี่่�เหลี่่�ยมคางหมูู มีีลายและมีีร่่องตื้้�นๆ อยู่่�ที่่�ผิิว

ของกระดองเห็็นได้้ชััดเจน ส่่วนปููแป้้น (V. l i t terata)  

มีีลัักษณะของกระดองเป็็นรููปสี่่�เหลี่่�ยมจัตุุรััส มีีลายและร่่อง

ตื้้�นๆ อยู่่�ที่่�ผิวิของกระดองเพีียงเล็ก็น้อ้ย (มนัสัวัณัฏ์ ์แสงศักัดา 

ภััทรธำรง และคณะ, 2561)

		ผ  ลการระบุุชนิิดทางอนุุกรมวิิธาน พบปููน้้ำเค็็ม 

6 วงศ์์ 11 ชนิิด ในจำนวนนี้้�เป็็นปููแท้้จริิง (Brachyura)  

5 วงศ์์ 10 ชนิิด คืือ วงศ์์ Portunidae จำนวน 6 ชนิิด ได้้แก่่ ปูู

ม่่วง ปููขาว ปููดำ ปููม้้า (Portunus pelagicus) ปููหิินก้้ามฟ้้า 

(Thalamita crenata) และปููกะตอยแดง (Charybdis affinis) 

วงศ์์ Macrophthalmidae 1 ชนิิด คืือ ปููก้้ามหััก (V. latreillei) 

วงศ์์ Menippidae 1 ชนิิด คืือ ปููใบ้้ก้้ามโต (Myomenippe 

hardwickii) วงศ์์ Varunidae 1 ชนิิด คืือ ปููแป้้น (V. yui) และ

วงศ์์ Dorippidae 1 ชนิิด คืือ ปููเป้้ใบไม้้ (Neodorippe callida) 

ปููไม่่แท้้จริิง (Anomura) พบ 1 วงศ์์ คืือ Diogenidae จำนวน 

1 ชนิิด ได้้แก่่ ปููเสฉวนขาฟ้้า (C. longitarsus)

	 2. 	 การเพิ่่�มปริิมาณดีีเอ็็นเอด้้วยเทคนิิค PCR

		ดีี  เอ็็นเอของปููน้ำเค็ม็ 58 ตัวัอย่า่งที่่�สกััดได้น้ำไป

เพิ่่�มปริมิาณดีีเอ็น็เอในส่ว่นของยีีน COI ด้ว้ยเทคนิคิ PCR และ

ตรวจสอบผลด้้วยวิิธีี 1% อะกาโรสเจล 

		อิ  ิเล็็กโทรโฟรีีซิิส และใช้้ดีีเอ็็นเอมาตรฐาน 100 

bp DNA ladder (Biotechrabbit Gmbh, Germany) เป็็นตััว

เปรีียบเทีียบ พบว่า่ปรากฏแถบดีีเอ็็นเอขนาดประมาณ 700 คู่่�

เบส (bp) ทุุกตััวอย่่าง ตััวอย่่างผลการเพิ่่�มปริมาณดีีเอ็็นเอ

แสดงใน Figure 1

   

  

                   

ปกู้ามหกั (V. latreillei) วงศ์ Menippidae 1 ชนิด คอื ปูใบก้้ามโต 

(Myomenippe hardwickii) วงศ์  Varunidae 1 ชนิ ด  คื อ  

ปูแป้น (V. yui) และวงศ์ Dorippidae 1 ชนิด คือ ปูเป้ใบไม ้

(Neodorippe callida) ปูไม่แท้จริง (Anomura) พบ 1 วงศ ์

คือ Diogenidae จํานวน 1 ชนิด ได้แก่ ปูเสฉวนขาฟ้า 

(C. longitarsus) 

 

�. การเพิ�มปริมาณดีเอน็เอด้วยเทคนิค PCR 

ดีเอ็นเอของปูนํ� าเค็ม 58 ตัวอย่างที�สกัดได้

นําไปเพิ�มปริมาณดีเอ็นเอในส่วนของยีน COI ด้วย

เทคนิค PCR และตรวจสอบผลดว้ยวธิ ี1% อะกาโรสเจล  

อเิลก็โทรโฟรซีิส และใชด้เีอ็นเอมาตรฐาน 100 bp DNA 

ladder (Biotechrabbit Gmbh, Germany) เป็นตวัเปรยีบเทยีบ 

พบว่าปรากฏแถบดีเอ็นเอขนาดประมาณ 700 คู่ เบส 

(bp) ทุกตัวอย่าง ตัวอย่างผลการเพิ�มปริมาณดีเอ็นเอ

แสดงใน Figure 1 

 

 

 

 

 

 

Figure 1 Agarose gel showing PCR fragments (approximately 700 bp) of some crab samples (Lane 1-9).  

A 100 bp DNA ladder was used in the first well (M) and negative control was included using water to ensure 

no contamination had occurred. (Lane 10) 

 

3. การวิเคราะห์ลาํดบันิวคลีโอไทด ์

เมื� อ นําผลิตผล PCR ของปู นํ� าเค็มจํานวน  

58 ตัวอย่าง ไปวิเคราะห์หาลําดบันิวคลีโอไทด์ พบว่า

ไดผ้ลลําดบันิวคลโีอไทด์ของยนี COI ทุกตวัอย่าง โดยมี

ความยาวของลําดับนิวคลีโอไทด์อยู่ในช่วง �17-687  

คู่เบส  

 เมื� อเปรียบเที ยบลํ าดับนิ วคลี โอไทด์ ของ 

ปูตัวอย่างกับฐานข้อมูลพันธุกรรมสากล GenBank พบว่า

สามารถระบุชนิดปูได้ 11 ชนิด ในจํานวนนี�ม ี10 ชนิด ที�มคี่า

ความคล้ายคลงึทางพนัธุกรรมไม่ตํ�ากว่า 97% (97.26% – 100%) 

และสอดคล้องกบัการระบุชนิดด้วยลกัษณะทางสณัฐาน ได้แก่ 

ปมู่วง ปขูาว ปูดาํ ปมูา้ ปหูนิก้ามฟ้า ปูกะตอยแดง ปกู้ามหกั 

ปูใบ้ก้ามโต ปูแป้น และปูเสฉวนขาฟ้า ส่วนอีก 1 ชนิด คือ  

ปูเป้ใบไม ้พบว่ามคีวามคล้ายคลงึทางพนัธุกรรมตํ�ากว่า 97% 

(95.14% – 95.29%) โดยมคีวามคล้ายคลงึทางพนัธุกรรมกับ 

ปใูบไม ้(N. simplex) (Table 1) 

 

Table 1 Similarity search results of the studied samples in GenBank database.  

Sample 

ID 

Morphological identification Highest similarity search in GenBank 

Scientific name Thai name Scientific name Max similarity 

(%) 

Accession 

Number 

KB-C01 S. tranquebarica ปูม่วง S. tranquebarica 99.70 FJ827759 

KB-C02 S. tranquebarica ปูม่วง S. tranquebarica 99.52 KT921348 

KB-C03 S. paramamosain ปูขาว S. paramamosain 99.56 JX457150 

KB-C04 S. paramamosain ปูขาว S. paramamosain 99.53 JX457150 

 

500 bp 

1500 bp 
3000 bp 

M 1 2 3 4 5 6 7 8 9 10 

700 bp 

Figure 1 Agarose gel showing PCR fragments (approximately 700 bp) of some crab samples (Lane 1-9).  

A 100 bp DNA ladder was used in the first well (M) and negative control was included using water to ensure no 

contamination had occurred. (Lane 10)

	 3.	 การวิิเคราะห์์ลำดัับนิิวคลีีโอไทด์์

		  เมื่่�อนำผลิิตผล PCR ของปููน้้ำเค็็มจำนวน 58 

ตััวอย่่าง ไปวิิเคราะห์์หาลำดัับนิิวคลีีโอไทด์์ พบว่่าได้้ผลลำดัับ

นิิวคลีีโอไทด์์ของยีีน COI ทุุกตััวอย่่าง โดยมีีความยาวของลำ

ดัับนิิวคลีีโอไทด์์อยู่่�ในช่่วง 617-687 คู่่�เบส 

		  เมื่่�อเปรีียบเทีียบลำดัับนิิวคลีีโอไทด์ของปููตัวอย่่าง 

กัับฐานข้้อมููลพัันธุุกรรมสากล GenBank พบว่่าสามารถ 

ระบุุชนิิดปููได้้ 11 ชนิิด ในจำนวนนี้้�มีี 10 ชนิิด ที่่�มีีค่่าความ
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คล้้ายคลึึงทางพัันธุุกรรมไม่่ต่่ำกว่่า 97% (97.26% – 100%) 

และสอดคล้อ้งกับัการระบุชุนิดิด้ว้ยลักัษณะทางสัณัฐาน ได้แ้ก่่ 

ปููม่่วง ปููขาว ปููดำ ปููม้า ปููหินก้้ามฟ้า ปููกะตอยแดง  

ปููก้้ามหััก ปููใบ้้ก้้ามโต ปููแป้้น และปููเสฉวนขาฟ้้า ส่่วนอีีก 1 

ชนิิด คืือ ปููเป้้ใบไม้้ พบว่่ามีีความคล้้ายคลึึงทางพัันธุุกรรมต่่ำ

กว่่า 97% (95.14% – 95.29%) โดยมีีความคล้้ายคลึึงทาง

พัันธุุกรรมกัับปููใบไม้้ (N. simplex) (Table 1)

Table 1 Similarity search results of the studied samples in GenBank database. 

Sample ID Morphological identification Highest similarity search in GenBank

Scientific name Thai name Scientific name Max similarity (%) Accession 

Number

KB-C01 S. tranquebarica ปููม่่วง S. tranquebarica 99.70 FJ827759

KB-C02 S. tranquebarica ปููม่่วง S. tranquebarica 99.52 KT921348

KB-C03 S. paramamosain ปููขาว S. paramamosain 99.56 JX457150

KB-C04 S. paramamosain ปููขาว S. paramamosain 99.53 JX457150

KB-C05 S. paramamosain ปููขาว S. paramamosain 99.41 MG197997

KB-C06 S. tranquebarica ปููม่่วง S. tranquebarica 100.00 FJ827759

KB-C07 S. paramamosain ปููขาว S. paramamosain 99.56 JX457150

KB-C08 S. tranquebarica ปููม่่วง S. tranquebarica 99.56 FJ827759

KB-C09 S. paramamosain ปููขาว S. paramamosain 99.85 MG197997

KB-C10 S. paramamosain ปููขาว S. paramamosain 99.71 JX457150

KB-C11 S. olivacea ปููดำ S. olivacea 99.85 MK091844

KB-C12 S. paramamosain ปููขาว S. paramamosain 99.71 JX457150

KB-C13 S. olivacea ปููดำ S. olivacea 100.00 MK091844

KB-C14 S. paramamosain ปููขาว S. paramamosain 100.00 MG197997

KB-C15 S. tranquebarica ปููม่่วง S. tranquebarica 99.85 FJ827759

KB-C16 S. tranquebarica ปููม่่วง S. tranquebarica 100.00 FJ827759  

KB-C17 S. tranquebarica ปููม่่วง S. tranquebarica 99.55 FJ827759 

KB-C18 S. paramamosain ปููขาว S. paramamosain 100.00 MG197997

KB-C19 S. paramamosain ปููขาว S. paramamosain 100.00 MG197997

KB-C20 S. tranquebarica ปููม่่วง S. tranquebarica 100.00 FJ827759

KB-C21 S. tranquebarica ปููม่่วง S. tranquebarica 100.00 KT921348

KB-C22 S. paramamosain ปููขาว S. paramamosain 99.69 JX457150

KB-C23 S. olivacea ปููดำ S. olivacea 98.50 MN635599

KB-C24 S. olivacea ปููดำ S. olivacea 99.70 NC012569

KB-C25 S. olivacea ปููดำ S. olivacea 99.25 NC012569

KB-C26 S. olivacea ปููดำ S. olivacea 99.85 NC012569

KB-C27 S. paramamosain ปููขาว S. paramamosain 99.25 JX457150

KB-C28 S. olivacea ปููดำ S. olivacea 99.70 MK091843

KB-C29 S. olivacea ปููดำ S. olivacea 99.55 NC012569

KB-C30 S. tranquebarica ปููม่่วง S. tranquebarica 100.00 KT921348

KB-C31 S. paramamosain ปููขาว S. paramamosain 99.83 KT921347

KB-C32 S. paramamosain ปููขาว S. paramamosain 99.54 KT921347

KB-C33 S. paramamosain ปููขาว S. paramamosain 99.69 KT921347

KB-C34 S. tranquebarica ปููม่่วง S. tranquebarica 99.25 FJ827759

KB-C35 S. olivacea ปููดำ S. olivacea 98.94 NC012569

KB-C36 S. olivacea ปููดำ S. olivacea 99.55 FJ827760

KB-C37 P. pelagicus ปููม้้า P. pelagicus 100.00 MN337016

KB-C38 P. pelagicus ปููม้้า P. pelagicus 99.70 MN337016
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Table 1 Similarity search results of the studied samples in GenBank database. (Continue) 

Sample ID Morphological identification Highest similarity search in GenBank

Scientific name Thai name Scientific name Max similarity (%) Accession 

Number

KB-C39 P. pelagicus ปููม้้า P. pelagicus 100.00 MN337016

KB-C40 T. crenata ปููหิินก้้ามฟ้้า T. crenata 99.41 MN425338

KB-C41 T. crenata ปููหิินก้้ามฟ้้า T. crenata 98.98 MN425338

KB-C42 T. crenata ปููหิินก้้ามฟ้้า T. crenata 99.42 MN425338

KB-C43 C. affinis ปููกะตอยแดง C. affinis 99.70 MZ393897

KB-C44 C. affinis ปููกะตอยแดง C. affinis 99.54 MZ393897

KB-C45 C. affinis ปููกะตอยแดง C. affinis 99.39 MZ393897

KB-C46 V. latreillei ปููก้้ามหััก V. latreillei 100.00 LC097126

KB-C47 V. latreillei ปููก้้ามหััก V. latreillei 99.68 LC097126

KB-C48 V. latreillei ปููก้้ามหััก V. latreillei 99.69 LC097126

KB-C49 M. hardwickii ปููใบ้้ก้้ามโต M. hardwickii 100.00 OQ954126

KB-C50 M. hardwickii ปููใบ้้ก้้ามโต M. hardwickii 100.00 OQ954126

KB-C51 M. hardwickii ปููใบ้้ก้้ามโต M. hardwickii 100.00 OQ954126

KB-C52 V. yui ปููแป้้น V. yui 99.12 NC037155

KB-C53 V. yui ปููแป้้น V. yui 99.41 NC037155

KB-C54 V. yui ปููแป้้น V. yui 99.70 NC037155

KB-C55 N. callida ปููเป้้ใบไม้้ N. simplex 95.14 EU636975

KB-C56 N. callida ปููเป้้ใบไม้้ N. simplex 95.29 EU636975

KB-C57 C. longitarsus ปููเสฉวนขาฟ้้า C. longitarsus 97.26 MH482001

KB-C58 C. longitarsus ปููเสฉวนขาฟ้้า C. longitarsus 97.39 OP972582

		ผ  ลการวิิเคราะห์์ความสััมพันธ์์เชิิงวิิวััฒนาการ

ระหว่่างตััวอย่่างปููน้ำเค็็ม พบว่่าปููทั้้�ง 11 ชนิิด แยกสาย

วิิวััฒนาการออกจากกัันอย่่างชััดเจน โดยสามารถแบ่่งกลุ่่�มปูู

น้้ำเค็็มออกเป็็น 2 กลุ่่�มใหญ่่คืือ กลุ่่�มปููแท้้จริิง และกลุ่่�มปููไม่่

แท้้จริิง โดยกลุ่่�มปููแท้้จริิง มีี 10 ชนิิด ประกอบด้้วยปููในวงศ์์ 

Portunidae 6 ชนิิด วงศ์์ Macrophthalmidae 1 ชนิิด 

วงศ์์Menippidae 1 ชนิิด วงศ์์ Varunidae 1 ชนิิด และวงศ์์ 

Dorippidae 1 ชนิิด ส่่วนปููไม่่แท้้จริิงได้้แก่่ วงศ์์ Diogenidae 

มีี 1 ชนิิด (Figure 2)

		ผ  ลการวิิเคราะห์์ค่่าระยะห่่างทางพัันธุุกรรม

ภายในชนิิดพบว่่าปููม้้าและปููใบ้้ก้้ามโต มีีค่่าระยะห่่างทาง

พัันธุุกรรมภายในชนิิดเท่่ากัับ 0.000 ปููม่่วง ปููหิินก้้ามฟ้า  

ปููกะตอยแดง ปููก้ามหักมีีค่าระยะห่า่งทางพันัธุกุรรมภายในชนิดิ 

เท่า่กััน คืือ 0.003 ปููขาวและปููแป้้นมีีค่า่เท่่ากันั คืือ 0.004 ปููดำ 

ปููเป้้ใบไม้้ และปููเสฉวนขาฟ้้ามีีค่่าระยะห่่างทางพัันธุุกรรม

ภายในชนิิดเท่่ากัับ 0.008, 0.001 และ 0.007 ตามลำดัับ 

(Table 2) ส่ว่นค่า่ระยะห่า่งทางพันัธุกุรรมระหว่า่งชนิดิ พบว่า่

ปููขาวและปููม่วงมีีระยะห่่างทางพัันธุุกรรมระหว่่างชนิิดน้้อย

ที่่�สุุด เท่่ากัับ 0.092 ในขณะที่่�ปููม้าและปููเป้้ใบไม้้มีรีะยะห่่างทาง

พันัธุุกรรมระหว่่างชนิิดมากที่่�สุุด มีีค่า่เท่่ากัับ 0.256 (Table 2)
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Figure 2 Phylogenetic tree based on COI gene sequences was constructed with Neighbor-joining (NJ) 

method. Two species of anomuran crabs, C. infraspinatus and D. megistos, were used as outgroup. 

 

อภิปรายและสรปุผลการศึกษา 

 งานวิจัยครั �งนี� เป็นการศึกษาการใช้ดีเอ็นเอ

บาร์โคด้ เพื�อระบุชนิดปูนํ�าเคม็ ในบรเิวณป่าชายเลนที�มี

การฟื�นฟู อ่าวคุ้งกระเบน จงัหวดัจนัทบุรี ร่วมกบัการใช้

ข้อมูลทางสณัฐานวิทยา ซึ�งเป็นการวิเคราะห์ข้อมูลใน

ส่วนของยนี COI ที�มคีวามยาวประมาณ 700 คู่เบส โดย

ยนีดงักล่าวมรีายงานวจิยัพบว่า เป็นบรเิวณที�มศีกัยภาพ

สูงในการนํามาใช้เป็นข้อมูลสําหรบัระบุชนิดของสัตว ์

รวมถึ งปู  (Evans, 2018; Suthamrit & Thaewnon-Ngiw, 

2021) เนื�องจากมีความหลากหลายภายในชนิดตํ�ามาก 

แต่ถ้าเป็นสัตว์คนละชนิดจะมีความแตกต่างกันอย่าง

ชัดเจน จึงสามารถนํามาใช้ระบุชนิดสัตว์ที�มีลักษณะ

คลา้ยคลงึกนัได ้(Hebert et al., 2003) 

 จากการศึกษาลําดบันิวคลโีอไทด์ของยนี COI 

ของตัวอย่างปูจํานวน 58 ตัวอย่าง เมื�อเปรียบเทียบ

ลําดบันิวคลโีอไทด์ของปูกบัฐานขอ้มูลพนัธุกรรมสากล 

GenBank เพื�อระบุชนิด พบว่าปูจํานวน 56 ตัวอย่าง 

ระบุชนิดปูได้จํานวน 10 ชนิด โดยมีค่าความคล้ายคลงึ

ทางพั นธุ กรรมอยู่ ในช่ วง �� .��%  – ���%  ซึ� งค่ า 

Figure 2 Phylogenetic tree based on COI gene sequences was constructed with Neighbor-joining (NJ) method.  

Two species of anomuran crabs, C. infraspinatus and D. megistos, were used as outgroup.

อภิิปรายและสรุุปผลการศึึกษา
	 งานวิิจััยครั้้�งนี้้�เป็็นการศึึกษาการใช้้ดีีเอ็็นเอบาร์์โค้้ด 

เพื่่�อระบุุชนิิดปููน้้ำเค็็ม ในบริิเวณป่่าชายเลนที่่�มีีการฟื้้�นฟููอ่าว

คุ้้�งกระเบน จัังหวััดจัันทบุุรีี ร่่วมกับการใช้้ข้้อมููลทางสััณฐาน

วิทิยา ซึ่่�งเป็็นการวิิเคราะห์์ข้อ้มููลในส่่วนของยีีน COI ที่่�มีีความ

ยาวประมาณ 700 คู่่�เบส โดยยีีนดัังกล่่าวมีีรายงานวิิจััยพบว่่า 

เป็็นบริิเวณที่่�มีีศัักยภาพสููงในการนำมาใช้้เป็็นข้้อมููลสำหรัับ

ระบุุชนิิดของสััตว์์ รวมถึึงปูู (Evans, 2018; Suthamrit & 

Thaewnon-Ngiw, 2021) เนื่่�องจากมีคีวามหลากหลายภายใน

ชนิิดต่่ำมาก แต่่ถ้้าเป็็นสััตว์์คนละชนิิดจะมีีความแตกต่่างกััน

อย่่างชััดเจน จึึงสามารถนำมาใช้้ระบุุชนิิดสััตว์ท่ี่�มีีลัักษณะ

คล้้ายคลึึงกัันได้้ (Hebert et al., 2003)

	 จากการศึึกษาลำดัับนิิวคลีีโอไทด์์ของยีีน COI ของ

ตัวัอย่า่งปููจำนวน 58 ตัวัอย่า่ง เมื่่�อเปรีียบเทีียบลำดับันิวิคลีีโอ

ไทด์์ของปููกัับฐานข้้อมููลพัันธุุกรรมสากล GenBank เพื่่�อระบุุ

ชนิิด พบว่่าปููจำนวน 56 ตััวอย่่าง ระบุุชนิิดปููได้้จำนวน 10 

ชนิดิ โดยมีีค่า่ความคล้้ายคลึึงทางพัันธุุกรรมอยู่่�ในช่ว่ง 97.26% 

– 100% ซึ่่�งค่า่ความคล้า้ยคลึงึทางพันัธุกุรรมที่่�มีีค่า่ตั้้�งแต่่ 97% 

ขึ้้�นไปเป็็นค่่าที่่�ยอมรัับได้้ในการนำมาใช้้ระบุุชนิิดของสััตว์์  

(ดุุจฤดีี ปานพรหมมิินทร์์, 2556; Wong & Hanner, 2008) 

ส่่วนปููอีีก 2 ตััวอย่่าง คืือ ปููเป้้ใบไม้้ มีีค่่าความคล้้ายคลึึงทาง

พัันธุุกรรมกัับปููใบไม้้ อยู่่�ในช่่วง 95.14% - 95.29% ในกรณีีนี้้�

ที่่�ค่่าต่่ำกว่่า 97% จึึงสรุุปว่่าในฐานข้้อมููล GenBank ยัังไม่่มีี

รายงานลำดัับนิิวคลีีโอไทด์์ของยีีน COI ของปููเป้้ใบไม้้ 

	 ความสัมพันธ์์เชิิงวิิวััฒนาการของตััวอย่่างปููน้ำเค็็ม 

แสดงให้้เห็น็ถึงึสายวิิวัฒันาการที่่�แยกออกจากกัันอย่า่งชัดัเจน

ของปููน้้ำเค็็มทั้้�ง 11 ชนิิด ใน 6 วงศ์์ โดยในวงศ์์ Portunidae 

ปููทะเลในสกุุล Scylla แยกสายวิวิัฒันาการออกเป็น็ 3 กลุ่่�ม คืือ 
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ปููขาว ปููม่่วง และปููดำ โดยปููขาว และปููม่่วง มีีความสััมพัันธ์์

เชิิงวิวิัฒันาการใกล้ช้ิดิกันัมากกว่า่ปููดำ สอดคล้อ้งกับังานวิจิัยั

ของ Ma et al. (2012) ที่่�ศึกึษาการจำแนกชนิดิปููในสกุลุ Scylla 

โดยใช้้ยีีน COI ผลการศึึกษาพบว่่า ปููในสกุุล Scylla แบ่่งออก

เป็็น 4 กลุ่่�ม คืือ ปููขาว ปููม่่วง ปููดำ และปููเขีียว (S. serrata) 

โดยพบว่่าปููขาวและปููม่่วง มีีความใกล้้ชิิดกัันเชิิงวิิวััฒนาการ

มากที่่�สุุด

Table 2 Genetic distance within and between marine crab species.

1 2 3 4 5 6 7 8 9 10 11

1. S. tranquebarica 0.003

2. S. paramamosain 0.092 0.004

3. S. olivacea 0.132 0.143 0.008

4. P. pelagicus 0.170 0.182 0.203 0.000

5. T. crenata 0.158 0.194 0.185 0.202 0.003

6. C. affinis 0.176 0.195 0.199 0.178 0.168 0.003

7. V. latreillei 0.217 0.207 0.217 0.232 0.237 0.241 0.003

8. M. hardwickii 0.194 0.197 0.197 0.212 0.180 0.200 0.203 0.000

9. V. yui 0.206 0.215 0.248 0.252 0.203 0.207 0.231 0.213 0.004

10. N. calida 0.222 0.217 0.213 0.256 0.194 0.223 0.251 0.231 0.253 0.001

11. C. longitarsus 0.230 0.241 0.242 0.249 0.233 0.233 0.243 0.238 0.217 0.242 0.007

	 เมื่่�อพิจิารณาผลการวิเิคราะห์ค์่า่ระยะห่า่งทางพันัธุกุรรม 

ภายในชนิิดปููน้้ำเค็็มทั้้�ง 11 ชนิิด พบว่่าปููม้าและปููใบ้้ก้้ามโต

ไม่่มีีระยะห่่างทางพัันธุุกรรมภายในชนิิด ส่่วนชนิิดอื่่�นๆ มีีค่่า

อยู่่�ในช่่วง 0.001 – 0.008 สอดคล้้องกัับค่่าระยะห่่างทาง

พันัธุกุรรมภายในชนิิดปููที่่�มีีรายงานในการศึึกษาก่อ่นหน้า้ เช่น่ 

Rosly et al. (2017) และ Naim et al. (2020) รายงานว่่าปููใน

สกุุล Scylla มีีค่่าระยะห่่างทางพัันธุุกรรมภายในชนิิดเท่่ากัับ 

0.003 - 0.011 และ 0.003 - 0.006 ตามลำดัับ ค่่าระยะห่่าง

ทางพัันธุุกรรมภายในชนิิดของปููม้้า จากงานวิิจััยของ 

Andriyono et al., (2022) มีีค่่า 0.000 – 0.006 และจากงาน

วิิจััยของ Bravo et al. (2021) รายงานว่่าค่่าระยะห่่าง 

ทางพัันธุุกรรมภายในชนิิดปููจากบริิเวณป่่าชายเลนในฮ่่องกง 

จำนวน 58 ชนิิด มีีค่่าอยู่่�ในช่่วง 0.000 – 0.015 ส่่วนค่่าระยะ

ห่่างทางพัันธุุกรรมระหว่่างชนิิดจากการศึึกษาครั้้�งนี้้� พบว่่าปูู

ขาวและปููม่วงที่่�อยู่่�ในสกุุลเดีียวกัันคืือ สกุุล Scylla มีีระยะห่่าง

ทางพัันธุุกรรมระหว่่างชนิิดน้้อยที่่�สุุดเท่่ากัับ 0.092 สอดคล้้อง

กัับงานวิิจััยของ Ma et al. (2012), Rosly et al. (2017) และ 

Naim et al. (2020) ที่่�รายงานว่่าปููในสกุุล Scylla ปููขาวและปูู

ม่ว่งมีีความใกล้้ชิดิกันัทางพัันธุกุรรมมากที่่�สุุด โดยมีีระยะห่่าง

ทางพัันธุุกรรมอยู่่�ในช่่วง 0.092 – 0.100 ส่ว่นค่่าระยะห่่างทาง

พัันธุุกรรมระหว่่างชนิิดในปููชนิิดอื่่�นๆ ในงานวิิจััยนี้้� มีีค่่าอยู่่�ใน

ช่่วง 0.132 – 0.256 ซึ่่�งใกล้้เคีียงกัับระยะห่่างทางพัันธุุกรรม

ระหว่า่งชนิดิของปููท่ี่�มีีรายงานในงานวิจิัยัก่อ่นหน้า้ (Magalhães 

et al., 2016; Bravo et al., 2021) ที่่�มีีค่่าอยู่่�ในช่่วง 0.114 – 

0.247 จากการวิเิคราะห์ค์่า่ระยะห่า่งทางพันัธุกุรรมในงานวิิจัยั

นี้้�พบว่่า ค่่าระยะห่่างทางพัันธุุกรรมหว่่างชนิิดมีีค่่ามากกว่่า

ระยะห่่างทางพัันธุุกรรมภายในชนิิดมากกว่่า 10 เท่่า โดยค่่า

ระยะห่่างทางพัันธุุกรรมภายในชนิิดมีีค่่าที่่�น้้อยมาก แสดงให้้

เห็็นว่่าดีีเอ็็นเอบาร์์โค้้ดหรืือลำดัับนิิวคลีีโอไทด์์ของยีีน COI มีี

ความแตกต่่างภายในชนิิดต่่ำมาก จึึงมีีศัักยภาพในการนำมา

ใช้้จำแนกชนิิดสิ่่�งมีีชีีวิิตออกจากกัันได้้ (Ward et al., 2005; 

Balasubramanian et al., 2016) 

		ข้  ้อมููลท่ี่�ได้้จากการศึึกษาในครั้้�งนี้้� คืือพบปููน้ำ

เค็็มบริิเวณป่่าชายเลนที่่�มีีการฟื้้�นฟููอ่่าวคุ้้�งกระเบน จัังหวััด

จันัทบุรีี จำนวน 11 ชนิิด สอดคล้้องกัับการศึึกษาของอรอนงค์์ 

บุุญมีี (2563) ที่่�ศึึกษาความหลากชนิิดของปููน้้ำเค็็มในบริิเวณ

ป่่าชายเลนอ่่าวคุ้้�งกระเบน จัังหวััดจัันทบุรีี โดยรายงานพบปูู

น้้ำเค็็ม บริิเวณป่่าชายเลนปลููก จำนวน 11 ชนิิดเช่่นกััน โดย

มีีชนิิดที่่�ตรงกัันกัับการศึึกษาครั้้�งนี้้� 10 ชนิิด คืือ ปููขาว ปููม่่วง 

ปููดำ ปููม้้า  ปููหิินก้้ามฟ้้า ปููกะตอยแดง ปููก้้ามหััก ปููใบ้้ก้้ามโต 

ปููแป้น้ และปููเสฉวนขาฟ้้า โดยในรายงานวิิจัยัของอรอนงค์์ บุญุ

มีี (2563) พบปููเสฉวนบก (Coenobita variabilis) อีีก 1 ชนิิด 

ซึ่่�งไม่่พบในการศึึกษาครั้้�งนี้้� แต่่เป็็นที่่�น่่าสัังเกตุุว่่าปููเสฉวนบก 

ในรายงานของอรอนงค์์ บุุญมีี (2563) นั้้�น พบเพีียงแค่่ 1 

ตััวอย่่างเท่่านั้้�น ส่่วนปููเป้้ใบไม้้ ที่่�พบในการศึึกษาครั้้�งนี้้� ใน

รายงานของอรอนงค์ ์บุญุมี ี(2563) ไม่พ่บในบริเิวณป่า่ชายเลน
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ที่่�มีีการฟื้้�นฟูู แต่่พบในพื้้�นที่่�ป่่าชายเลนธรรมชาติิ ซึ่่�งในพื้้�นที่่�

ป่่าชายเลนธรรมชาติิ อรอนงค์์ บุุญมีี (2563) ได้้รายงานพบปูู

น้ำ้เค็ม็จำนวน 13 ชนิดิ โดยมี ี3 ชนิดิที่่�ไม่พ่บในการศึกึษาครั้้�ง

นี้้� คืือ ปููแสมก้า้มม่ว่ง (Metopograpsus frontalis) ปููใบ้ส้ีีน้ำ้ตาล 

(Menippe rumphii) และปููใบ้้ (Epixanthus dentatus) 

	 ในส่่วนของความหลากชนิิดของปููทะเลในสกุุล 

Scylla ในการศึึกษาครั้้�งนี้้�พบ 3 ชนิิด คืือ ปููขาว ปููม่่วง และ

ปููดำ สอดคล้้องกัับการศึึกษาของ ชุุตาภา คุุณสุุข และคณะ 

(2565) ที่่�พบปููทะเลทั้้�ง 3 ชนิิดนี้้�ทั้้�งบริิเวณป่่าชายเลน

ธรรมชาติิและป่่าชายเลนปลููกของอ่่าวคุ้้�งกระเบน จัังหวััด

จันัทบุรีี แสดงให้เ้ห็น็ว่า่ความหลากชนิดิของปููทะเลซึ่่�งเป็น็สััตว์์

เศรษฐกิิจในพื้้�นที่่�นั้้�นมีีเพิ่่�มขึ้้�น จากก่่อนหน้้านี้้�ที่่�มีีรายงานพบ

เพีียง 1 ชนิิด คืือ ปููม่่วง (Kunsook & Dumrongrojwatthana, 

2017) ทั้้�งนี้้�อาจเป็็นเพราะว่่าการศึึกษาของ Kunsook and 

Dumrongrojwatthana (2017) ศึึกษาความหลากชนิิดของปูู

น้้ำเค็็มทั้้�งหมด โดยเน้้นศึึกษาในพื้้�นที่่�อ่่าว ไม่่ได้้เจาะจงศึึกษา

ในพื้้�นที่่�ป่า่ชายเลนที่่�เป็น็แหล่ง่อาศัยัหลักัของปููทะเล นอกจาก

นั้้�น จำนวนชนิิดที่่�เพิ่่�มขึ้้�นอาจเป็็นผลมาจากกิิจกรรมการปล่อย

พันัธุ์์�สัตว์น้ำ้ ในโครงการฟื้้�นฟููป่า่ชายเลน ที่่�มีีรายงานว่่ามีีการ

ปล่่อยปููทะเลทั้้�ง 4 ชนิิด คืือ ปููขาว ปููม่่วง ปููดำ และปููเขีียว 

	 งานวิิจััยนี้้�สรุุปได้้ว่่า ดีีเอ็็นเอบาร์์โค้้ดหรืือการศึึกษา

ลำดัับนิิวคลีีโอไทด์์ในส่่วนของยีีน COI มีีศักยภาพในการ

จำแนกชนิิดปููน้้ำเค็็มได้้เป็็นอย่่างดีี โดยสามารถจำแนกความ

แตกต่่างของปููแต่่ละชนิิดได้้อย่่างชััดเจน ในปููที่่�มีีลัักษณะ

คล้้ายคลึึงกัันคืือ ปููทะเลในสกุุล Scylla ปููก้้ามหัักในสกุุล 

Venitus และปููแป้้นในสกุุล Varuna และสามารถใช้้ศึกึษาความ

สัมัพันธ์์เชิิงวิิวัฒันาการได้้ โดยจััดแบ่่งกลุ่่�มปููได้้สอดคล้้องตาม

ระบบอนุุกรมวิิธาน จากการศึึกษาที่่�พบปููน้้ำเค็็ม 11 ชนิิดใน

พื้้�นที่่�ป่่าชายเลนที่่�มีีการฟื้้�นฟููของอ่่าวคุ้้�งกระเบน จัังหวััด

จัันทบุรีี ถืือว่่ามีีความหลากชนิิดที่่�ค่่อนข้้างสููง เม่ื่�อเทีียบกัับ

พื้้�นที่่�ป่่าชายเลนธรรมชาติิที่่�พบปููจำนวน 13 ชนิิด (อรอนงค์์ 

บุญุมี,ี 2563) ในจำนวนปููน้ำ้เค็ม็ 11 ชนิดิ พบปููทะเลที่่�เป็น็สัตัว์์

เศรษฐกิิจในพื้้�นที่่�อ่่าวคุ้้�งกระเบน จำนวน 3 ชนิิด คืือ ปููขาว ปูู

ม่่วง และปููดำ ความหลากชนิิดของปููทะเลที่่�เพิ่่�มขึ้้�น รวมถึึงปูู

น้้ำเค็็มชนิิดอื่่�นๆ เป็็นดััชนีีบ่งชี้้�ถึึงความอุดมสมบููรณ์์ของป่่า

ชายเลนปลููก และถืือเป็น็ความสำเร็จ็ของโครงการฟ้ื้�นฟููป่่าชาย

เลนในพื้้�นที่่�อ่่าวคุ้้�งกระเบน จัังหวััดจัันทบุุรีี 
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ปีงีบประมาณ 2566 ผู้้�วิจิัยัขอขอบคุุณคณาจารย์์และเจ้้าหน้้าที่่�

ภาควิชิาชีีววิทิยา คณะวิทิยาศาสตร์แ์ละเทคโนโลยีี มหาวิทิยาลัยั 

ราชภััฏรำไพพรรณีี ทุุกท่่าน สำหรัับการอำนวยความสะดวก

ในการศึึกษาวิิจััยและการให้้คำแนะนำ ตลอดจนความช่่วย

เหลืือในด้้านต่่างๆ ด้้วยดีีเสมอมา และขอขอบคุุณคุุณสหััส  

ราชเมืืองขวาง และคุณุณัฐัภัทัร โหงวเกิดิ ที่่�ให้ค้วามอนุเุคราะห์์

ในการตรวจสอบความถููกต้้องของการจััดจำแนกชนิิดปูู
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บทคััดย่่อ 
โปรตีีนเซริิซิิน (Sericin protein) หรืือโปรตีีนกาวไหม (Silk glue protein) จัดัเป็็นพอลิิเมอร์์ทางชีีวภาพชนิิดหน่ึ่�งที่่�ผลิตจากหนอน

ไหม มีฤีทธิ์์�ทางชีวีภาพที่่�เป็น็ประโยชน์ห์ลากหลาย โดยในช่ว่งทศวรรษที่่�ผ่า่นมา กาวไหมได้ร้ับัความสนใจเป็น็อย่า่งมากสำหรับั

นำไปประยุุกต์์ใช้้ทางชีีวการแพทย์์ และเวชสำอางเนื่่�องจากคุุณสมบััติิทางชีีวภาพที่่�เข้้ากัันได้้กัับร่่างกายและสามารถย่่อยสลาย

ได้้ตามธรรมชาติิ รวมทั้้�งยัังมีีฤทธิ์์�ที่่�เป็็นประโยชน์์มากมายที่่�เกิิดจากกรดแอมิิโนที่่�เป็็นองค์์ประกอบในกาวไหมอีีกด้้วย บทความ

ปริทิัศัน์น์ี้้�จะกล่า่วถึึงโครงสร้า้งและองค์ป์ระกอบรวมถึึงคุณุสมบัตัิทิางชีวีภาพของกาวไหม วิธิีตี่า่งๆ ที่่�ใช้ใ้นการลอกกาวไหมและ

การนำไปประยุุกต์์ใช้้ในทางการแพทย์์เช่่นการรัักษาโรคเฉพาะและการส่่งเสริิมการฟื้้�นฟููเนื้้�อเยื่่�อ รวมถึึงฤทธิ์์�ในการต้้านอนุุมููล

อิสิระ ฤทธิ์์�ส่ง่เสริมิการเจริญิของเซลล์ ์และฤทธิ์์�ทางชีวีภาพอื่่�นๆ บทความนี้้�ยังักล่า่วการนำกาวไหมไปสร้า้งวัสัดุชุีวีภาพและความ

ก้้าวหน้้าในการนำไปใช้้ในทางวิิศวกรรมเนื้้�อเยื่่�อและการนำส่่งยาและงานวิิจััยที่่�จะช่่วยเสริิมศัักยภาพของวััสดุุชีีวภาพจากกาว

ไหม

คำสำคััญ: เซริิซิิน, การสกััด, อนุุมููลอิิสระ, สารประกอบฟีีนอลิิก, ฟลาโวนอยด์์

Abstract 
Silk sericin protein or Silk glue protein, a natural protein biopolymer produced by silkworms, has attracted significant 

attention particularly in biomedical and cosmeceutical applications over the past decade. Sericin possesses exceptional 

biocompatibility, biodegradability, and unique amino acid composition endowing it with a range of beneficial properties, 

making it a promising candidate for various biomedical and cosmeceutical applications. This comprehensive review 

looks insight into the multifaceted aspects of silk sericin, encompassing its structure, compositions as well as exploring 

various extraction methods. Biological properties including antioxidant activity and stimulating cell proliferation, 

therapeutic potential, and applications in tissue engineering and drug delivery were also discussed. Research attempts 

focused on improving the properties and applications of sericin-based biomaterials were also mentioned.
 

Keywords: Sericin, extraction, free radical, phenolic compound, flavonoid
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บทนำ
เส้น้ใยไหมเป็็นองค์ป์ระกอบสำคััญของอุตุสาหกรรมสิ่่�งทอและ

การเลี้้�ยงไหม ผลิิตมาจากหนอนไหมหลายชนิิดที่่�อยู่่�ในวงศ์์ 

Bombycidae, Lasiocampidae และ Saturniidae รวมถึึง

แมงมุมุบางชนิดิ Bombycidae จัดัเป็น็วงศ์ท์ี่่�มีหีนอนไหมที่่�เป็น็

ที่่�นิิยมแพร่่หลายที่่�สุุดสำหรัับการผลิิตเส้้นไหมทางการค้้า คืือ

หนอนไหมบ้้านหรืือไหมกิินหม่่อน Bombyx mori ส่่วนหนอน

ไหมในวงศ์์ Lasiocampidae จะผลิิตเส้้นใยไหมที่่�มีีความแข็็ง

แรงและทนทาน ตัวัอย่า่งที่่�รู้้�จักักันัดี ีเช่น่ หนอนไหมจากผีเีสื้้�อ

หนอนใบกระท้้อนหรืือผีีเสื้้�อยัักษ์์ Attacus atlas ส่่วนวงศ์์ 

Saturniidae จะมีีมีีหนอนไหมที่่�ผลิิตเส้้นใยไหมที่่�มีีสีีสัันหลาก

หลาย ตัวัอย่า่งเช่่น หนอนไหมจากมอดญี่่�ปุ่่�น (Japanese oak 

silkmoth) Antheraea yamamai ส่่วนแมงมุุมบางชนิิด เช่่น 

แมงมุุม Nephila clavipes สามารถผลิิตเส้้นใยไหมที่่�สามารถ

ใช้ท้ำเสื้้�อผ้า้ได้แ้ต่ป่ริมิาณการผลิติยังัมีนี้อ้ยเมื่่�อเทียีบกับัหนอน

ไหม B. mori (Barajas Gamboa et al., 2016; Seo et al., 

2023)

	 เส้้นไหมมีส่่วนประกอบที่่�สำคััญคืือโปรตีีนเส้้นใยที่่�

เรีียกว่าไฟโบรอิิน (Fibroin) และเคลืือบด้้วยกาวที่่�ทำจาก

โปรตีีนเซริิซิิน (Sericin) หรืือกาวไหม โดยในระหว่่าง

กระบวนการผลิิตและแปรรููปเส้้นไหมดิิบ กาวไหมจะถููกกำจััด

ออกไปและมัักจะถููกทิ้้�งรวมกัับของเสีียในอุุตสาหกรรมสิ่่�งทอ

มาเป็็นระยะเวลานาน การนำกาวไหมกลับมาใช้้ประโยชน์์จะ

ก่่อให้้เกิิดประโยชน์์ทั้้�งทางเศรษฐกิิจ สัังคมและสิ่่�งแวดล้้อม 

จากการศึึกษาพบว่่า กรดแอมิิโนที่่�เป็็นองค์์ประกอบของกาว

ไหม เช่่น เซอรีีน ทรีีโอนีีนและกรดแอสพาร์์ติิก รวมถึึงความ

หลากหลายในหน้้าที่่�ของหมู่่�ฟังก์์ชัันอื่่�นๆ เช่่น Delocalizing 

electrons ในวงแหวนอะโรมาติิก รวมถึึงสารออกฤทธิ์์�ทาง

ชีวีภาพพวก secondary metabolite ที่่�อยู่่�ในรังัไหม ทำให้ส้าร

สกััดกาวไหมมีีฤทธิ์์�ทางชีีวภาพที่่�น่่าสนใจ เช่่นคุุณสมบััติิต้้าน

อนุมูุูลอิสิระ ความสามารถในการให้ค้วามชุ่่�มชื้้�น ความสามารถ

ในการฟื้้�นฟููเซลล์์และการสร้้างเนื้้�อเยื่่�อ โดยส่่งเสริิมการเจริิญ

เติบิโตของเซลล์์เคราติิโนไซต์์ (Keratinocytes) และไฟโบรบลาสต์์ 

(Fibroblasts) ซึ่่�งนำไปสู่่�การพััฒนากาวไหมเพื่่�อใช้้ประโยชน์์

ในด้า้นต่า่งๆ เช่น่พัฒันาวััสดุชุีวีภาพ (Biomaterials) จากกาวไหม 

สำหรัับการซ่่อมแซมเนื้้�อเยื่่�อผิิวหนััง โดยเฉพาะอย่่างยิ่่�ง 

เป็็นแผ่น่ปิดิแผล นอกจากนี้้�กาวไหมยังสามารถใช้ส้ร้า้งเนื้้�อเยื่่�อ

กระดููก เนื่่�องจากมีความสามารถในการกระตุ้้�นการสร้้าง 

ไฮดรอกซีอะพาไทต์์ (Hydroxyapatite) ซึ่่�งมีีโครงสร้้าง 

คล้้ายกระดููก ในปััจจุุบััน กาวไหมยัังสามารถนำมาใช้้สำหรัับ

กระบวนการนำส่่งยาได้้เนื่่�องจากปฏิิกิิริิยาทางเคมีีและการ

ตอบสนองต่่อค่่าความเป็็นกรด-ด่่าง ซึ่่�งช่่วยในการผลิตอนุุภาค

นาโน ไฮโดรเจล และโมเลกุุลคอนจููเกต (Conjugated molecule) 

ที่่�สามารถเพิ่่�มฤทธิ์์�ทางชีีวภาพของยาได้้อีีกด้้วย (Ahsan et 

al., 2018; Kumar & Mandal, 2017; Li et al., 2023) 

การสัังเคราะห์์เส้้นใยไหม 
	ก าวไหมถูกสัังเคราะห์์ขึ้้�นที่่�ต่่อมเลเบีียล (Labial 

gland) ของหนอนไหมซึ่่�งมัักเรีียกว่่า ต่่อมไหม (Silk gland) 

(Figure 1) ซึ่่�งเป็น็อวัยัวะรูปูท่อ่คู่่�ที่่�ทอดตัวัยาวไปทางด้า้นข้า้ง

ท้้อง (Lateroventrally) ไปยัังระบบย่่อยอาหาร เริ่่�มต้้นตั้้�งแต่่

ปล้้องริิมฝีีปาก (Labial segment) ไปจนถึึงบริิเวณหาง 

(Caudal region) ในการสร้า้งเส้้นใยของหนอนไหมนั้้�น ในระยะ

ไหมสุุกก่่อนเข้้าทำรััง เมื่่�อต่่อมไหมเจริิญเต็็มที่่�จนเข้้าไปเบีียด

ส่่วนของกระเพาะอาหารทำให้้หนอนไหมหยุุดกิินอาหารและ

เกิิดกระบวนการบีีบตััวเองให้้ของเหลวในต่่อมไหมพ่่นออกมา

ทางรููพ่่นเส้้นใยไหม สารไหมเหลวจะถููกขับออกมาทางต่่อม

ไหมส่่วนท้้าย (Posterior silk gland) และหลัังจากนั้้�นส่่งไปยััง

ต่่อมไหมส่่วนกลาง (Middle silk gland) ระหว่่างที่่�อยู่่�ในต่่อม

ไหมส่ว่นกลาง สารไหมเหลวจะกลายเป็น็เจลาตินิ จากนั้้�นกาว

ไหมจะถููกขับออกมาจากส่วนอื่่�นของต่่อมไหมส่วนกลางเพื่่�อที่่�

จะเคลืือบเจลาติิน เมื่่�อโตเต็็มที่่�แล้้วหนอนไหมจะหยุุดกิิน

อาหาร และพ่น่ของเหลวออกจากต่อ่มน้ำ้ลาย 2 ชนิดิทางปาก

อย่า่งต่่อเนื่่�อง เมื่่�อของเหลวสัมัผัสักับัอากาศจะแข็็งตัวัเกิดิเป็น็

เส้น้ใยไหมขึ้้�น (Babu, 2012; Bedge & Dixit- Potadar, 2022)

Figure 1 Structure of silk gland from silk worm Bombyx 

mori (Silva et al., 2022)

โครงสร้้างและองค์์ประกอบของเส้้นไหม
	 เส้้นไหม (Silk filament) มีีโปรตีีนเป็็นองค์์ประกอบ

หลััก 2 ชนิิด คืือ 

	 1)	 โปรตีีนไฟโบรอิิน 

		  เป็็นไกลโคโปรตีีน (Glycoprotein) ที่่�มีีลัักษณะ

เป็็นเส้้นใย (Fibrous) มีีคุุณสมบััติิเฉพาะทางฟิิสิิกส์์และเคมีี 

พบประมาณร้อ้ยละ 70-75 ของเส้น้ไหม เป็น็เส้น้คู่่�ยาวต่อ่เนื่่�อง 

ตรงแกนกลางถูกูเคลือืบไว้ด้้ว้ยโปรตีนีกาวไหม (Figure 2) ไฟ

โบรอิินประกอบด้้วยกรดแอมิิโนที่่�สำคััญคืือ ไกลซีีน อะลานีีน 
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เซอรีีน วาลีีนและไทโรซีีนมีีส่่วนที่่�เป็็นลำดัับกรดแอมิิโนซ้้ำๆ

อยู่่�มาก (Highly repetitive motifs) ในรููปแบบ (Gly-Ala-Gly-

Ala-Gly-Ser)
n
 หรืือ Gly-X (X=Ala/Ser/Thr/Val) ซึ่่�งเป็็นกลุ่่�ม

ของกรดแอมิิโนขนาดเล็็กและไม่่มีขีั้้�ว ทำให้้ไฟโบรอิินไม่่ละลาย

น้ำ้ แต่ส่ามารถละลายได้ใ้นกรดแก่ห่รือืเบสแก่เ่ข้ม้ข้น้ ไฟโบรอิิ

นมีีโครงสร้้างเป็็นไดเมอร์์ (Dimer) ที่่�มีีเปปไทด์์เป็็นองค์์

ประกอบสองสายในอัตัราส่ว่น 1:1 คือื โปรตีนีสายหลักั (Heavy 

chain) มีีน้้ำหนัักประมาณ 350 กิิโลดาลตััน ประกอบด้้วยกรด

แอมิิโนที่่�สำคััญ 2 ชนิิด คืือ ไกลซีีนและอะลานีีน โปรตีีนสาย

รอง (Light chain) มีนี้ำ้หนักัประมาณ 25 กิโิลดาลตันัประกอบ

ด้้วยกรดแอมิิโนหลายชนิิด เช่่น ลิิวซีีน ไอโซลิิวซีีนและวาลีีน 

โดยมีีไกลโครโปรตีีน P25 ทำหน้้าที่่�เชื่่�อม Heavy chain และ 

Light chain เข้้าด้้วยกััน โดยใช้้พัันธะไดซััลไฟด์และ 

Hydrophobic interaction ซึ่่�ง P25 มีีน้้ำหนัักโมเลกุุล 30 กิิโล

ดาลตัันประกอบด้้วยพอลิิเปปไทด์์ (Polypeptide) และโอลิิโก

แซ็ก็คาไรด์ ์(Oligosaccharide) ที่่�ประกอบด้ว้ยน้้ำตาลโมเลกุลุ

เดี่่�ยว 2-10 โมเลกุุลโดยส่่วนใหญ่่จะเป็็นน้้ำตาลแมนโนส 

(Mannose) โครงสร้้างทุุติิยภููมิิของไฟโบรอิินประกอบด้้วย 2 

ส่่วนหลััก คืือ ส่่วนที่่�มีีการจััดเรีียงตััวเป็็นผลึึกและส่่วนที่่�มีีการ

จััดเรีียงตััวแบบอสััณฐาน (Amorphous) นอกจากนี้้�ส่่วนที่่�มีี

โครงสร้า้งการจัดัเรียีงตัวัเป็น็ผลึึกยังัสามารถแบ่ง่ย่อ่ยออกเป็น็ 

3 แบบ ได้้แก่ ่โครงสร้้าง Silk I โครงสร้้าง Silk II และโครงสร้้าง 

Silk III โดยโครงสร้้าง Silk I มีโีครงสร้้างแบบก่่อนเปลี่่�ยนแปลง

ไปเป็น็ผลึึกเส้น้ใย (Pre-spun pseudo crystalline) ที่่�เป็น็แบบ

เกลีียวสุ่่�ม (Random coil) หรืือโครงสร้้างแบบเกลีียว α-helix 

ทำให้้สามารถละลายน้้ำได้้ เป็็นโครงสร้้างที่่�ไม่่เสถีียรสามารถ

เปลี่่�ยนเป็น็โครงสร้า้ง Silk II ได้ ้เมื่่�อได้ร้ับัความร้อ้น (Heating) 

การปั่่�นกวน (Spinning) การให้้แรงทางไฟฟ้้า (Electric field) 

หรืือการเติิมสารละลายที่่�มีีขั้้�ว เช่่น เมทานอล หรืือ อะซิิโตน 

โครงสร้้าง Silk II มีีรููปแบบเป็็นเส้้นใยและถืือเป็็นโครงสร้้าง

หลักัของไฟโบรอิิน ประกอบด้้วยโครงสร้า้งการจัดัเรีียงตัวัแบบ

เบต้้าชีีท (ß-sheet) สายพอลิิเปปไทด์์เรีียงตััวแบบไม่่ขนาน 

(Anti-parallel) ยึึดกันัด้ว้ยพัันธะไฮโดรเจนระหว่า่งหมู่่�คาร์์บอก

ซิิลกัับหมู่่�อะมิิโน โดยระหว่่างเบต้้าชีีทแต่่ละแผ่่นซ้้อนทัับกััน

ด้้วยแรงแวนเดอวาส์์ว (Van der Waals) ส่่งผลให้้ไฟโบรอิินมีี

คุุณสมบััติิเชิิงกลที่่�มีีความแข็็งแรงสููง ไม่่สามารถละลายน้้ำได้้

โดยตรง ต้้องใช้้สารพวก Chaotropes เป็็นตััวทำละลายเช่่น 

ลิิเธีียมคลอไรด์์หรืือโซเดีียมไทโอไซยาไนด์์ (Babu, 2012; 

Costa et al., 2018; Mondal, 2007; Padamwar & Pawar, 

2004)

Figure 2 The structure of silk fibroin. A) The raw silk 

fiber B) ß-sheet crystallite embedded in the amorphous 

matrix of silk fibroin fibers. C) Silk fibroin heavy chain 

(H-chain) consists of hydrophobic and hydrophilic 

repetitive domains (Costa et al., 2018)

	 2)	 โปรตีีนไหมเซริิซิิน 

		  โปรตีีนเซริิซิินหรืือกาวไหม มีีลัักษณะเหนีียว

คล้้ายกาวทำหน้า้ที่่�ห่อ่หุ้้�มเส้น้ใย โดยในเส้น้ไหมจะมีโีปรตีนีไฟ

โบรอิิน 2 เส้้นประสานกัันด้้วยกาวไหมยึึดเหนี่่�ยวเส้้นใยเข้้า

ด้ว้ยกันัเพื่่�อประกอบกันัเป็็นรังัไหม กาวไหมเป็็นโปรตีนีที่่�มีขีอง

กรดแอมิิโนที่่�มีีขั้้�วเป็็นองค์์ประกอบจำนวนมากทำให้้สามารถ

ละลายน้้ำได้้ดีี และมีีขนาดของโมเลกุุลอยู่่�ที่่� 20 ถึึง 400 กิิโล

ดาลตััน (Cao & Zhang, 2016) พบประมาณร้้อยละ 25-30 

ของเส้้นไหม สร้้างจากต่่อมใต้้สมองส่่วนกลางของหนอนไหม 

และถููกขัับออกมาเคลืือบแกนไหมเพื่่�อให้้ยึึดกัันเป็็นเส้้นใย  

ประกอบด้ว้ยเปปไทด์ท์ี่่�มีขีนาดแตกต่า่งกันั โดยเปปไทด์ท์ี่่�มีนี้ำ้หนักั 

โมเลกุุลเล็็กจะสามารถละลายได้้ดีีในน้้ำเย็็น ส่่วนพวกที่่�มีีน้้ำ

หนักัโมเลกุลุใหญ่จ่ะละลายได้ด้ีใีนน้ำ้ร้อ้น ในกาวไหมนอกจาก

จะมีกีรดแอมิโินไกลซีนี อะลานีนี และเซอรีนีในอัตัราส่ว่นที่่�สูงูแล้ว้ 

ยังัประกอบด้ว้ยกรดกลูตามิกิ ทรีโีอนีนีและไทโรซีนี ที่่�สามารถ

กักัเก็บ็น้ำ้ได้ ้ทำให้ช้่ว่ยป้อ้งกันัผิวิแห้ง้ สามารถลดเลือืนริ้้�วรอย 

มีฤีทธิ์์�ต้้านเอนไซม์ไ์ทโรซิเินสซึ่่�งเป็น็ต้น้เหตุขุองผิวิหมองคล้ำ้

และจุดุด่า่งดำ กรดแอมิิโนเหล่่านี้้�จะก่่อเป็น็บริเิวณอสััณฐานใน

โครงสร้้างของกาวไหมจะพบได้ ้2 แบบ คือืเบต้้าชีีท (ß-sheet) 

ที่่�จะพบอยู่่�ในส่ว่นที่่�เป็น็ผลึึก (Crystalline) และโครงสร้้างแบบ

เกลียวสุ่่�ม โดยโครงสร้้างหลัักที่่�พบมากที่่�สุุดคืือโครงสร้้างแบบ

เกลียีวสุ่่�มซึ่่�งกรดแอมิโินที่่�เป็น็องค์ป์ระกอบจะเรียีงตัวัแบบสุ่่�ม 
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ไม่่เป็็นระเบีียบทำให้้โครงสร้้างมีีความยืดหยุ่่�น ละลายน้้ำได้้

ง่า่ย ส่ว่นโครงสร้้างแบบ ß-sheet จะพบได้น้้อ้ยกว่าและละลาย

น้้ำได้้ยาก เมื่่�อกาวไหมสััมผััสกัับความชื้้�นซ้้ำ ๆ (Repeated 

moisture absorption) โครงสร้า้งของโมเลกุลุจะปรับัตัวัเพื่่�อยึึด

จับักับัโมเลกุุลของน้้ำ ส่ง่ผลให้้เกิิดการเปลี่่�ยนแปลงโครงสร้้าง

จากแบบ Random coil ไปเป็็นแบบ ß-sheet หรืือเมื่่�อมีีแรง

ดึึงทางกล (Mechanical stretching) โครงสร้้างโมเลกุุลของกาว

ไหมจะถูกูดึึงให้เ้รียีงตัวัเป็น็ระเบียีบส่ง่ผลให้เ้กิดิการเปลี่่�ยนแปลง 

เป็็นโครงสร้้างมาเป็็นแบบ ß-sheet ได้้เช่น่กันั (Li et al., 2023; 

Padamwar & Pawar, 2004) กรดแอมิิโนที่่�เป็็นองค์์ประกอบ

ในกาวไหม จะมีีการจััดเรีียงตััวแบบซ้้ำๆกััน (Repeat 

sequence) ของ (Gly-Ser-Val-Ser-Ser-Thr-Gly-Ser-Ser-Ser-

Asn-Thr-Asp-Ser-Ser-Thr)
n 
โดย Gly Ser Val Thr Asn Asp 

คืือกรดแอมิิโนไกลซีีน เซอรีีน แวลีีน ทรีีโอนีีน แอสพาราจีีน

และกรดแอสพาร์์ติิก ตามลำดัับ (Lee, 2004; Silva et al., 

2022) กาวไหมเป็น็โปรตีนีโมเลกุลุขนาดใหญ่ต่ามธรรมชาติทิี่่�

ประกอบด้้วยโปรตีีน Sericin 1 (Ser1), Sericin 2 (Ser2) และ 

Sericin 3 (Ser3) โปรตีีน Ser1 อยู่่�ชั้้�นนอกสุุด ละลายน้้ำได้้

ประมาณ 40% ในยีีน ser1 มีีขนาดประมาณ 23 kb และมีี 9 

exons เก็็บรหััสสำหรัับ mRNA ขนาด 10.5, 9.0, 4.0 และ 2.8 

kb ตามลำดัับผ่่านกระบวนการ alternative splicing เมื่่�อเจอ

กับัความร้อนหรืือตัวัทำละลายอิินทรียี์ ์ก็ส็ามารถเปลี่่�ยนแปลง

เป็็นโปรตีีน Ser2 ซึ่่�งละลายน้้ำได้้ประมาณ 40-50% โครงสร้้าง

ของยีีน ser2 มีี 13 exons เก็็บรหััสสำหรัับ mRNA ขนาด 3.1 

และ 5.0–6.4 kb เป็็นชั้้�นกลาง สามารถละลายได้้ด้้วย 

Chaotropes หลายชนิิด โปรตีีน Ser 3 ละลายได้้ประมาณ 

10% โครงสร้้างของยีีน ser3 มี ี2 exons มีขีนาดประมาณ 3.5 

bp เก็็บขนาดสำหรัับ mRNA ขนาด 4.5 kb อยู่่�ชั้้�นในสุุดติิดกับั

ไฟโบรอิิน (Bedge & Dixit- Potadar, 2022; Kunz et al., 

2016) 

	ก าวไหมจะทำหน้า้ที่่�เหมือืนกาวธรรมชาติชิ่ว่ยเชื่่�อม

และยึึดเกาะเส้้นใยไฟโบรอิินไว้้ด้้วยกัันด้้วยพัันธะไฮโดรเจนที่่�

เกิดิขึ้้�นระหว่า่งหมู่่�คาร์บ์อนิลิ (C=O) ของกาวไหมกับัไฮโดรเจน

อะตอม (N-H) ของหมู่่�เอมีีน (NH
2
) ของไฟโบรอิิน (Figure 3) 

ส่่งผลให้้เส้้นใยไหมมีีความแข็็งแรง ทนทานต่่อแรงดึึง และไม่่

เปราะง่่าย เมื่่�อทำการลอกกาวไหม (Degumming) ออก ชั้้�น

กาวจะหายไปทำให้้เส้้นใยไฟโบรอิินซ่ึ่�งเรีียงตััวอย่่างหนาแน่่น

จะสััมผััสกัันโดยตรงส่่งผลให้้พื้้�นผิิวของเส้้นใยเรีียบเนีียนและ

เกิิดการสะท้้อนแสง มีีความนุ่่�มนวลและเงางาม (Seo et al., 

2023) 

Figure 3 Chemical structure of silk demonstrating the 

intermolecular H-bonding between sericin and fibroin 

(Seo et al., 2023)

	ก าวไหมมีีฤทธิ์์�ทางชีีวภาพที่่�หลากหลายเนื่่�องจากมีี

กรดแอมิิโนที่่�สำคััญต่อ่ร่า่งกายอยู่่�มาก มีคีุณุสมบัติิในการต้้าน

อนุุมููลอิิสระ (Jena et al., 2018; Kumar & Mandal, 2017; 

Napavichayanun et al., 2017) สามารถป้้องกัันผิิวจากรัังสีี 

UV (Kaur et al., 2013) เป็็นตััวกัักเก็็บน้้ำและเพิ่่�มความชุ่่�ม

ชื้้�นให้แ้ก่ผ่ิวิ (Padamwar et al., 2005) สามารถกระตุ้้�นให้เ้กิิด

การเจริญเติิบโตและเพิ่่�มการยึึดเกาะของเซลล์์ผิิวหนััง 

(Minoura et al., 1995) ลดการเจริิญเติิบโตของเนื้้�องอกใน

ลำไส้้ใหญ่่ของหนููทดลองได้้ (Zhaorigetu et al., 2001) 

สามารถยัับยั้้�งเอนไซม์์ไทโรซิิเนสซึ่่�งเป็็นต้้นเหตุุของผิิวหมอง

คล้้ำและจุุดด่่างดำ (P. Aramwit et al., 2010; Shitole et al., 

2020) จึึงมีปีระโยชน์อ์ย่า่งมากในการนำไปพัฒันาและประยุกุต์์

ใช้ใ้นอุุตสาหกรรมเวชสำอาง นำไปผลิตวัสัดุุทดแทนกระดููกใน

กระบวนการการชัักนำให้้เนื้้�อเยื่่�อกระดููกคืืนสภาพ (Guided 

bone regeneration, GBR) (Kim et al., 2023) ใช้ใ้นวิศิวกรรม

เนื้้�อเยื่่�อ (Tissue engineering) และทางการแพทย์์ (Silva et 

al., 2022)

โครงสร้้างและรููปแบบของกาวไหม
	 สามารถแบ่่งกาวไหมได้้หลายรููปแบบโดยแบ่่งตาม

ความสามารถในการละลายได้้เป็็น 3 ชนิิด คืือ

	 เซริซิินิ เอ (Sericin A): อยู่่�ชั้้�นนอกสุดุของรังัไหม ไม่่

ละลายในน้้ำร้้อนมีีไนโตรเจนเป็็นองค์์ประกอบอยู่่�ประมาณ 

17.2% มีกีรดแอมิโินที่่�พบมากคือืเซอรีนี ทรีโีอนีนี ไกลซีนีและ

กรดแอสพาร์์ติิก

	 เซริซิินิ บี ี(Sericin B): อยู่่�ในชั้้�นกลาง สามารถละลาย

ได้ใ้นน้ำ้ร้้อน มีกีรดแอมิิโนที่่�เป็็นองค์์ประกอบเหมืือนในเซริซิินิ 

เอ นอกจากนี้้�ยัังมีีกรดแอมิิโน ทริิปโตเฟนและมีีไนโตรเจนอยู่่�

ประมาณ 16.8%

	 เซริิซิิน ซีี (Sericin C): อยู่่�ชั้้�นในสุุดติิดกัับไฟโบรอิิน 

ไม่ล่ะลายในน้้ำร้อ้น สามารถแยกออกจากไฟโบรอิินได้้โดยการ

ใช้้สารละลายกรดเจืือจางหรืือด่่าง มีีองค์์ประกอบกรดแอมิิโน

เหมืือนใน เซริิซิิน บีี และมีีกรดแอมิิโนโพรลีีน กำมะถััน และมีี
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ไนโตรเจนประมาณ 16.6% (Kunz et al., 2016; Padamwar 

& Pawar, 2004) 

	จ ากการศึึกษาพบว่า่กาวไหมจัดัเป็น็ไกลโคโปรตีนีที่่�

มีีโอลิิโกแซคคาไรด์์เป็็นองค์์ประกอบอยู่่�สองชนิิด ชนิิดแรก

ประกอบด้้วยน้้ำตาลแมนโนสหลายโมเลกุุลจับัอยู่่�กับั N-acetyl 

glucosamine 2 โมเลกุลุ เชื่่�อมกับักาวไหมที่่�ตำแหน่ง่ของกรด

แอมิโินแอสพาราจีนี ชนิดิที่่� 2 ประกอบด้ว้ย N-acetyl glucosamine 

และน้้ำตาลไดแซคคาไรด์์ ß-Galactosyl (1→3)-N-acetylgalac 

tosamine เชื่่�อมกัับกาวไหมที่่�ตำแหน่่งกรดแอมิิโนเซอรีีนหรืือ

ทรีีโอนีีน (Kunz et al., 2016)

	 นอกจากนี้้�ยังมีีการจััดแบ่่งโปรตีีนกาวไหมออกเป็็น 

3 กลุ่่�ม ตามน้้ำหนัักโมเลกุุล ได้้แก่่ เซริิซิิน A (250 kDa) เซริิซิิน 

M (400 kDa) และเซริิซิิน P (180 kDa) ซึ่่�งกระจายอยู่่�บริิเวณ

ด้า้นหน้า้ (Anterior: A) กลาง (Middle: M) และหลังั (Posterior: P) 

ของต่่อมไหมส่่วนกลาง (MSG) เซริิซิิน M และ P เป็็นผลผลิิต

ของยีีน ser 1 ในขณะที่่�เซริิซิิน A เป็็นผลผลิิตของยีีน ser 3 

แต่ไ่ม่พ่บว่า่ยีนี ser 2 เกี่่�ยวข้อ้งในการสร้า้งโปรตีนีหลักัของรังั

ไหม (Bedge & Dixit- Potadar, 2022) เซริิซิิน A M และ P มีี

กรดแอมิิโน เซอริิน ไกลซีีน และกรดแอสพาร์์ติิก เป็็นองค์์

ประกอบอยู่่�สููง อย่่างไรก็็ตาม เซริิซิิน A จะมีีองค์์ประกอบของ

กรดแอมิิโนที่่�แตกต่่างจากเซริิซิิน M และ P คืือ มีีกรดกลููตา

มิกิและไลซีีนอยู่่�มาก ขณะที่่�มีกีรดแอมิโินทรีโีอนีนีและไทโรซีนี

ในปริิมาณที่่�น้้อยกว่า โดยที่่�ไทโรซีีนและทรีีโอนีีนเป็็นส่่วน

สำคััญในการเกิิดโครงสร้้างทุุติิยภููมิิแบบ ß-sheet ส่่วนกรด 

กลููตามิิกและไลซีีนเป็็นกรดแอมิิโนที่่�ทำให้้โครงสร้้างแบบ 

ß-sheet นั้้�นไม่่เสถีียร ทำให้้โครงสร้้างของ เซริิซิิน A จะเกิิด

เป็็นโครงสร้้าง ß-sheet น้้อยกว่่าเซริิซิิน M และ P และความ

สามารถในการละลายน้ำ้ของกาวไหมจะลดลงเมื่่�อมีโีครงสร้า้ง

แบบ ß-sheet เพิ่่�มมากขึ้้�น (Bedge & Dixit- Potadar, 2022; 

Takasu et al., 2002) 

คุุณสมบััติิของกาวไหม
	ก ารย่่อยสลายกาวไหมด้้วยสารเคมีี ความร้้อน และ

เอนไซม์์ จะทำให้้ได้้ส่่วนผสมของเปปไทด์์ที่่�มีีมวลโมเลกุุล 

(Molecular Mass) ที่่�แตกต่างกััน เปปไทด์์ที่่�มีีขนาดของ

โมเลกุุลใหญ่่ (50 ถึึง 300 kDa) จะละลายได้้ดีีในน้้ำร้้อน  

(> 60°C) แต่ล่ะลายได้น้้อ้ยในน้้ำเย็็น เปปไทด์์ขนาดใหญ่เ่หล่่า

นี้้� นิยิมนำไปใช้้ประโยชน์์ในด้้านต่่างๆ เช่่น วัสัดุชุีวีภาพที่่�ย่อ่ย

สลายได้้ (Degradable Biomaterials) วััสดุุทางชีีวการแพทย์์ 

(Biomedical Materials) และวััสดุุพอลิิเมอร์์สัังเคราะห์์ 

(Synthetic Polymer Materials) เป็็นต้้น เปปไทด์์ที่่�มีีขนาด

ของโมเลกุุลเล็็ก (น้้อยกว่่า 50 kDa) จะสามารถละลายได้้ดีีใน

น้ำ้เย็น็ และมีคีุณุสมบัตัิเิด่น่ในเรื่่�องของการดูดูซับัความชื้้�นและ

ปล่่อยความชื้้�นได้้ดีีเนื่่�องจากมีีกรดแอมิิโนเซอรีีนอยู่่�มาก ซึ่่�ง 

เซอรีีนเป็็นกรดแอมิิโนที่่�พบได้้มากที่่�สุุดในกลุ่่�มตัวชี้้�วััดความ

ชุ่่�มชื้้�นตามธรรมชาติิของมนุุษย์์ (Natural moisture factor; 

NMF) ซึ่่�งเป็็นส่่วนประกอบของชั้้�นนอกสุุดของผิิวหนัังที่่�ช่่วย

รัักษาระดัับความชุ่่�มชื้้�น NMF ประกอบด้้วยกรดแอมิิโนที่่�

สามารถดููดซัับน้้ำได้้ดีี เช่่น เซอรีีน ไกลซีีน และกรดแอสพาร์์

ติิก กรดแอมิิโนเหล่่านี้้�จะดึึงน้้ำจากชั้้�นล่่างของผิิวหนัังและ 

กักัเก็บ็ไว้บ้นชั้้�นผิวิทำให้ผ้ิวินุ่่�มนวลและชุ่่�มชื้้�น (Bedge & Dixit- 

Potadar, 2022; Li et al., 2023; Padamwar et al., 2005) 

ปริิมาณของกรดแอมิิโนในกาวไหมโดยทั่่�วไปแล้้วจะมีีสััดส่่วน

ที่่�คงที่่� แต่่เทคนิิคที่่�ใช้้ในการสกััดกาวไหมจะมีีผลต่่อสััดส่่วน

ของกรดแอมิิโนเหล่่านั้้�นเล็็กน้้อย มีีงานวิิจััยมากมายที่่�ระบุุว่่า 

เซอรีีนเป็็นกรดแอมิิโนที่่�พบมากที่่�สุุดในกาวไหมคิิดเป็็น

ประมาณ 30% รองลงมาคืือกรดแอสพาร์ต์ิกิและไกลซีนีโดยที่่�

เซอรีีนมีีหมู่่�ไฮดรอกซิลที่่�มีีขั้้�วสูงเป็็นหมู่่�ฟัังก์์ชั่่�น ซึ่่�งส่่งผลต่่อ

คุณุสมบัติแิละหน้้าที่่�ทางชีีวภาพของกาวไหม นอกจากนี้้� กรด

แอสพาร์์ติิกและไกลซีีนก็็มีีบทบาทสำคััญเช่่นกััน กาวไหมยััง

ประกอบด้้วยกรดแอมิิโนที่่�ชอบน้้ำ (Hydrophilic amino acid) 

ประมาณ 70% ส่ง่ผลให้ส้ามารถละลายน้ำ้ได้ด้ีแีละมีคีุณุสมบัติิ

ในการซึึมผ่า่นของน้ำ้ที่่�ดี ีในทางกลับักันั กรดแอมิโินที่่�มีหีมู่่�ฟังั

ก์ช์ั่่�นเป็น็วงแหวนอะโรมาติกิเช่น่ ฟีนีิลิอะลานีนีและทริปิโตเฟน

จะพบได้้ในปริิมาณที่่�น้้อยกว่่ามาก (Table 1) (Ahsan et al., 

2018; Seo et al., 2023)

	ก ระบวนการฟอร์์มตัวเป็็นเจล (Gelation process) 

ของโปรตีีนกาวไหมเกิิดขึ้้�นได้้จากการเปลี่่�ยนโครงสร้้างทุุติิย

ภููมิิจากแบบ Random coil ไปเป็็น ß-sheet ซึ่่�งกาวไหมที่่�มีี

โครงสร้า้งส่ว่นใหญ่แ่บบ Random coil จะละลายได้้ดีใีนน้ำ้ร้้อน 

แต่เ่มื่่�อลดอุุณหภููมิลิงต่่ำ (ประมาณ 10°C) และค่่า pH ประมาณ 6-7 

โครงสร้า้งแบบ Random coil จะเปลี่่�ยนไปเป็น็ ß-sheet ทำให้้

เกิดิการสร้า้งเครือืข่า่ยสามมิติ ิ(3D-network) และส่ง่เสริมิการ

ก่อ่ตัวัของเจลกาวไหมขึ้้�นมา ปรากฏการณ์น์ี้้�สามารถย้้อนกลับ

ได้้เมื่่�อนำเจลที่่�เกิิดขึ้้�นไปให้้ความร้อนประมาณ 50–60°C 

นอกจากนี้้� Gelation process ของกาวไหมยัังสามารถทำได้้

โดยวิิธี ีChemical crosslinking โดยเติิมสารเคมีีเช่น่ กลูตูาราล 

ดีีไฮด์์ (Glutaraldehyde) ซึ่่�งจะนำไปสู่่�การสร้้างโครงสร้้าง 

ß-sheet ที่่�คงตัวั (Silva et al., 2022) ส่ว่นค่า่ Isoelectric point 

(pI) ซึ่่�งเป็็นค่่า pH ที่่�ทำให้้โมเลกุุลมีีประจุุไฟฟ้้าสุุทธิิเป็็นศููนย์์

นั้้�น โปรตีีนกาวไหมมีีค่่า pI ที่่�รายงานอยู่่�ระหว่่าง 3.5 ถึึง 4.0 

ส่่งผลให้้กาวไหมจะมีีประจุุสุุทธิิเป็็นบวกเมื่่�ออยู่่�ภายใต้้สภาวะ

ที่่� pH ต่่ำกว่่า 3.5 และมีีประจุุสุุทธิิเป็็นลบที่่� pH สููงกว่่า 4.0 

(Barajas Gamboa et al., 2016)
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Table 1 Amino acid composition of sericin from selected published works.

Amino Acid (mol%) Author

	 (Terada et al., 2002) 	 (Aramwit et al., 2012) 	 (Keawkorn et al., 2013)

Glycine

Alanine

Serine 

Tyrosine

Valine

Aspartic acid

Arginine

Glutamic acid 

Isoleucine

Leucine

Phenylalanine

Threonine

Cysteine

Histidine

Lysine

Methionine 

Proline

Tryptophan

 	 15.7	 15.03	 13.5

 	 5.3	 4.1	 6.0

 	 32.2	 33.63	 33.4

 	 3.7	 3.45	 2.6

 	 3.6	 2.88	 2.8

 	 18.0	 15.64	 16.7

 	 1.8	 2.87	 3.1

 	 4.6	 4.61	 4.4

 	 0.7	 0.56	 0.7

 	 1.1	 1.0	 1.1

	  0.4	 0.28	 0.5

	  8.4	 8.16	 9.7

 	 <0.05	 0.4	 0.2

 	 1.3	 1.06	 1.3

 	 2.5	 2.35	 3.3

 	 <0.05	 3.39	 0.04

 	 0.6	 0.54	 0.7

 	 0	 0	 0.2

การลอกกาวไหมและทำบริิสุุทธิ์์�
	ก ารลอกกาวไหมจะเป็็นการย่่อยสลายโปรตีีน (Protein 

hydrolysis) โดยสลายพัันธะเอไมด์์ (Amide bond) ในโมเลกุุล

ของกาวไหมออกเป็็นชิ้้�นส่่วนโปรตีีนขนาดเล็็กที่่�สามารถ

ละลายได้้ในตััวทำละลายที่่�ใช้้ในการลอกกาว (Degumming 

agent) โปรตีีนในเส้้นใยไหมคือไฟโบรอิินและกาวไหมจะมีี

คุณุสมบัติทิางกายภาพและทางเคมีีที่่�แตกต่างกันั ในอุุตสาหกรรม 

สิ่่�งทอจะอาศััยความแตกต่่างนี้้�ในการลอกกาวไหมเพื่่�อนำเส้้น

ไหมไปใช้้ประโยชน์์ ซึ่่�งเส้้นใยไหมไฟโบรอิินจััดเป็็นโปรตีีน

เส้้นใยที่่�ไม่่ละลายน้้ำ มีีกรดแอมิิโนไม่่ชอบน้้ำ (Hydrophobic 

amino acid) เป็็นจำนวนมาก (ประมาณ 76%) ทำให้้ไฟโบรอิิน

เป็น็โครงสร้้างหลัักที่่�แข็ง็แรงของเส้น้ใยไหม ส่ว่นกาวไหมเป็น็

โปรตีีนที่่�มีีโครงสร้้างเป็็นแบบอสััณฐาน ละลายได้้ในน้้ำร้้อน 

สารละลายด่่าง สบู่่� กรดอิินทรีีย์์ และ

	 สารซัักล้้างสัังเคราะห์์ (Synthetic detergent) โดย

ทั่่�วไปการลอกกาวไหมจากรัังไหมจะนิิยมใช้้สภาวะที่่�รุุนแรง 

เช่่น ความร้้อนสููง ความดัันสููง หรืือใช้้สารเคมีีพวก ยููเรีีย หรืือ

โซเดีียมคาร์์บอเนต และกรด ซึ่่�งวิิธีีการเหล่่านี้้�ถึึงแม้้ว่่าจะเป็็น

วิิธีีที่่�สะดวก รวดเร็็ว แต่่ส่่งผลกระทบต่่อโครงสร้้างธรรมชาติิ

ของกาวไหมและอาจทำให้้สููญเสียีหน้า้ที่่�ทางชีีวภาพไป อีกีทั้้�ง

การกำจััดสารเคมีีที่่�ตกค้้างจากกระบวนการสกััดนั้้�นยุ่่�งยาก  

ซัับซ้้อนและอาจส่่งผลกระทบต่่อสิ่่�งแวดล้้อมได้้ (Bedge & 

Dixit- Potadar, 2022; Li et al., 2023) นอกจากนี้้� กาวไหมที่่�ถูกูลอก

ออกมาจากเส้น้ไหมในอุตุสาหกรรมสิ่่�งทอ มักัจะถูกูทิ้้�งเป็น็ของ

เสีียที่่�ไม่่ได้้ใช้้ประโยชน์์ ปล่่อยรวมลงไปในน้้ำเสีีย ส่่งผลกระ

ทบต่่อสิ่่�งแวดล้้อมเนื่่�องจากการย่่อยสลายโปรตีีนกาวไหมใน

ธรรมชาติิมีีความต้องการใช้้ออกซิเจน (Chemical oxygen 

demand; COD) ในปริิมาณที่่�สููง ซึ่่�งหมายความว่่าจุุลิินทรีีย์์

จำเป็็นต้้องใช้้ออกซิเจนจำนวนมากในการย่่อยสลายกาวไหม

ส่่งผลให้้น้้ำเสีียมีีปริิมาณออกซิิเจนน้้อยลง อีีกทั้้�งน้้ำเสีียจาก

อุตุสาหกรรมสิ่่�งทอที่่�มีสีารประกอบไนโตรเจน (Nitrogen) และ

ฟอสฟอรััส (Phosphorus) ซึ่่�งเป็็นธาตุุอาหารหลัักในแหล่่งน้้ำ

ในปริิมาณมาก อาจนำไปสู่่�ภาวะสาหร่่ายสะพรั่่�ง (Eutrophication) 

หรืือมลภาวะจากธาตุุอาหารพืืช (Nutrient Pollution) ได้้ ส่่ง

ผลกระทบโดยตรงต่อ่สิ่่�งมีชีีวีิติในน้ำ้ ดังันั้้�นการนำกาวไหมกลับั

มาใช้ป้ระโยชน์ ์เช่น่ผลิติเป็น็ผลิติภัณัฑ์์ต่า่งๆ ที่่�มีกีาวไหมเป็น็

ส่ว่นประกอบ นอกจากจะช่่วยลดมลพิิษต่อ่สิ่่�งแวดล้้อมแล้้วยังั

สามารถสร้้างมููลค่่าทางเศรษฐกิิจได้้อีีกด้้วย 
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การลอกกาวไหมด้้วยน้้ำบริิสุุทธิ์์�
	ก ารลอกกาวไหมด้้วยความร้้อนและความดัันสููง 

(High temperature high pressure : HTHP) หรืือการใช้้หม้้อ

นึ่่�งฆ่า่เชื้้�อแรงดันัสูงู (Autoclave) ที่่� 115 °C เป็น็วิธิีแีบบดั้้�งเดิมิ

ที่่�นิิยมใช้้กัันอย่่างแพร่่หลายกัับเกษตรกรผู้้�เลี้้�ยงไหมรายย่่อย 

โดยใช้้น้้ำกลั่่�นเป็็นตััวทำละลาย และมีีรายงานว่่าสามารถลอก

กาวไหมได้้มีีประสิิทธิิภาพที่่�ดีีกว่่าการต้้มด้วยสารละลายด่่าง 

(Alkali treatment) โดยไม่ส่่ง่ผลกระทบต่อ่โครงสร้า้งของเส้น้ใย

ไฟโบรอินิมากนักั การลอกกาวไหมโดยการ Autoclave รังัไหม

ในน้้ำที่่� 115 °C นาน 180 นาทีี สามารถลอกกาวไหมได้้ถึึง 

96% ข้อ้ดีขีองวิธิีนีี้้�คือืปลอดภัยัต่อ่สิ่่�งแวดล้อ้มมากกว่า่วิธิีกีาร

สกัดัโดยใช้ส้ารเคมี ี(Choudhury & Devi, 2016) อย่า่งไรก็ต็าม 

วิธิีนีี้้�ยังัไม่ถู่กูนำไปใช้้ในเชิิงพาณิิชย์อ์ย่า่งจริงจััง เนื่่�องจากมีข้อ้

จำกััดหลายประการ เช่่น คุุณภาพของรัังไหมส่่งผลต่่อการ

ละลายของกาวไหม การใช้ร้ังัไหมที่่�ยังัไม่แ่ก่ ่(Unripe cocoon) 

จะละลายได้้ไม่่ดีีและจะเกิิดเป็็นผลึึก (Crystalline structures) 

นอกจากนี้้�การแช่ร่ังัไหมด้ว้ย 70% Ethanol ก่อ่นนำไปลอกกาว 

จะช่่วยกำจััดสารฟลาโวนอยด์์และรงควััตถุุพวกแคโรทีีนอยด์์ 

ออกจากรัังไหมที่่�มีีสีีได้้ (Bedge & Dixit- Potadar, 2022)

การลอกกาวไหมด้้วยวิิธีีต้้มด้้วยสารละลายด่่าง
และสบู่่�
	ก ารลอกกาวไหมโดยใช้้การต้้มด้้วยสารละลายด่่าง

และสบู่่�เป็็นวิธิีทีี่่�นิยิมใช้้กันัอย่่างแพร่่หลายในอุุตสาหกรรมสิ่่�งทอ 

วิิธีีนี้้�เป็็นวิิธีีที่่�สะดวก รวดเร็็ว สามารถนำไปใช้้ในการลอกกาว

ในโรงงานได้้อย่่างมีีประสิิทธิิภาพ โดยจะต้้มรัังไหมใน 0.5% 

โซเดีียมคาร์์บอเนตเป็็นเวลา 30 นาทีีแล้้วทำการกรองเอา

เส้้นใยไฟโบรอิินไปใช้้ประโยชน์์ ความเข้้มข้้นของสารละลาย

ด่า่งจะขึ้้�นอยู่่�กับัชนิดิของไหม เส้น้ใยไหมที่่�ละเอีียดอ่อ่นจะต้อ้ง

ใช้้สารละลายด่่างที่่�มีีความเข้้มข้้นต่่ำกว่่า การใช้้สบู่่�ซึ่�งมีีฤทธิ์์�

เป็็นด่่างอ่่อนจะช่่วยให้้โมเลกุุลของกาวไหมดููดซัับน้้ำ เกิิดการ

พองตััวและสลายพัันธะไฮโดรเจนที่่�เชื่่�อมต่อระหว่่างโมเลกุุล 

ช่ว่ยลดแรงตึึงผิวิระหว่่างกาวไหมกับัน้ำ้ ทำให้ก้าวไหมกระจาย

ตััวเป็็นหยดเล็็กๆ ลอยอยู่่�ในน้้ำเกิิดเป็็นอิิมััลชัันขึ้้�นและจะถููก

ชะล้้างออกจากเส้้นใยไหมด้้วยน้้ำร้้อน การลอกกาวโดยใช้้สบู่่� 

นิยิมใช้ส้บู่่�ที่่�ทำจากน้ำ้มันัมะกอก แต่ม่ีขี้อ้จำกัดัคือืมีรีาคาแพง

และต้อ้งนำเข้า้มาจากต่า่งประเทศ ดังันั้้�น โรงงานอุตุสาหกรรม

จึึงนิิยมใช้้สบู่่�แบบโฮมเมดแทน โดยมีีส่่วนประกอบหลัักเป็็น 

โซเดียีมสเตีียเรต อย่่างไรก็็ตามการใช้้สบู่่�และด่่างในการลอกกาว

จะผลกระทบต่อ่สิ่่�งแวดล้อ้ม หากมีกีารปลดปล่อ่ยสู่่�แหล่ง่น้ำ้ใน

ปริมิาณสูงูจะก่อ่ให้เ้กิดิมลพิษิรุนุแรงต่อ่แหล่ง่น้ำ้ได้ ้(P. Aramwit 

et al., 2010; Mahmoodi et al., 2010)

การลอกกาวไหมด้้วยสารละลายกรด
	ก ารลอกกาวไหมโดยใช้้สารละลายกรดอิินทรีีย์์ เป็็น

สภาวะที่่�รุนุแรงน้้อยกว่าการใช้้สารละลายด่่าง ในอุุตสาหกรรม

สิ่่�งทอนิยิมใช้ก้รดซิติริกิซึ่่�งเป็น็กรดอินิทรียี์ท์ี่่�ได้จ้ากกระบวนการหมักั 

โดยนำรัังไหมมาสกััดด้้วยกรดซิิตริิกเข้้มข้้น 30% (w/v) ที่่�

อุณุหภูมูิ ิ98 °C จะสามารถกำจัดัเซริซิินิได้เ้กือืบ 100% อีกีทั้้�ง

การลอกกาวด้้วยวิิธีีนี้้�ทำให้้เส้้นไหมสููญเสีียความแข็็งแรงดึึง 

(Tensile strength) น้อ้ยกว่า่การลอกกาวแบบสบู่่�-ด่่าง (Soap-

alkali method) (Khan et al., 2010) นอกเหนืือจากกรดซิิตริิ

กแล้้ว การใช้้กรดทาร์์ทาริิก (Tartaric acid) ในการลอกกาวก็็

ให้้ผลลััพธ์์ที่่�ดีีในแง่่ของสมบััติิทางกายภาพของเส้้นไหม 

(Physicochemical properties) และการย้้อมสีที่่�ดีียิ่่�งขึ้้�น 

(Bedge & Dixit- Potadar, 2022)

การลอกกาวไหมโดยใช้้เอนไซม์์
	ก ารลอกกาวไหมโดยใช้้เอนไซม์์ (Enzymatic 

degumming) เป็็นกระบวนการที่่�ใช้้ตััวเร่่งปฏิกิริยาทางชีีวภาพ 

เป็็นมิิตรกัับสิ่่�งแวดล้้อม และมีีผลกระทบต่่อเส้้นไหมน้อย 

ได้้ผลผลิตเป็็นเส้้นไหมที่่�นุ่่�มนวลและผ่่านการลอกกาวอย่่าง

สม่่ำเสมอ เอนไซม์์ที่่�นำมาลอกกาวเป็็นเอนไซม์์ในกลุ่่�มที่่�ย่่อย

สลายโปรตีีนหรืือโปรตีีเอส (Protease) ส่ว่นใหญ่่ทำงานได้้ดีทีี่่�

อุณุหภูมูิแิละความเข้้มข้น้ต่่ำ และสามารถช่่วยประหยััดทรัพัยากร 

ต่่างๆ เช่่น น้้ำ พลัังงาน สารเคมีี และลดภาระในการบำบััดน้้ำ

เสีีย นอกจากนี้้� เอนไซม์์โปรตีีเอสยัังสามารถย่่อยสลายกาว

ไหมได้ด้ีแีละมีผีลต่อ่ไฟโบรอินิน้อ้ย โดยเอนไซม์โ์ปรตีเีอสชนิดิ

ด่่าง (Alkali protease) มีีประสิิทธิิภาพสููงที่่�สุุดในการลอกกาว

ไหม คงความแวววาวของเส้้นไหม และรัักษาคุุณสมบััติิด้้าน

ความแข็็งแรง (Tensile properties) วิิธีีการลอกกาวไหมด้้วย

เอนไซม์์มีีประสิิทธิิภาพมากกว่่าการใช้้สารละลายด่่างซึ่่�งจะ

กำจัดักาวไหมแบบไม่จ่ำเพาะเจาะจงอีกีทั้้�งส่ง่ผลต่อ่โครงสร้า้ง

และคุุณสมบัติขิองเส้้นใยไฟโบรอิิน (Kim et al., 2016) เอนไซม์์

โปรตีีเอสที่่�ใช้้ในการลอกกาวนั้้�นมีีหลายชนิิดทั้้�งที่่�ได้้จากสััตว์์ 

พืืช และจุุลิินทรีีย์์

	ก ารใช้้เอนไซม์์โปรตีีเอสจากแบคทีีเรีียและราที่่�นิิยม

ใช้ใ้นการลอกกาวไหม ได้้แก่ ่อัลัคาเลส (Alcalase) และซาวิิเนส 

(Savinase) หรืือใช้้เอนไซม์์ทั้้�งสองชนิิดผสมกััน โดยที่่�มีี

รายงานว่่าการใช้้เอนไซม์์ซาวิิเนส มีีประสิิทธิิภาพที่่�ดีีกว่า 

นอกจากองค์์ประกอบที่่�เป็็นโปรตีีนแล้้ว เส้้นไหมยังมีีส่่วนที่่�

ไม่่ใช่่โปรตีีน เช่่น คาร์์โบไฮเดรต ฝุ่่�น ไข (Wax) และแร่่ธาตุุ  

ไขเป็็นสารที่่�ไม่่ละลายน้้ำซ่ึ่�งจะส่่งผลต่่อความแวววาวและความ

นุ่่�มของไหม การกำจััดไขออกจากเส้้นไหมจึึงมีีความสำคััญ  

ดัังนั้้�น การใช้้เอนไซม์์ไลเปส (Lipase) ร่่วมกัับโปรติิเอสจะให้้
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ผลลัพัธ์ท์ี่่�ใกล้เ้คียีงกับัการลอกกาวด้วยสบู่่� นอกจากนี้้�การลอก

กาวโดยใช้้เอนไซม์์ยัังช่่วยปรัับปรุุงการย้้อมติิดสีีของเส้้นไหม

ที่่�มัักจะเป็็นปััญหาเมื่่�อใช้้สารละลายด่่างหรืือสบู่่�ในการลอกกาว 

ได้้อย่่างมีีนััยสำคััญ (Gulrajani, Agarwal, Grover, et al., 

2000)

	 เอนไซม์์ดีีกััมเมส (Degummase) ที่่�ผลิิตโดยเชื้้�อ

แบคทีีเรีีย Bacillus subtilis สามารถนำมาใช้้ลอกกาวไหมได้้

โดยมีีประสิิทธิิภาพในการลอกกาวไหมทำให้้น้้ำหนัักรัังไหม

หายไป (weight loss) ประมาณ 22% ที่่�อุณุหภูมูิ ิ50°C ในขณะ

ที่่�การใช้้สบู่่�หรืือด่่างต้้องใช้้อุุณหภููมิิ 100 °C ขึ้้�นไปจึึงจะได้้

ค่่าน้้ำหนัักที่่�หายไป 24% นอกจากนี้้� เอนไซม์์โปรติิเอสจาก

เชื้้�อรา ก็ถ็ูกูนำมาใช้ใ้นการลอกกาวไหมได้เ้ช่น่กันั ตัวัอย่า่งเช่น่ 

เอนไซม์์โปรติิเอสที่่�ได้้จากเชื้้�อรา Conidiobolus sp. เข้้มข้้น 3 

mg/ml ใช้้เวลา 3 ชั่่�วโมง ที่่�อุุณหภููมิิ 37 °C ทำให้้น้้ำหนััก 

รัังไหมหายไปได้้ประมาณ 19.8% (Freddi et al., 2003; 

Gulrajani, Agarwal, & Chand, 2000) ส่ว่นเอนไซม์์ โปรติิเอส 

จากเชื้้�อรา C. brefeldianus และ Actinomycete ได้้ค่า่น้้ำหนััก

ที่่�หายไป 19.58% ถึึง 21.78% (More et al., 2013) ซึ่่�งใกล้เคียีง 

กัับการใช้้สารละลายด่่างหรืือสบู่่�ในการลอกกาว

	 เอนไซม์์โปรตีีเอสจากพืชสามารถนำมาใช้้ลอกกาว

ไหมได้้เช่น่กันั โดยเอนไซม์์ปาเปน (Papain) ที่่�สกัดัได้้จากยาง

ของมะละกอดิบิ มีคีุณุสมบัตัิใินการย่อ่ยสลายโปรตีนีและนำมา

ใช้้ลอกกาวได้้ผลดีีใกล้้เคีียงกัับการใช้้สารละลายด่่างหรืือสบู่่� 

อีีกทั้้�งยัังช่่วยรัักษา Tensile strength ของเส้้นไหมและทำให้้

เส้น้ไหมสามารถติดิสีไีด้ด้ีขีึ้้�นหลัังการย้อ้มเช่น่กันั (Nakpathom 

et al., 2009)

	 ในระยะที่่�หนอนไหมจะเปลี่่�ยนไปเป็็นดัักแด้้ ซึ่่�งเป็็น

ระยะที่่�ไม่่กินิอาหารและจะสร้้างเส้้นใยไหมเพื่่�อห่่อหุ้้�มตัวเอาไว้้

เพื่่�อก่่อตััวเป็็นรัังไหม (Cocoon) จากนั้้�นเมื่่�อดัักแด้้ฟัักออกมา

เป็็นผีีเสื้้�อจะใช้้เอนไซม์์ Cocoonase ช่่วยในการออกจาก 

รัังไหม Cocoonase เป็็นเอนไซม์์ในกลุ่่�มเซอรีีนโปรตีีเอสที่่�มีี

โครงสร้้างและกลไกการทำงานคล้้ายกัับเอนไซม์์ทริิปซิิน 

(Trypsin-like serine protease) ผลิติโดยผีเีสื้้�อไหมหลายชนิดิ

ทั้้�งที่่�กิินใบหม่่อนและไม่่กิินใบหม่่อน ทำหน้้าที่่�หลัักคืือย่่อย

สลายกาวไหม ทำให้้ให้้ผีีเสื้้�อไหมมุุดออกมาจากรัังไหมได้้ง่่าย 

เอนไซม์์ชนิดินี้้�มีความจำเพาะสููง คือืจะย่่อยเฉพาะโปรตีีนกาว

ไหมเท่า่นั้้�น ไม่ย่่อ่ยไฟโบรอินิ ผีเีสื้้�อไหมจึึงสามารถขุดุรูทูี่่�ปลาย

รัังไหมที่่�ไฟโบรอิินนั้้�นไม่่มีีกาวยึึดติิดอีีกต่อไปและมุุดออกมา

จากรัังไหมได้้ (Rodbumrer et al., 2012) ด้้วยความจำเพาะ

ของ Cocoonase ทำให้้นัักวิิทยาศาสตร์์สนใจนำไปใช้้ในการ

ลอกกาวไหม ด้้วยวิิธีีการโคลนยีีนที่่�เก็็บรหััสสำหรัับเอนไซม์์ 

Cocoonase เพื่่�อสร้้าง Recombinant cocoonase ทั้้�งใน

แบคทีเีรียี Escherichia coli ใน Insect cell และในยีสีต์ ์Pichia 

pastoris เพื่่�อผลิติเอนไซม์ใ์นปริมิาณมาก โดยเอนไซม์์ที่่�ได้้จาก

กระบวนการพันัธุวุิศิวกรรมนี้้�สามารถย่อ่ยสลายกาวไหมได้ถ้ึึง 

98% โดยไม่่กระทบต่่อเส้้นใยไฟโบรอิิน นอกจากนี้้�ยังช่ว่ยเพิ่่�ม

คุุณภาพของเส้้นใยไหมด้้วยการทำให้้สีีของเส้้นใยอ่่อนลงและ

มีีประสิิทธิิภาพที่่�ดีีกว่่า cocoonase จากธรรมชาติิที่่�สกััดจาก

หนอนไหมอีีกด้้วย (Rodbumrer et al., 2012; Unajak et al., 

2015) 

Figure 4 A novel technique to generate self-degummed cocoon using genetic engineering (Wang et al., 2023)
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	 ได้้มีีการศึึกษาค้้นคว้้าวิิธีีการสลายรัังไหมแบบ Self-

degumming โดยใช้้เทคนิิคการตััดต่่อพัันธุุกรรมของหนอน

ไหมซึ่่�งเป็็นนวััตกรรมใหม่่ที่่�อาศััยการตััดต่่อยีีนที่่�เก็็บรหััส

สำหรัับโปรตีีนทริิปซิโินเจน (Trypsinogen) ซึ่่�งเป็น็ Precursor 

ของเอนไซม์์ทริิปซิิน แล้้วนำเข้้าสู่่�เซลล์์เพื่่�อให้้มีีการผลิิต 

Recombinant protein ของทริิปซิิโนเจน ซึ่่�งจะเกิิด Auto-

activation เปลี่่�ยนไปเป็็นเอนไซม์์ทริิปซิินในปริิมาณมาก

ภายในชั้้�นของกาวไหมในรัังไหม ทริิปซิิโนเจนเป็็นเอนไซม์์ที่่�

ยังัไม่พ่ร้อ้มที่่�จะเร่ง่ปฏิกิริยา (Inactive) จะต้อ้งผ่า่นกระบวนการ 

กระตุ้้�นตััวเอง (Auto-activation) หรืือถููกกระตุ้้�นโดยเอนไซม์์

ชนิิดอื่่�น (Enterokinase) โดยการตััดส่่วน Inhibitory peptides 

ที่่�มีีลำดัับกรดแอมิิโน Phe-Pro-Thr-Asp-Asp-Asp-Asp-Lys 

ออกจากทริิปซิิโนเจนเพื่่�อกลายเป็็นเอนไซม์์ทริิปซิินที่่�ทำหน้้าที่่�

เร่่งปฏิิกริยาการย่่อยสลายพัันธะเปปไทด์์บริิเวณ C-terminal 

ในตำแหน่่งที่่�มีีกรดแอมิิโนไลซีีนและอาร์์จิินีีนที่่�อยู่่�ติิดกััน 

นอกจากนี้้�ทริิปซิินยัังมีีความจำเพาะสููงเพราะจะไม่่สามารถ

ย่อ่ยสลายไฟโบรอินิเนื่่�องจากโมเลกุลุของไฟโบรอินิมีตีำแหน่ง่

ที่่�ทริิปซิินตััดได้้ (Cleavage site; Lys-Arg) น้้อยมาก ส่่วน

โมเลกุุลของกาวไหมมีีตำแหน่่งที่่�ทริิปซิินตััดได้้ค่่อนข้้างมาก 

ทำให้้ทริิปซิินสามารถกำจััดชั้้�นกาวไหมออกจากเส้้นไหมได้้

โดยไม่ก่ระทบต่อ่โครงสร้า้งของไฟโบรอินิ (Omar et al., 2021) 

อีกีทั้้�งยังัส่่งผลให้้ได้้เส้น้ไหมที่่�มีคีุณุภาพดีแีละได้ก้าวไหมไปใช้้

ประโยน์์โดยไม่่ต้้องใช้้สารเคมีีใดๆในการลอกกาวอีีกด้วยโดย

นำรัังไหมไปแช่่ในน้้ำกลั่่�นหรืือ 1 mM Tris-HCl, pH = 8.0 แล้้ว

นำไปบ่่มที่่� 37°C เป็็นเวลา 24 ชั่่�วโมง (Figure 4) (Wang  

et al., 2023)

การลอกกาวไหมด้้วยสารละลายยููเรีีย
	ก ารลอกกาวไหมด้้วยสารละลายยููเรีียควบคู่่�กัับการ

ใช้้ Autoclave มีีประสิิทธิิภาพในการลอกกาวไหมมากกว่า 

(18.60–23.10% และ 17.00–21.27% weight loss ตามลำดับั) 

เมื่่�อเทีียบกัับการสกััดโดยใช้้สารละลายกรดซิิตริิกและ

โซเดียีมคาร์บ์อเนต (8.33–15.19% และ 5.93–12.69% weight 

loss ตามลำดับั) นอกจากนี้้�การใช้ยูู้เรียีในการสกััดจะส่ง่ผลให้้

โปรตีีนกาวไหมที่่�มีมีวลโมเลกุุลสููงกว่า (10 ถึึง >225 kDa) เมื่่�อ

เทียีบกับัขนาดของโปรตีีนที่่�ได้้จากการลอกกาวด้วยสารละลาย

กรด (50–150 kDa) สารละลายด่า่ง (15–75 kDa) หรือืใช้ค้วาม

ร้อ้นสูงู (25–150 kDa) และเมื่่�อนำไปวิเิคราะห์แ์บบแผนโปรตีนี

ด้้วยวิิธีี SDS-PAGE กาวไหมที่่�สกััดด้้วยสารละลายยููเรีียจะ

เห็็นแถบของโปรตีีนได้้ชััดเจนกว่่าวิิธีีอื่่�นๆ ซึ่่�งแสดงให้้เห็็นว่่า

วิิธีีการสกััดด้้วยยููเรีียมีีผลกระทต่่อการย่่อยสลายหรืือการเสีีย

สภาพธรรมชาติขิองกาวไหมน้อ้ยและได้ผ้ลผลิติที่่�สูงู (P. Aramwit 

et al., 2010; Silva et al., 2022)

ฤทธิ์์�ทางชีวีภาพของกาวไหมและการนำไปใช้ป้ระโยชน์์
	 1.	 Biocompatibility และ immunogenicity

		ก  าวไหมเป็็นพอลิิเมอร์์ชีีวภาพที่่�มีีประโยชน์์

ใช้ส้อยหลากหลายในด้า้นชีีวการแพทย์ ์มีีคุณุสมบัตัิเิข้า้กัันได้้

กัับร่่างกาย (Biocompatibility) ไม่่ก่่อให้้เกิิดการแพ้้ เพราะไม่่

กระตุ้้�นการตอบสนองของระบบภููมิิคุ้้�มกััน ซึ่่�งเป็็นสิ่่�งที่่�สำคััญ

สำหรับัวััสดุทุี่่�จะนำไปใช้ท้างการแพทย์ ์ทำให้เ้ป็น็วััสดุทุี่่�เหมาะ

สมสำหรัับการนำไปใช้้ประโยชน์์ในทางชีีวภาพ งานวิิจัยัใหม่่ๆ 

ชี้้�ให้้เห็็นว่่ากาวไหมมีศัักยภาพที่่�ดีีในการเป็็นวััสดุุทางชีีวภาพ

ที่่�มีีความปลอดภััยสููงและยัังช่่วยส่่งเสริิมการเจริญของเซลล์์

และเนื้้�อเยื่่�อได้้เป็็นอย่่างดีี ในปััจจุุบััน นัักวิิจััยกำลัังศึึกษาและ

พัฒันากาวไหมสำหรับัการใช้ง้านทางการแพทย์ท์ี่่�หลากหลาย 

เช่่น เป็็นวััสดุุปลููกถ่่ายเนื้้�อเยื่่�อ วััสดุุที่่�ใช้้ในการขนส่่งยา แผ่่น

ปิิดแผลที่่�ช่่วยในการรัักษาแผล ช่่วยให้้แผลหายเร็็ว ลดการ

อักัเสบ และป้อ้งกันัการติดิเชื้้�อ (Liu et al., 2022) เป็น็ต้น้ โดย

ได้้มีีการศึึกษาและพัฒันาวัสัดุปุิดิแผลชนิดิไฮโดรเจลที่่�ทำจาก

โปรตีีนกาวไหม (Silk sericin based hydrogel; SSH) โดยใช้้

เอนไซม์์ Horseradish peroxidase (HRP) เป็็นตััวเชื่่�อม

ประสาน (Crosslink) ผลการทดลองพบว่่า SSH มีีคุุณสมบััติิ

ที่่�เหมาะสมสำหรัับการใช้้งานในทางคลิินิกิและไม่่ก่อ่ให้้เกิิดการ

อัักเสบ ส่่งเสริิมประสิิทธิิภาพในการรัักษาแผลรวมถึึงเพิ่่�ม

จำนวนของหลอดเลืือดที่่�สร้้างใหม่่ได้้ ซึ่่�งจากการศึึกษาในหนูู

ทดลองที่่�ถูกูเหนี่่�ยวนำให้เ้ป็น็โรคเบาหวาน พบว่า่ การใช้ ้SSH 

ที่่�บาดแผลของหนููทดลองช่่วยลดระยะห่่างของขอบแผลและ

ทำให้้แผลสมานกัันได้้เร็็วขึ้้�น รวมถึึงมีีประสิิทธิิภาพมากกว่า

เมื่่�อเทีียบกัับการใช้้ยารัักษาแผล Tegaderm เพีียงอย่่างเดีียว 

นอกจากนี้้�ยังัพบว่า่แผลที่่�ได้ร้ับัการรักัษาด้ว้ย SSH มีกีารงอก

ของรากขนตามปกติิ ลดภาวะพัังผืืดที่่�ผิิวหนัังและมีีระดัับของ

สารกระตุ้้�นการอัักเสบในเนื้้�อเยื่่�อแผลน้้อยกว่่าซึ่่�งอาจเป็็น

ปััจจััยสำคััญในการลดรอยแผลเป็็นและส่่งผลต่่อคุุณภาพผิิวที่่�

ดีีขึ้้�น (Baptista-Silva et al., 2022) กาวไหมยัังสามารถนำมา

ผลิิตเป็็นพลาสติิกชีีวภาพ (Biodegradable polymers) ที่่�ย่่อย

สลายได้้ตามธรรมชาติิ โดยการนำไปผสมกัับเรซิินชนิิดอื่่�น ๆ 

นอกจากนี้้� โฟมยููริิเทน (Polyurethane foams) ที่่�มีีส่่วนผสม

ของกาวไหม ยัังมีีคุุณสมบััติิในการดููดซัับและปล่่อยความชื้้�น

ได้้ดีีเยี่่�ยม (Minoura et al., 1995) แผ่่นฟิิล์์มที่่�ทำจากกาวไหม

และไฟโบรอิิน มีีคุุณสมบััติิเด่่นตรงที่่�สามารถให้้ออกซิิเจนซึึม

ผ่่านได้้ดีี เหมาะสำหรัับการนำไปใช้้สร้้างกระจกตาเทีียม 

นอกจากนี้้�ยัังสามารถนำไปผลิตวััสดุุทางการแพทย์์ที่่�มีีสมบัติิ

ในการต้้านการแข็็งตััวของเลืือด (Anticoagulant properties) 

โดยผสมกาวไหมและไฟโบรอิินแล้้วนำไปผ่่านกระบวนการ

ซัลัโฟเนต (Sulfonation treatment) (Bedge & Dixit- Potadar, 

2022)
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	 2.	 ความสามารถในการส่ง่เสริิมการเจริิญของเซลล์์

		จ  ากการวิิจััยพบว่่า กาวไหมมีีคุุณสมบััติิช่่วย 

ส่่งเสริิมการแบ่่งตััวของเซลล์์และยัังรัักษาหน้้าที่่�ทางชีีวภาพ

ของเซลล์ป์ระเภทต่า่งๆ ไว้ไ้ด้ ้ทั้้�งเซลล์ส์ัตัว์เ์ลี้้�ยงลูกูด้ว้ยน้ำ้นม

ปกติิ (Normal mammalian cell) เซลล์์มะเร็็ง (Tumor cell) 

และเซลล์์แมลง (Insect cell) ซึ่่�งเป็็นผลมาจากการที่่�กาวไหม

สามารถใช้ท้ดแทนโปรตีนีพวก Bovine serum albumin (BSA) 

หรืือ Fetal bovine serum (FBS) เพื่่�อใช้้เป็็นสารอาหารเลี้้�ยง

เซลล์์ได้้ ตััวอย่่างเช่่น อาหารเลี้้�ยงเซลล์์ DMEM (Dulbecco’s 

Modified Eagle Medium) ที่่�ไม่่มีีซีีรั่่�ม เมื่่�อผสมกัับกาวไหม 

(0.05%) สามารถช่ว่ยเพิ่่�มความสามารถในการต่อ่ต้า้นริ้้�วรอย

ของเซลล์์ Skin fibroblasts ได้้ และอาหารเลี้้�ยงเซลล์์ Roswell 

Park Memorial Institute (RPMI) 1640 ที่่�มีีเซริิซิิน (0.01%) 

ช่่วยรัักษาการทำงานของ Pancreatic islet cells ในการลด

ระดัับน้้ำตาลในเลืือด (Li et al., 2023; Liu et al., 2022) กาว

ไหมยัังมีีคุุณสมบััติิในการรองรัับการยึึดเกาะของเซลล์์ โดย

แผ่น่ฟิิล์ม์ที่่�ผลิตจากกาวไหมสามารถนำไปใช้้ในการเพาะเลี้้�ยง

เซลล์์ไฟโบรบลาสต์์ของหนูู (L929) ซึ่่�งผลการทดลองพบว่่า

เซลล์์สามารถยึึดเกาะและเพิ่่�มจำนวนได้้ดีีเทีียบเท่่ากัับ 

Styrene culture plate ที่่�ใช้้กัันโดยทั่่�วไป (Pornanong 

Aramwit et al., 2010)

	จ ากการศึึกษาพบว่่ากาวไหมสามารถช่่วยป้้องกััน

เซลล์์ผิิวหนัังจากการเกิิดการตายของเซลล์์อย่่างเป็็นระบบ 

(Programmed cell death หรืือ Apoptosis) ที่่�เหนี่่�ยวนำด้้วย

รังัสี ีUV ได้้ เมื่่�อเซลล์์ได้ร้ับัรังัสี ีUV ทำให้้เอนไซม์์ Caspase-3 

ถููกกระตุ้้�นและทำให้้เกิิดการสลายตััวของโปรตีีนที่่�จำเป็็น

สำหรัับการอยู่่�รอดของเซลล์์ กาวไหมสามารถยัับยั้้�งการ 

กระตุ้้�น Caspase-3 และป้อ้งกันัเซลล์จ์ากการตายได้ ้ทำให้ก้าว

ไหมมีศัักยภาพในการป้้องกัันผิิวจากรังสีี UV (Dash et al., 

2008) นอกจากนั้้�นกาวไหมยังช่ว่ยกระตุ้้�นการแบ่่งตัวัของเซลล์์

และช่ว่ยส่ง่เสริิมกระบวนการ Cell differentiation อีกีด้ว้ย โดย

มีีงานวิิจััยที่่�ชี้้�ให้้เห็็นว่่ากาวไหมสามารถกระตุ้้�น Primary 

human retinal pigment epithelial cells (hRPEs) ให้้เกิิดการ 

Differentiate และเจริญเติิบโตได้้อย่่างรวดเร็็ว โดยอาศััย  

NF-κB pathway และพบว่่าใน hRPEs มีีการสัังเคราะห์์ยีีนที่่�

เกี่่�ยวข้้องกัับวงจรการมองเห็็น (Visual cycle) เช่่น RPE65, 

RDH10 และ CRALBP เพิ่่�มขึ้้�นอย่่างมีีนััยสำคััญ (Liu et al., 

2022) ส่่วนทางด้้านวิิศวกรรมเนื้้�อเยื่่�อกระดููก (Bone tissue 

engineering) กำลัังมีีการศึึกษาค้้นคว้้าเพื่่�อนำกาวไหมมา

ประยุุกต์์ใช้้ในงานปลููกถ่่ายกระดููกเพราะกาวไหมมีีคุุณสมบััติิ

ที่่�น่่าสนใจหลายประการ ได้้แก่่ เข้้ากัันได้้กัับร่่างกาย ชอบน้้ำ 

(Hydrophilic) และมีีราคาไม่่แพง ทำให้้เป็็นตััวเลืือกที่่�ดีีในการ

เสริมิประสิทิธิภิาพของวัสัดุปุลูกูถ่า่ยกระดูกูแบบเดิมิ นอกจาก

นี้้� ฤทธิ์์�ต้้านอนุุมููลอิิสระ ต้้านการอัักเสบ (Anti-inflammatory) 

และป้้องกัันรัังสีี UV ของกาวไหมยัังส่่งเสริิมสภาพแวดล้้อมที่่�

เหมาะสมต่อการฟื้้�นฟููของกระดููก อีีกทั้้�งการนำกาวไหมไป

ผสมผสานกัับเทคโนโลยีีการพิิมพ์์สามมิิติิ (3D-printing) อาจ

จะช่่วยสร้้างวััสดุุปลููกถ่ายกระดููกแบบเฉพาะบุุคคลได้้อีีกด้วย 

(Kim et al., 2023) จะเห็็นได้้ว่่ากาวไหมเหมาะสำหรัับการนำ

ไปประยุกุต์ใ์ช้ใ้นด้้านวิศิวกรรมเนื้้�อเยื่่�อ โดยวัสัดุชุีวีภาพที่่�ผลิติ

จากกาวไหมมีการศึึกษาและนำไปใช้้กัันอย่่างแพร่่หลายใน

ด้้านต่่างๆ เช่่น วิิศวกรรมเนื้้�อเยื่่�อไขมััน (Adipose tissue 

engineering) การฟื้้�นฟููประสาทที่่�ได้ร้ับับาดเจ็บ็ (Nerve injury 

repair) การรักัษาแผลบนผิวิหนังั (Skin injury repair) และการ

รักัษาแผลที่่�กระจกตา (Corneal epithelial repair) เป็น็ต้น้ (Li 

et al., 2023; Liu et al., 2022)

	 3.	 ฤทธิ์์�ต้้านอนุุมููลอิิสระ

		มี  ีงานวิิจััยที่่�ศึึกษาฤทธิ์์�ในการต้้านอนุุมููลอิิสระ

ของกาวไหมในหลอดทดลอง (in vitro) เป็็นครั้้�งแรกในปีี ค.ศ. 

1998 พบว่่า กาวไหมสามารถยัับยั้้�งการเกิิด Lipid peroxidation 

ในเนื้้�อเยื่่�อสมองของสััตว์ท์ดลองซึ่่�งเกิดิจากจากการที่่�มีกีรดไข

มันัไม่อ่ิ่่�มตัวัหลายตำแหน่ง่ (Polyunsaturated fatty acids) ซึ่่�ง

มีคีวามไม่ค่งตัวัสูงูและสามารถสลายไปเป็น็ Malondialdehyde 

ซึ่่�งถ้้ามีีอยู่่�ในเซลล์์ในปริิมาณมาก จะนำไปสู่่�การเกิิดโรคหััวใจ

และหลอดเลือืด ความดันัโลหิติสูงู เบาหวาน และไขมันัในเลือืด

สููง (Hyperlipidemia) นอกจากนั้้�นกาวไหมยัังมีีประสิิทธิิภาพ

ในการยับัยั้้�งเอนไซม์ไ์ทโรซิเินส (Tyrosinase) ซึ่่�งเป็น็เอนไซม์์

ที่่�สำคััญในปฏิิกิิริิยาการเกิิดเป็็นสีีน้้ำตาลของอาหารต่่างๆ 

(Browning reactions) และการสัังเคราะห์์เมลานิิน รวมถึึงมีี

บทบาทในการเกิดิโรคมะเร็ง็และโรคระบบประสาทเสื่่�อม (Kato 

et al., 1998)

	 ในรังัไหมของหนอนไหมบ้าน Bombyx mori ประกอบ

ด้ว้ยสารประกอบฟีนีอลิกิ ฟลาโวนอยด์์และรงควัตัถุหุลายชนิิด

รวมถึึงแคโรทีีนอยด์์สะสมอยู่่�ในชั้้�นของกาวไหม สารเหล่่านี้้�มีี

คุณุสมบัติัิทางชีวีภาพที่่�สำคัญัคือืเป็น็สารต้า้นอนุมุูลูอิิสระและ

สามารถยัับยั้้�งเอนไซม์์ไทโรซิิเนส จากการวิิจัยัพบว่่า กาวไหม

ที่่�สกัดัจากรังไหมที่่�มีสีี ีมีฤีทธิ์์�ยับัยั้้�งเอนไซม์์ไทโรซิิเนส ได้้ดีกีว่า 

กาวไหมที่่�สกัดัได้้จากรังัไหมที่่�ผ่า่นกระบวนการกำจัดัรงควัตัถุุ

ด้้วยเอธานอลแต่่ก็็ยัังคงมีีศัักยภาพในการยัับยั้้�งเอนไซม์์นี้้� 

แสดงให้้เห็็นว่่ากาวไหมเองก็็มีีฤทธิ์์�ยัับยั้้�งเอนไซม์์ไทโรซิิเนส

ได้้อย่่างมีีนััยสำคััญ นอกจากนี้้�สายพัันธุ์์�ของหนอนไหม และ

วิธิีกีารลอกกาวไหมจะส่ง่ผลต่อ่คุณุสมบัติัิทางกายภาพและเคมีี

รวมทั้้�งฤทธิ์์�ต้้านอนุุมููลอิิสระด้้วยเช่่นกััน (P. Aramwit et al., 
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2010; Kurioka & Yamazaki, 2002) การลอกกาวไหมโดยใช้้

สารละลายยูเูรียีจะได้เ้ปปไทด์ท์ี่่�มีนี้ำ้หนักัโมเลกุลุตั้้�งแต่ ่10 ถึึง 

225 kDa และมีีฤทธิ์์�ยัับยั้้�งเอนไซม์์ไทโรซิิเนสได้้ดีีที่่�สุุดเมื่่�อ

เทียีบกับัเปปไทด์์ที่่�ได้จ้ากการลอกกาวไหมด้วยสารละลายด่่าง 

การลอกกาวด้วยยููเรีียนั้้�นจะพบเปปไทด์์สายสั้้�นๆที่่�มีีกรด 

แอมิิโนอาร์์จิินีีนและวาลีีนเป็็นองค์์ประกอบในปริิมาณสููง 

ซึ่่�งเปปไทด์ก์ลุ่่�มนี้้�ที่่�มักัจะมีฤีทธิ์์�ในการจับักัับเอนไซม์ไ์ทโรซิเินส

และมีีฤทธิ์์�ในการยัับยั้้�งที่่�ดีทีี่่�สุดุในกลุ่่�มเปปไทด์์ขนาดเล็็ก และจาก

การศึึกษารัังไหมของหนอน B. mori 20 สายพัันธุ์์� แสดงให้้

เห็็นว่่าแหล่่งที่่�มาของกาวไหมมีผลต่่อคุุณสมบัติิต้้านอนุุมููล

อิิสระ ฤทธิ์์�ยัับยั้้�งเอนไซม์์ไทโรซิิเนส ฤทธิ์์�ยัับยั้้�งเอนไซม์ ์

อีีลาสเทส และการกำจััดอนุุมููลอิิสระอีีกด้้วย (Chlapanidas  

et al., 2013; Kunz et al., 2016)

	 มีงีานวิจิัยัที่่�แสดงให้เ้ห็น็ผลของวิธิีกีารสกัดัต่อ่ศักัยภาพ 

ต้้านอนุุมููลอิิสระของสารสกััดกาวไหมที่่�ได้้มาจากรัังไหมของ 

หนอนไหม 3 สายพัันธุ์์�คืือ B. mori, Antheraea assamensis 

และ Philosamia ricini จากผลการทดลองพบว่่าวิิธีีการสกััดที่่�

ใช้้คือื ใช้ค้วามร้อ้น Autoclave สารละลายกรด สารละลายด่า่ง 

และสารละลายยูเูรียี นั้้�นส่ง่ผลต่อ่น้ำ้หนักัโมเลกุลุและโครงสร้า้ง

ทุุติิยภููมิิของเปปไทด์์ที่่�ได้้ นอกจากนั้้�น ปริิมาณของสาร 

ประกอบฟีีนอลิิกและฟลาโวนอยด์์ ยังัแตกต่างกันัไปตามวิธีกีาร 

สกััดด้้วย และพบว่่าการสกััดด้้วยสารละลายกรดจะได้ ้

ปริมิาณฟลาโวนอยด์ม์ากที่่�สุุด ส่ว่นการสกัดัด้ว้ยสารละลายด่า่ง

ด่่างจะได้้เปปไทด์์ไทด์์ที่่�มีีน้้ำหนัักโมเลกุุลต่่ำ มีีโครงสร้้าง 

ทุุติิยภููมิิแบบ Random coil และ α-helix เป็็นหลััก และละลายได้้ดี ี

ในเมทานอล รวมถึึงมีีฤทธิ์์�ต้้านอนุุมููลอิิสระที่่�ดีีที่่�สุุดโดยแสดง

ความสามารถในการกำจัดัอนุมุูลู DPPH ได้อ้ย่า่งมีปีระสิทิธิภิาพ 

รวมถึึงกำจััด Reactive Oxygen Species และยัับยั้้�งการเกิิด 

Lipid peroxidation ภายใน เซลล์์ไฟโบรบลาสต์ข์องหนู ูL-929 

ได้้ดีีที่่�สุุด (Kumar & Mandal, 2017)

	 กาวไหมยังมีฤีทธิ์์�ในการปกป้อ้งเซลล์ต์ับัและกระเพาะ 

อาหารจากการเกิิด Oxidative damage ที่่�เกิิดจากการเหนี่่�ยว

นำด้ว้ยแอลกอฮอล์ใ์นหนูทูดลอง โดยคณะผู้้�วิจิัยัพบว่า่หนูทูี่่�ได้้

รับัโปรตีนีกาวไหมสามารถขับัแอลกอฮอล์อ์อกทางปัสัสาวะได้้

มากกว่าหนููในกลุ่่�มควบคุุม ส่่งผลให้้ความเข้้มข้นของ

แอลกอฮอล์ใ์นเลือืดลดลงอีกีทั้้�งยังัช่ว่ยกระตุ้้�นให้เ้อนไซม์ท์ี่่�ทำ

หน้้าที่่�ในการต้้านอนุุมููลอิิสระภายในเซลล์์เช่่น เอนไซม์์ 

Superoxide dismutase (SOD) เอนไซม์์ Catalase (CAT) 

และเอนไซม์์ Glutathione peroxidase (GPx) ให้้ทำหน้้าที่่�ได้้

ดีียิ่่�งขึ้้�น แสดงให้้เห็็นถึึงบทบาทในการปกป้้องเซลล์์ตัับจาก

ภาวะ Lipid peroxidation และยัับยั้้�งการสร้้างอนุุมููลอิิสระ 

นอกจากนี้้�กาวไหมยัังช่่วยฟ้ื้�นฟููสััณฐานของเซลล์์และรัักษา

ความสมบูรูณ์ข์องไมโตคอนเดรียีในเซลล์เ์ยื่่�อบุกุระเพาะอาหาร 

ซึ่่�งมีคีวามสัมัพันัธ์์กับัฤทธิ์์�ต้า้นอนุมุูลูอิสิระของกาวไหมเช่น่กันั 

(Jena et al., 2018; Li et al., 2008) นอกจากนี้้�ยังัมีกีารศึึกษา

เพื่่�อประเมิินประสิิทธิิภาพในการปกป้้องผิิวของสารสกััดกาว

ไหม จากไหมไทยพื้้�นบ้้าน B. mori สามสายพัันธุ์์�โดยใช้้ เซลล์์

มะเร็็งผิิวหนัังชนิิด Human epidermoid carcinoma (A431) 

และแบบจำลองเนื้้�อเยื่่�อผิวิหนังัชั้้�นนอกของมนุษุย์ ์(Reconstructed 

human epidermis; RhE) โดยใช้้ยา Chlorpromazine (CPZ) 

เหนี่่�ยวนำให้้เซลล์์เกิิดภาวะ Phototoxicity ผลการศึึกษาพบ

ว่า่ สารสกัดักาวไหมช่วยเพิ่่�มความแข็ง็แรงของเซลล์ ์A431 ได้้

อย่่างมีีประสิิทธิิภาพหลัังจากการสััมผัสกัับยา CPZ และการ

ฉายรัังสีี UVA โดยมีีค่า่ IC
50
 ของยา CPZ และรัังสีี UVA ที่่�เพิ่่�ม

ขึ้้�นอย่่างมีีนัยัสำคััญรวมถึึงมีีสัดัส่่วนของเซลล์์ที่่�ตาย (Apoptotic 

cells) ที่่�ลดลง ซึ่่�งกลไกการปกป้องนี้้�เกี่่�ยวข้อ้งกับัการลดระดัับ

ของความเครีียดออกซิิเดชััน (Oxidative stress) ภายในเซลล์์

ผ่่านกระบวนการเพิ่่�มระดัับกลููตาไธโอน (Glutathione) นอกจากนี้้� 

สารสกััดกาวไหมยังแสดงฤทธิ์์�ในการปกป้องผิิวหนัังจำลอง 

(RhE) จากอาการแพ้้แสงที่่�เกิิดจากยา CPZ ร่่วมกัับรัังสีี UVA 

โดยสังัเกตจากการคงอยู่่�ของเซลล์ผ์ิวิหนังัชั้้�นนอกและการลดลง

ของสารไซโตไคน์์ interleukin-1α ซึ่่�งเป็็นสารที่่�กระตุ้้�นการ

อักัเสบ ผลการวิิจัยันี้้�ชี้้�ให้เ้ห็น็ถึึงศักัยภาพของสารสกัดักาวไหม

ในการนำไปใช้ป้ระโยชน์ใ์หม่่ๆ  โดยเฉพาะอย่า่งยิ่่�งในด้า้นการ

ปกป้้องผิิวจากอาการแพ้้แสงที่่�เกิิดจากการใช้้ยา (Rosena  

et al., 2018)

	ก ารแช่่แข็็งเพื่่�อเก็็บรัักษา (Cryopreservation) เป็็น

เทคโนโลยีสีำคัญัสำหรับัการเพาะเลี้้�ยงเซลล์แ์ละเนื้้�อเยื่่�อต่า่งๆ

รวมถึึงสามารถการนำไปใช้้ประโยชน์์ได้้อย่่างหลากหลาย 

อย่่างไรก็็ตามการแช่่แข็็งที่่�อุุณหภููมิิต่่ำมากนั้้�นก่่อให้้เกิิด

ความเครีียดออกซิิเดชัันอย่่างรุุนแรงต่่อเซลล์์ เนื้้�อเยื่่�อ และ

อวััยวะ ส่่งผลให้้อััตราการรอดชีีวิิตนั้้�นลดลงและส่่งผลกระทบ

ต่่อการทำหน้้าที่่�ทางชีีวภาพ จากการวิิจััยพบว่่า กาวไหมมีี

ฤทธิ์์�ในการปกป้อ้งเซลล์จ์ากความเครียีดออกซิเิดชันัที่่�เกิดิจาก

อุุณหภููมิิต่่ำมากๆได้้ อีีกทั้้�งยัังมีีคุุณสมบััติิต้้านอนุุมููลอิิสระ จึึง

ได้้มีีการศึึกษาเพื่่�อพััฒนาสารป้้องกัันเซลล์์จากการแช่่แข็็ง 

(Cryoprotectants) ที่่�มีีส่่วนผสมของกาวไหมขึ้้�นมาเพื่่�อใช้้

ปกป้้องเซลล์์ของสััตว์์เลี้้�ยงลููกด้้วยนม น้้ำเชื้้�อกระบืือ และ

สเปิิร์ม์ของมนุษย์์ในการแช่่แข็็งเพื่่�อเก็็บรัักษา โดยการเติิมสาร

สกััดกาวไหม (0.25%–0.5%) ซึ่่� งส่่งผลให้้ระดัับของ 

Malondialdehyde ในน้้ำเชื้้�อลดลง พร้้อมทั้้�งช่่วยเพิ่่�มกิิจกรรม

ของเอนไซม์์ GPx และ SOD ทำให้้เยื่่�อหุ้้�มเซลล์์สเปิิร์ม์มีความ

สมบูรูณ์แ์ข็ง็แรงมากขึ้้�นและทำให้้อัตัราการรอดชีีวิติของสเปิิร์์ม

ในการแช่่แข็็งเพื่่�อเก็็บรัักษาสููงขึ้้�น (Aghaz et al., 2020; Cao 

& Zhang, 2017; Liu et al., 2022)
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	 ในร่า่งกายของสิ่่�งมีชีีวีิติถีงีแม้จ้ะมีกีารสร้า้ง ROS ขึ้้�น

มาตลอดเวลาจากกระบวนการเมแทบอลิิซึึม แต่่ ROS จะส่่ง

ผลเสีียกัับร่่างกายเมื่่�อสะสมอยู่่�ในปริิมาณที่่�มากเกิินไป ซึ่่�ง 

ROS เหล่่านี้้�มีีอนุุมููลอิิสระที่่�ทำปฏิิกิิริิยากัับสารอื่่�นๆได้้

เนื่่�องจากความไม่เ่สถียีรที่่�จะส่ง่ผลเสีียต่อ่เซลล์์และนำไปสู่่�การ

เกิดิโรคต่า่งๆ ในอุตุสาหกรรมอาหาร (Food industry) มักันิยิม

ใช้้สารต้้านอนุุมููลอิิสระสัังเคราะห์์ เช่่น BHT (Butylated 

hydroxytoluene) และ BHA (Butylated hydroxyanisole) 

เพราะมีปีระสิทิธิภิาพสูงูกว่าสารต้า้นอนุมุูลูอิสิระจากธรรมชาติิ

และมีีราคาถููกกว่่า อย่่างไรก็็ตามสารสัังเคราะห์์เหล่่านี้้�ก็มััก

สร้า้งความกังัวลด้า้นความปลอดภัยัต่อ่สุขุภาพ ดังันั้้�นสารต้า้น

อนุุมููลอิิสระจากธรรมชาติิจึึงเป็็นที่่�ต้้องการมากกว่่าสารต้้าน

อนุุมููลอิิสระสัังเคราะห์์ ในปััจจุุบัันมีีการนำโปรตีีนกาวไหมมา

ประยุุกต์์ใช้้เป็็นสารต้้านอนุุมููลอิิสระในอุุตสาหกรรมอาหาร

เนื่่�องจากมีกรดแอมิโินที่่�มีหีมู่่�ฟังก์ช์ันัต่า่งๆที่่�ทำให้อ้นุมุูลูอิสิระ

เปลี่่�ยนเป็็นโมเลกุุลที่่�เสถีียรและช่่วยยัับยั้้�งปฏิิกิิริิยาลููกโซ่่ของ

อนุุมููลอิิสระ เช่่นไทโรซีีน ทริิปโตเฟน ฮีีสทิิดีีนและซิิสเตอีีน 

นอกจากนี้้�ในกาวไหมยัังมีีสารฟีีนอลิิกและฟลาโวนอยด์์ที่่�มีี

ศักัยภาพในการต้า้นอนุมุูลูอิสิระอีกีด้ว้ย ด้ว้ยเหตุนุี้้�การนำกาว

ไหมไปใช้ป้ระโยชน์ใ์นอุตุสาหกรรมอาหารจะส่ง่ผลดีตี่อ่คุณุภาพ 

และอายุุการเก็็บรัักษาของอาหารได้้เป็็นอย่่างดีี (Fan et al., 

2009; Seo et al., 2023)

	มี ผลการวิจิัยัมากมายที่่�แสดงให้เ้ห็น็ว่า่คุณุสมบัตัิติ้า้น

อนุุมููลอิิสระของกาวไหมน่่าจะมาจากสององค์์ประกอบหลััก 

ได้้แก่่ปริิมาณของกรดแอมิิโนเซอรีีนและทรีีโอนีีนที่่�สููงซึ่่�งกรด

แอมิโินทั้้�งสองชนิิดนี้้�มีหมู่่�ไฮดรอกซิลซึ่่�งทำหน้้าที่่�จับั (Chelation) 

กับัแร่ธ่าตุตุ่า่งๆ เช่น่ ทองแดงและเหล็ก็ แร่ธ่าตุเุหล่า่นี้้�สามารถ

เร่่งปฏิิกิิริิยาการเกิิดออกซิเดชัันในร่่างกายซึ่่�งเป็็นสาเหตุุของ

การสร้้างอนุุมูลูอิสิระขี้้�นภายในเซลล์์ แต่่กาวไหมสามารถช่่วย

ในการยัับยั้้�งกระบวนการนี้้�ได้้ นอกจากนี้้�ปริิมาณของสาร 

ประกอบฟีนีอลิกิและ ฟลาโวนอยด์ท์ี่่�พบในชั้้�นของกาวไหมก็ม็ีสี่ว่น

สำคัญัในการต้า้นอนุมุูลูอิสิระเช่น่กันั ทำให้ก้าวไหมมีคีุณุสมบัตัิิ

เด่่นในการต้้านอนุุมููลอิิสระ เนื่่�องจากองค์์ประกอบทางเคมีีที่่�

หลากหลายและเป็็นสารที่่�ปลอดภััย เหมาะสำหรัับใช้้เป็็นส่่วน

ผสมในอุตุสาหกรรมอาหารและเวชสำอาง (Devi et al., 2011; 

Jena et al., 2018; Kunz et al., 2016; Liu et al., 2022)

บทสรุุป
	 เซริิซิินหรือืกาวไหมเป็น็โปรตีนีที่่�พบในธรรมชาติพิบ

ได้้ในรัังไหมและต่่อมไหม มีีคุุณสมบััติิที่่�ไม่่เป็็นพิิษต่่อเซลล์์

ร่่างกาย และสามารถย่่อยสลายได้้เองตามธรรมชาติิ แต่่ใน

อุตุสาหกรรมสิ่่�งทอ กาวไหมส่ว่นใหญ่ก่ลับัถูกูทิ้้�งให้สู้ญูเปล่า่ไป

กัับของเสีียในอุุตสาหกรรม ทำให้้ไม่่ได้้ถููกนำมาใช้้ประโยชน์์

อย่่างเต็็มที่่� จากการศึึกษาพบว่่ากาวไหม มีีคุุณสมบััติิทาง

ชีีวภาพที่่�น่่าสนใจ เช่่นสามารถยัับยั้้�งการทำงานของเอนไซม์์

ไทโรซิิเนส ทำให้้ลดการสร้้างเม็็ดสีี มีีประโยชน์์ในผลิิตภััณฑ์์

ดููแลผิิว และเวชสำอาง มีีฤทธิ์์�ยัับยั้้�งการแข็็งตััวของเลืือด มีี

ฤทธิ์์�ต้้านการเจริิญของเซลล์์มะเร็็ง และฤทธิ์์�ในการฆ่่าเชื้้�อ

แบคทีีเรีีย หรืือช่่วยป้้องกัันรัังสีี UV เป็็นต้้น นอกจากนี้้� กาว

ไหมยังช่่วยส่่งเสริิมการเจริญเติิบโตและการแบ่่งตััวของเซลล์์

ชนิิดต่่างๆ ที่่�เลี้้�ยงในอาหารเลี้้�ยงที่่�ไม่่มีีซีีรั่่�ม จะเห็็นได้้ว่่า 

การนำกาวไหมมาใช้้ประโยชน์์นั้้�นมีีข้้อได้้เปรีียบกว่่าการใช้้

วัสัดุุธรรมชาติิชนิิดอื่่�นๆ เพราะนำมาใช้้ได้้ง่า่ย สะดวก สามารถ

นำไปผสมกับัพอลิิเมอร์์ธรรมชาติิหรือืพอลิิเมอร์์สัังเคราะห์ช์นิิด

อื่่�นได้้ ข้อ้ดีีนี้้�เมื่่�อรวมกับัศัักยภาพทางด้้านต่่างๆที่่�กล่าวมาและ

คุุณสมบััติิทางชีีวภาพที่่�หลากหลายเหล่่านี้้� รวมถึึงการที่่�

สามารถสกััดกาวไหมจากของเสีียที่่�ไม่่ได้้ใช้้ประโยชน์์ใน

อุุตสาหกรรมสิ่่�งทอจึึงมีีราคาที่่�ไม่่สููง ทำให้้กาวไหมจััดเป็็น

โปรตีีนจากธรรมชาติิที่่�มีีศัักยภาพสำหรัับการนำไปใช้้ในทาง

เภสััชกรรม การแพทย์ช์ีวีภาพ เวชสำอาง อุตุสาหกรรมอาหาร

และเทคโนโลยีีชีีวภาพอีีกด้้วย
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บทคััดย่่อ 
เทีียนสิิริินธร (Impatiens sirindhorniae) เป็็นพัันธุ์์�ไม้้ดอกสวยงามและพืืชเฉพาะถิ่่�นที่่�เจริิญบริิเวณภููเขาหิินปููน พบได้้ที่่�จัังหวััด

กระบี่่� และสุุราษฎร์์ธานีีเท่่านั้้�น ปััจจุุบัันจััดอยู่่�ในสถานภาพมีีแนวโน้้มใกล้้สููญพัันธุ์์� หากสามารถขยายพัันธุ์์�ได้้จำนวนมากจะช่่วย

ในการอนุุรักัษ์์พันัธุุกรรมได้้ ดังนั้้�นการศึกษาครั้้�งนี้้�จึงึมีีวัตัถุุประสงค์์เพื่่�อศึึกษาอิิทธิิพลของ NAA และผงถ่่าน กัมมัันต์์ต่อ่การชักนำ

รากในเทีียนสิิริินธรสำหรัับการผลิิตต้้นกล้้าเพื่่�อย้้ายปลููกอนุุรัักษ์์ในถ่ิ่�นธรรมชาติิ โดยนำเทีียนสิิริินธรที่่�ได้้จากการเพาะเลี้้�ยงใน

สภาวะปลอดเชื้้�อ ความยาว 2 เซนติิเมตร มาวางเลี้้�ยงบนอาหารเพาะเลี้้�ยงสููตร 1/3 MS ขวดละ 2 ต้้น แบ่่งเป็็น 6 ตำรัับการ

ทดลอง ได้้แก่่ ตำรัับการทดลองที่่�เติิม NAA ความเข้้มข้้น 0, 0.5, 1.0, 1.5 และ 2.0 มิิลลิิกรััมต่่อลิิตร และ ตำรัับการทดลองที่่�เติิม

ผงถ่่านกััมมัันต์์ 1 กรััมต่่อลิิตรลงในอาหาร โดยตำรัับที่่�เติิม NAA ความเข้้มข้้น 0 มิิลลิิกรััมต่่อลิิตรเป็็นตำรัับควบคุุม หลัังจากวาง

เลี้้�ยงครบ 4 สััปดาห์์ สัังเกตและบัันทึึกอััตราการเกิิดราก จำนวนรากต่่อต้้น และลัักษณะของราก โดยแต่่ละตำรัับการทดลองทำ 

3 ซ้้ำ ซ้้ำละ 10 ขวด วางแผนการทดลองแบบ CRD เปรียีบเทียีบค่า่เฉลี่่�ยโดยวิธิี ีDMRT และวิเิคราะห์ข์้อ้มูลูทางสถิติิดิ้ว้ยโปรแกรม 

R ผลการศึึกษาพบว่่าอาหารที่่�ไม่่เติิม NAA (ตำรัับควบคุุม) สามารถชัักนำให้้เกิิดรากได้้ดีีที่่�สุุด คืือมีีอััตราการเกิิดราก (ร้้อยละ 

100) จำนวนรากเฉลี่่�ยต่่อต้้น (5.31 ราก) ความยาวรากเฉลี่่�ย (3.50 ซม.) และความกว้้างรากเฉลี่่�ย (0.23 ซม.) สููงที่่�สุุด รองลงมา 

คืือ อาหารที่่�เติิมผงถ่่านกััมมัันต์์ (ตำรัับการทดลองที่่� 6) มีีอััตราการเกิิดราก (ร้้อยละ 100) จำนวนรากเฉลี่่�ยต่่อต้้น (5.58 ราก) 

และความยาวราก (2.66 ซม.) ไม่่แตกต่า่งกันัทางสถิติิกิับัอาหารในชุดุควบคุมุ ดังันั้้�นจึงึสรุปุได้ว้่า่ NAA มีผีลยับัยั้้�งการชักันำราก

ในเทีียนสิิริินธร และควรใช้้อาหารสููตร 1/3 MS ที่่�ไม่่เติิมผงถ่่านกััมมัันต์์ในการชัักนำให้้ยอดเทีียนสิิริินธรเกิิดราก

คำสำคััญ: การขยายพัันธุ์์�พืืชปลอดเชื้้�อโรค, พืืชที่่�มีีแนวโน้้มใกล้้สููญพัันธุ์์�ในธรรมชาติิ, อาหาร MS

Abstract 
Impatiens sirindhorniae are beautiful flowering plants and endemic plants that grow on limestone mountains. It was 

only found in Krabi province and Surat Thani province. Currently, its conservation status is classified as a vulnerable 

species. Micropropagation allows the production of plantlets for the preservation of genetic resources. The objective 

of this research was to investigate the influence of NAA and activated charcoal on micro-propagation of I. sirindhorniae 

for producing plantlets for transplanting and conservation in their natural habitat. Shoots developed explants obtained 
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from cultivation in sterile conditions, approximately 2.0 centimeters long and without root formation, were taken for 

root induction. Shoot explants were cultured on 1/3 strength of solidified MS medium, 2 shoots per bottle. The experiment 

was divided into 6 treatments, viz. 1/3 MS supplemented with various concentrations of NAA (0, 0.5, 1.0, 1.5, and 2.0 

mg/L) and 1 g/L of activated charcoal. The treatment with only 1/3 MS is the control. After culturing for 4 weeks, the 

root induction rate, number of roots and root characteristics were recorded. Three replications, with ten bottles per 

replicate and two explants per bottle, were used for each treatment. CRD experiment in a completely randomized 

design was carried out. The root induction rate, root length and root width were highest in the control (100%, 3.50 

cm, 0.23 cm). However, plantlets cultured on media supplemented with activated charcoal (treatment 6) had a root 

induction rate (100%), average number of roots per plant (5.58 roots), and root length (2.66 cm), not significantly 

different from the control. Therefore, it can be concluded that all concentrations of NAA had an inhibitory effect on 

root induction in I. sirindhorniae. While 1/3 MS supplemented with or without activated charcoal should be used on 

root induction in I. sirindhorniae.

Keywords: Pathogen-free plant propagation, vulnerable, MS medium

บทนำ
เทียีนสิริินิธร (Impatiens sirindhorniae Triboun & Suksathan) 

เป็น็พืืชที่่�จัดัอยู่่�ในสกุลุ Impatiens L. วงศ์์ Balsaminaceae จัด

เป็็นพืืชถิ่่�นเดีียวของไทย (Suksathan & Triboun, 2009) พบ

กระจายอยู่่�ในพื้้�นที่่�แคบ ๆ ของระบบนิิเวศเขาหิินปููนบริิเวณ 

อ.ปลายพระยา จ.กระบี่่� และ ภููเขาหิินปููนในอ่่างเก็็บน้้ำเขื่่�อน

รััชชประภา จ.สุุราษฎร์์ธานีี โดยมีีสถานภาพทางการอนุุรัักษ์์

เป็็นพืืชที่่�มีีแนวโน้้มใกล้้สููญพัันธุ์์�ในธรรมชาติิ (Vulnerable: 

VU) (Pattarakulpisutti, 2021) กอรปกัับเป็น็พรรณไม้ท้ี่่�มีดีอก

สวยงามจึึงมีีผู้้�นิยมเพาะปลููกเป็็นไม้้ประดัับ ทำให้้มีกีารลักลอบ

นำพัันธุ์์�ไม้้ออกจากพื้้�นที่่�ธรรมชาติิอยู่่�เสมอก่่อให้้เกิิดการ

รบกวนและทำลายถิ่่�นอาศััยจากกิิจกรรมของมนุุษย์์ (Samala 

et al., 2022a) 

	 ปัจัจุุบัันการเพาะเลี้้�ยงเนื้้�อเยื่่�อพืืชในสภาวะปลอดเชื้้�อ

เป็็นการขยายพัันธุ์์�พืืชที่่�มีีประสิิทธิิภาพสููง ร วดเร็็ว และ

ประหยัดัต้น้ทุนุมากกว่า่วิธิีกีารอื่่�น เหมาะแก่ก่ารขยายพันัธุ์์�พืชื

ป่่า พืืชที่่�เจริิญช้้า หรืือ พรรณไม้้หายาก ตลอดจนการเตรีียม

ต้น้กล้า้เพื่่�อย้า้ยปลูกูในแหล่ง่ธรรมชาติสิำหรับัการอนุรุักัษ์ ์(De 

Mello et al., 2020) โดยพบว่่ามีีการนำเทคนิิควิิธีีการเพาะ

เลี้้�ยงเนื้้�อเยื่่�อมาใช้้ขยายพัันธุ์์�พืืชสกุุลเทีียน (Impatiens L.) 

บ่อ่ยครั้้�ง (Tharawoot, 2012; Rakkid et al., 2013; Mohamed 

et al., 2018; Kaviani et al., 2021; Luo et al., 2023) เนื่่�องจาก

เป็น็พืชืที่่�ติดิฝักัตามธรรมชาติไิด้น้้อ้ย ทำให้ก้ารขยายพันัธุ์์�ด้วย

การเพาะเมล็็ดจึึงไม่่เพีียงพอต่่อการขยายพัันธุ์์�เพื่่�อนำไปปลููก

ยัังถิ่่�นธรรมชาติิสำหรัับการอนุุรัักษ์์ในพื้้�นที่่�เดิิมได้้ ดัังนั้้�นคณะ

ผู้้�วิิจััยเลืือกใช้้เทคนิิควิิธีีเพาะเลี้้�ยงเนื้้�อเยื่่�อมาขยายพัันธุ์์�เทีียน

สิิริินธรเพื่่�อให้้ได้้ต้้นพัันธุ์์�เป็็นจำนวนมาก อย่่างไรก็็ตามงาน

วิจิัยัที่่�ได้ก้ล่า่วถึงึไว้ข้้า้งต้น้ได้ร้ายงานผลการชักันำรากโดยการ

ใช้้ naphthaleneacetic acid (NAA) ไว้้บ้้าง โดยครั้้�งนี้้�เป็็นการ

ศึกึษาเพิ่่�มเติิมจากงานวิิจััยในครั้้�งก่่อนที่่�เคยศึกึษาไว้้ (Samala 

et al., 2022a; Samala et al., 2022b) ซึ่่�งรายงานเกี่่�ยวกัับวิิธีี

การทำความสะอาดชิ้้�นส่่วนพืืชและการชัักนำให้้เกิิดยอดโดย

ใช้้ BA ร่่วมกัับ IBA หรืือ NAA 

	 แม้้ว่่าจะยัังไม่่พบรายงานการใช้้ผงถ่่านกััมมัันต์์ใน

การชักันำรากของพืชืสกุุลเทียีน แต่ก่ารเติมิผงถ่า่นกันัมันัต์ล์ง

ในอาหารเพาะเลี้้�ยงสำหรัับการชักนำรากนั้้�น มี ีวััตถุุประสงค์์

เพื่่�อดูดูซับัสารชีวีเคมีทีี่่�อาจมีผีลยับัยั้้�งการสร้า้งราก พรางแสง

ในอาหาร  และปรัับสมดุุลของสารควบคุุมการเจริิญเติิบโตให้้

เหมาะสมต่่อการเกิิดรากอีีกด้้วย (Te-chato & Lim, 1999) 

ทำให้้ผู้้�วิิจััยสนใจที่่�จะศึึกษาผลของการเติิมผงถ่่านกััมมัันต์์ลง

ในอาหารเพาะเลี้้�ยงต่่อการชักนำรากเทีียนสิิริินธรในการวิจััย

ครั้้�งนี้้�ด้้วย

	 ดัังนั้้�นงานวิิจััยชิ้้�นนี้้�จึึงมุ่่�งหมายที่่�จะศึึกษาผลของ 

NAA ความเข้้มข้้นต่่าง ๆ และการเติิมผงถ่่าน กััมมัันต์์ลงใน

อาหารเพาะเลี้้�ยงต่่อการชัักนำราก เพื่่�อส่่งเสริิมการผลิิตต้้น

กล้า้ของเทียีนสิริินิธรในสภาวะปลอดเชื้้�อสำหรับัการย้า้ยปลูกู 

โดยจะอนุุบาลในเรืือนเพาะชำก่่อน จากนั้้�นจะนำไปทดลองย้้าย

ปลููกบริิเวณภููเขาหิินปููนอัันเป็็นถิ่่�นอาศััยตามธรรมชาติิของ

พรรณไม้้ เพื่่�อเพิ่่�มจำนวนประชากรพืืชในท้้องถิ่่�นต่่อไป

วิิธีีดำเนิินการวิิจััย 
	 จากการศึกษาเบื้้�องต้้นเกี่่�ยวกัับความเข้้มข้้นของ

อาหารเพาะเลี้้�ยงชิ้้�นส่่วนเทีียนสิิริินธรก่่อนหน้้านี้้� (Yenchon, 

personal communication, October 1, 2022) พบว่่าอาหาร
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กึ่่�งแข็็งสููตร 1/3 MS (Murashige & Skoog, 1962) สามารถ

ชักันำรากได้ด้ีทีี่่�สุดุ ดังันั้้�นในการวิจิัยัครั้้�งนี้้�จึงึใช้อ้าหารสูตูร 1/3 

MS มาเป็็นฐานการวิิจััยต่่อไป

	 โดยนำต้้นเทีียนสิิรินิธรที่่�ชักันำได้้จากการเพาะเลี้้�ยง

ชิ้้�นส่่วนข้้อบนอาหารสููตร  MS ที่่ �เติิม BA ความเข้้มข้้น 2 

มิิลลิิกรััมต่่อลิิตร อายุุ 4 สััปดาห์์ มาตััดแยกเป็็นยอดเดี่่�ยว ๆ 

และเลืือกใช้้ยอดที่่�มีคีวามยาวเริ่่�มต้้น 2 เซนติเิมตร ทั้้�งนี้้� แต่ล่ะ

ชุุดการทดลองทำ 3 ซ้้ำ ซ้้ำละ 10 ขวด ขวดละ 2 ต้้น โดย

วางแผนการทดลองแบบสุ่่�มสมบูรูณ์ ์(Completely randomize 

design : CRD) จากนั้้�นย้้ายเลี้้�ยงบนอาหารกึ่่�งแข็็งสููตร  1/3 

MS ที่่ �เติิม NAA ความเข้้มข้้น 0, 0.5, 1.0, 1.5 และ 2.0 

มิิลลิิกรััมต่่อลิิตร และเติิมผงถ่่านกััมมัันต์์ 1 กรััมต่่อลิิตร ปรัับ

ความเป็น็กรด-ด่า่งเป็น็ 5.7 เติมิน้้ำตาลซูโูครส 30 กรัมัต่อ่ลิติร 

และผงวุ้้�น 7.5 กรััมต่่อลิิตร แล้้ววางเลี้้�ยงไว้้ที่่�อุุณหภููมิิ 25±2 

องศาเซลเซีียส โดยให้้แสงที่่�ความเข้้มแสง 1,000 ลัักซ์์ นาน 

14 ชั่่�วโมงต่อ่วันั เป็น็ระยะเวลา 4 สัปดาห์ ์จากนั้้�นบันัทึกึอัตัรา

การเกิิดราก จำนวนรากต่่อต้้น ความยาวและความกว้้างของ

ราก โดยนำต้้นพืืชออกจากขวดเพาะเลี้้�ยง ล้ ้างวุ้้�นให้้สะอาด 

และนำไปวางบนกระดาษกราฟเพื่่�อวัดัความกว้้างของราก จาก

นั้้�นใช้้เส้้นด้้ายทาบตลอดความยาวรากเพื่่�อวััดขนาด แล้้วนำ

เส้้นด้้ายมาเทีียบบนกระดาษกราฟอีีกครั้้�ง วิ เคราะห์์ข้้อมููล

ทาง	สถิิติิด้้วยโปรแกรม R (R Core Team, 2019) วิิเคราะห์์

ความแปรปรวนของข้อ้มูลูด้ว้ย one way analyses of variance 

และเปรีียบเทีียบค่่าเฉลี่่�ยโดยวิิธีี Duncan’s New Multiple 

Range Test (DMRT) ที่่�ระดัับความเชื่่�อมั่่�น ร้้อยละ 99 

ผลการวิิจััย
	 หลัังจากนำยอดเทียีนสิริินิธรไปชักันำให้เ้กิดิราก โดย

วางเลี้้�ยงบนอาหารกึ่่�งแข็็งสููตร 1/3 MS ที่่�เติิม NAA ความเข้้ม

ข้้นต่่าง ๆ  และอาหารกึ่่�งแข็็งสููตร 1/3 MS ที่่�เติิมผงถ่่านกััมมััน

ต์์ เป็็นเวลา 4 สััปดาห์์ พบว่่าอาหารสููตร 1/3 MS ที่่�เติิม NAA 

0.5, 1.0, 1.5 และ 2.0 มิิลลิิกรััมต่่อลิิตร มีีอััตราการเกิิดราก 

เท่่ากัับ ร้้อยละ 22.22±14.70 – 62.51±18.30 (Table 1) 

	 ในขณะที่่�อาหารสูตร  1/3 MS ที่่ �เติิม NAA 0.0 

มิิลลิิกรััมต่่อลิิตรและอาหารสููตร 1/3 MS ที่่�เติิมผงถ่่าน กััมมััน

ต์์ มี อััตราการเกิิดรากอยู่่�ที่่� ร้ อยละ 100 ทั้้ �ง 2 การทดลอง 

นอกจากนี้้�อาหารสููตร 1/3 MS ที่่�เติิม NAA 0.5, 1.0, 1.5 และ 

2.0 มิิลลิิกรััมต่่อลิิตร มีีจำนวนรากเฉลี่่�ยต่่อต้้น ความยาว และ 

ความกว้้างของราก น้้อยกว่่าอาหารสููตร 1/3 MS ที่่�เติิม NAA 

0.0 มิลิลิกิรัมัต่อ่ลิติร และอาหารสูตูร 1/3 MS ที่่�เติมิผงถ่า่นกัมั

มัันต์์ อย่่างมีีนััยสำคััญทางสถิิติิ (P ≤ 0.01) ดััง Table 1 และ

เมื่่�อพิิจารณาเปรีียบเทีียบระหว่่างอาหารสููตร 1/3 MS ที่่�เติิม 

NAA 0.0 มิลิลิกิรัมัต่อ่ลิติร (ตำรับัควบคุมุ) และอาหารสูตูร 1/3 

MS ที่่ �เติิมผงถ่่านกััมมัันต์์แล้้ว พบว่่าแม้้ว่่าทั้้�ง 2 ตำรัับการ

ทดลองจะสามารถชัักนำให้้เกิิดรากที่่�อััตราร้้อยละ 100 แต่่

อาหารสููตร 1/3 MS ที่่�เติิม NAA 0.0 มิิลลิิกรััมต่่อลิิตร มีีแนว

โน้้มชัักนำให้้ได้้รากที่่�มีีลัักษณะดีีกว่่าอาหารสููตร  1/3 MS ที่่�

เติิมผงถ่า่นกัมัมันัต์ ์กล่า่วคือืรากที่่�ได้ม้ีขีนาดที่่�ใหญ่ก่ว่า่ (ความ

กว้้างราก 0.23±0.00 เซนติิเมตร เปรีียบเทีียบกัับ 0.15±0.00 

เซนติิเมตร  ตามลำดัับ) สำหรัับจำนวนรากเฉลี่่�ยต่่อต้้นนั้้�น 

อาหารสูตรที่่�เติิมผงถ่่านกััมมัันต์์สามารถชักนำให้้เกิิดรากต่่อ

ต้้นได้้มากกว่่าตำรัับควบคุุม (5.58±0.65 เซนติิเมตร  เปรีียบ

เทีียบกัับ 5.31±0.65 เซนติิเมตร) แต่่ไม่่มีีความแตกต่่างอย่่าง

มีีนััยสำคััญทางสถิิติิ ร้้อยละ 99 ดัังผลการทดลองใน Table 1 

Table 1	Effect of NAA and activated charcoal (AC) on root formation from single shoot explants of Impatiens sirind-

horniae after 4 weeks of culture on 1/3 MS medium. 

Medium
 Survival rate

(%)

Rooting

(%)

No. of root

 (roots/explant)

Root length 

(cm)

Root width 

(cm)

1. 1/3 MS + 0.0 mg/L NAA 100±0.00 100±0.00a 5.31±0.65a 3.50±0.13a 0.23±0.00a

2. 1/3 MS + 0.5 mg/L NAA 100±0.00 62.51±18.30ab 4.25±0.56ab 0.64±0.10b 0.10±0.00b

3. 1/3 MS + 1.0 mg/L NAA 100±0.00 44.44±17.57b 3.11±1.06bc 0.38±0.13bc 0.03±0.02c

4. 1/3 MS + 1.5 mg/L NAA 100±0.00 40.07±16.33b 1.70±0.65cd 0.25±0.08c 0.05±0.00c

5. 1/3 MS + 2.0 mg/L NAA 100±0.00 22.22±14.70b 0.89±0.56d 0.26±0.15c 0.03±0.02c

6. 1/3 MS + 1 g/L AC 100±0.00 100±0.00a 5.58±0.65a 2.66±0.13a 0.15±0.00b

F-test  ns  **  **  ** **

C.V. (%)  -  50.65  30.59  16.19 14.78
Remark Means ± standard deviation followed by different letters in the same column denote significant differences as determined by DMRT 

(ns = nonsignificant, ** = significant at P≤0.01). 
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วิิจารณ์์ผลการวิิจััย
การศึึกษาครั้้�งนี้้� พบว่่ายอดเทีียนสิิริินธรที่่�วางเลี้้�ยงบนอาหาร

กึ่่�งแข็็งสููตร 1/3 MS ที่่�ปราศจากสารควบคุุมการเจริิญเติิบโต 

(NAA 0.0 มิลิลิกิรัมัต่อ่ลิติร) สามารถชักันำให้เ้กิดิรากได้ดี้ีที่่�สุุด 

(Table 1) ในเกืือบทุุกพารามิิเตอร์์ ได้้แก่่ อั ัตราการเกิิดราก 

จำนวนรากเฉลี่่�ย ร ากเฉลี่่�ยสููงสุุด ความยาวรากเฉลี่่�ยสููงสุุด 

และความกว้้างรากเฉลี่่�ยสููงสุุด ซึ่่�งอาหารกึ่่�งแข็็งสููตร 1/3 MS 

นั้้�นมีีการลดความเข้้มข้้นของธาตุุอาหารหลัักลง 1 ใน 3 ส่่วน 

แต่่เทีียนสิิริินธรก็็สามารถเจริิญเติิบโตและสร้้างรากได้้ดีี ทั้้ �งนี้้�

อาจเนื่่�องจากถิ่่�นอาศััยในสภาพธรรมชาติิที่่�เป็็นหิินปููน ดิ ิน

ขาดแคลนธาตุุอาหาร มีธาตุไุนโตรเจน และ ฟอสฟอรััสต่่ำ (Ziaratmai 

et al., 2009) แต่่เทีียนสิิริินธรก็็ยัังสามารถพััฒนารากได้้ดีี 

	 ดัังนั้้�นเมื่่�อเพาะเลี้้�ยงในสููตรอาหารที่่�ลดความเข้้มข้้น

ของธาตุุอาหารลง ทำให้้มีสีภาวะใกล้้เคีียงกัับสภาพธรรมชาติิ 

สอดคล้อ้งกับังานวิจิัยัในพืชือื่่�น เช่น่ การชักันำให้เ้กิดิรากของ

ยอดอ่อ่นเอื้้�องนางชี ีและตาข้า้งของไผ่เ่หลือืงและไผ่ห่นามบน

อาหารแข็็งสููตร  1/2 MS นั้้ �นสามารถเกิิดรากได้้ดีีเช่่นกััน 

(Senawong et al., 2014; Desai et al., 2019)

	 ในขณะที่่�อาหารที่่�เติิม NAA นั้้�นพบว่่าเมื่่�อความเข้้ม

ข้้นของ NAA สู งขึ้้�นจะยิ่่�งส่่งผลเชิิงลบต่่อการชักนำราก โดย

อาหารที่่�ชัักนำให้้เกิิดรากได้้ดีีที่่�สุุด คื ือ อาหารที่่�เติิม NAA 

ความเข้้มข้้น 0.5 มิิลลิิกรััมต่่อลิิตร ส่่วนอาหารที่่�ชัักนำรากได้้

น้้อยที่่�สุุด คืือ อาหารที่่�เติิม NAA ความเข้้มข้้น 2.0 มิิลลิิกรััม

ต่่อลิิตร (Table 1) ส่่วนอาหารตำรัับควบคุุม และอาหารที่่�เติิม

ผงถ่่านกััมมัันต์์ซึ่่�งล้้วนปราศจากสารควบคุุมการเจริิญเติิบโต 

(NAA = 0.0 มิลลิิกรััมต่่อลิิตร) กลับัสามารถชักนำรากได้้ดี ีทั้้�งนี้้�

อาจ

  

                   

ล้วนปราศจากสารควบคุมการเจรญิเติบโต (NAA = 0.0 

มลิลกิรมัต่อลติร) กลบัสามารถชกันํารากไดด้ ี   ทั �งนี�อาจ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

เนื� องจากภายในยอดเทียนสิรินธรตามธรรมชาติมี

ปรมิาณของออกซนิที�เพยีงพอต่อการชกันํารากได ้ จงึไม่

จําเป็นต้องรับปริมาณออกซินสังเคราะห์ผ่านอาหาร

เพาะเลี�ยง  ทําให้เมื�อเพิ�มระดับความเข้มขน้ของ NAA 

ใน อ า ห า ร จึ ง มี ผ ล ใ น ก า ร ยั บ ยั � ง ก า ร เกิ ด ร า ก 

(Kongbonsook et al., 2021)   

 ส่วนการเติมผงถ่ านกัมมันต์ ลงในอาหาร

เพาะเลี�ยงส่งผลให้มีแนวโน้มการชกันํารากดกีว่าตํารบั

ควบคุมเล็กน้อย คือ มีจํานวนรากเฉลี�ยต่อต้นสูงกว่า

ตํารบัควบคุมซึ�งไม่ได้เติมผงถ่านกัมมันต์ลงในอาหาร 

(5.58±0.65 เป รียบ เทียบกับ  5.31±0.65 รากต่อต้น 

ตามลําดับ) แต่รากที�ได้สั �นและเล็กกว่า  โดยทั �ง 3 

พารามเิตอร์นี� (จาํนวนรากเฉลี�ยต่อตน้ ความยาวราก  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

และ ความกวา้งราก) ไม่มคีวามแตกต่างอย่างมนีัยสําคญั

ทางสถติ ิ(ตารางที� 1) แมว้่าผงถ่านกมัมนัตท์ี�ใส่ในอาหาร

เพาะเลี�ยงเนื�อเยื�อจะเกดิประโยชน์หลายอย่าง อาท ิสรา้ง

สภาพมดืทําใหอ้าหารอยู่ในสภาพที�เหมาะสมต่อการเกดิ

รากเหมือนในดิน หรือดูดซับสารประกอบฟีนอลิก ลด

อตัราการเกดิสนํี�าตาลของชิ�นส่วนพชื รวมถงึสารควบคุม

การเจริญเติบโต หรือสารอินทรีย์ในอาหารเพาะเลี�ยง

เนื�อเยื�อ (Thomas, 2008)  นอกจากนี�ผงถ่านที�เตมิลงไป

ในอาหารมีส่วนช่วยในการควบคุมการลดลงของ pH 

อาหารในระหว่างการเพาะเลี�ยงใหอ้ยู่ในระดบัที�เหมาะสม

  
                                 A                                                                                              B  

 
                            C                                                                                           D 

Figure 1 Root induction (formation and elongation, respectively) from explants of Impatiens sirindhorniae 

growing in 1/3 MS medium. A: 1/3 MS; B: 1/3 MS + 1.5 mg/L NAA; C: 1/3 MS + 2 mg/L NAA; D: 1/3 MS + 1 

g/L AC. Scale bar = 1 cm. 

 

Figure 1 Root induction (formation and elongation, respectively) from explants of Impatiens sirindhorniae  

growing in 1/3 MS medium. A: 1/3 MS; B: 1/3 MS + 1.5 mg/L NAA; C: 1/3 MS + 2 mg/L NAA; D: 1/3 MS + 1 g/L 

AC. Scale bar = 1 cm.

	 เนื่่�องจากภายในยอดเทีียนสิิริินธรตามธรรมชาติิมีี

ปริิมาณของออกซิินที่่�เพีียงพอต่่อการชักนำรากได้้ จึ ึงไม่่

จำเป็น็ต้อ้งรับัปริมิาณออกซินิสังัเคราะห์ผ์่า่นอาหารเพาะเลี้้�ยง 

ทำให้้เมื่่�อเพิ่่�มระดัับความเข้้มข้้นของ NAA ในอาหารจึงมีีผล

ในการยัับยั้้�งการเกิิดราก (Kongbonsook et al., 2021) 

	 ส่ว่นการเติิมผงถ่่านกััมมัันต์์ลงในอาหารเพาะเลี้้�ยงส่่ง

ผลให้ม้ีแีนวโน้ม้การชักนำรากดีีกว่า่ตำรับัควบคุุมเล็็กน้อ้ย คือ 

มีีจำนวนรากเฉลี่่�ยต่่อต้้นสููงกว่่าตำรัับควบคุุมซึ่่�งไม่่ได้้เติิมผง

ถ่่านกััมมัันต์์ลงในอาหาร  (5.58±0.65 เปรีียบเทีียบกัับ 

5.31±0.65 รากต่่อต้้น ตามลำดัับ) แต่่รากที่่�ได้้สั้้�นและเล็็กกว่่า 

โดยทั้้�ง 3 พารามิิเตอร์์นี้้� (จำนวนรากเฉลี่่�ยต่่อต้้น ความยาว
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ราก และ ความกว้้างราก) ไม่ม่ีคีวามแตกต่่างอย่่างมีีนัยัสำคััญ

ทางสถิิติิ (Table 1) แม้้ว่่าผงถ่่านกััมมัันต์์ที่่�ใส่่ในอาหารเพาะ

เลี้้�ยงเนื้้�อเยื่่�อจะเกิิดประโยชน์์หลายอย่่าง อาทิิ สร้้างสภาพมืืด

ทำให้้อาหารอยู่่�ในสภาพที่่�เหมาะสมต่่อการเกิิดรากเหมืือนใน

ดินิ หรืือดูดูซับัสารประกอบฟีีนอลิิก ลดอัตัราการเกิิดสีีน้้ำตาล

ของชิ้้�นส่่วนพืืช ร วมถึึงสารควบคุุมการเจริิญเติิบโต หรืือสาร

อินิทรีีย์ใ์นอาหารเพาะเลี้้�ยงเนื้้�อเยื่่�อ (Thomas, 2008) นอกจาก

นี้้�ผงถ่า่นที่่�เติมิลงไปในอาหารมีส่ว่นช่ว่ยในการควบคุมุการลด

ลงของ pH อาหารในระหว่่างการเพาะเลี้้�ยงให้้อยู่่�ในระดัับที่่�

เหมาะสมต่่อการพััฒนาของชิ้้�นส่่วนพืืช (Owen et al., 1991) 

อย่่างไรก็็ตาม ผงถ่่านกััมมัันต์์ที่่�ใส่่ในอาหารเพาะเนื้้�อเยื่่�อพืืช

นั้้�น อาจจะส่่งเสริิมหรืือยัับยั้้�งการเจริิญเติิบโตของชิ้้�นส่่วนพืืช

ได้้ ขึ้้�นอยู่่�กัับชนิิดและเนื้้�อเยื่่�อที่่�ใช้้ (Promchan et al., 2016)

สรุุปผลการวิิจััย
	 1. 	 สารควบคุุมการเจริิญเติิบโต (NAA) ความเข้้ม

ข้้นสููงมีีผลยัับยั้้�งการเกิิดรากของยอดเทีียนสิิริินธร 

	 2.	 ไม่พ่บความแตกต่า่งอย่า่งมีนีัยัสำคัญัในส่ง่เสริมิ

ให้เ้กิดิรากของยอดเทียีนสิริินิธรระหว่า่งตำรับัควบคุมุและการ

เติิมผงถ่่านกััมมัันต์์ 

	 3.	 สูตูรอาหารที่่�เหมาะสมในการชักันำรากของยอด

เทีียนสิิริินธรคืือ อาหารสููตร 1/3 MS ที่่�ไม่่เติิมผงถ่่านกััมมัันต์์

และสารควบคุุมการเจริิญเติิบโต (NAA)

กิิตติิกรรมประกาศ
	 ขอขอบคุุณ การไฟฟ้้าฝ่่ายผลิิตแห่่งประเทศไทย 

(เขื่่�อนรััชชประภา) ที่่ �สนัับสนุุนงบประมาณในการวิิจััยครั้้�งนี้้� 

ขอขอบคุณุผู้้�อำนวยการเขื่่�อนรัชัชประภา และผู้้�บริหิารทุกุท่า่น

ที่่�อำนวยความสะดวกในการทำวิจิัยัครั้้�งนี้้�ในทุุกมิิติ ิขอขอบคุุณ 

ดร.ครรชิิต งามแสนโรจน์์และนายกิิจจา ศรีีทองกุุล ที่่�ให้้ความ

กรุณุาเป็น็ที่่�ปรึกึษางานวิจิัยั ขอขอบคุณุ ดร.ปิยิรัษัฎ์ ์ปริญิญา

พงษ์์ เจริิญทรััพย์์ ที่่�ประสานการดำเนิินงาน อพ.สธ. และให้้

ความกรุุณาเป็็นที่่�ปรึึกษา ขอขอบคุุณ นายวิิโรจน์์ โรจนจิินดา 

นางเยาวลักัษณ์ ์สุวุรรณคง ดร.กิติติมิา คงทน ว่า่ที่่�ร้อ้ยตรี ีสุทุธิิ

รัักษ์์ หนองแก้้ว นายนพรััตน์์ สุุลีีทััศน์์ นายสุุเทพ เทพสุุริิวงศ์์ 

นายปราโมทย์์ บััวแก้้ว นายวิิชััย เพ็็งจัันทร์์ และนายอำนวย 

เดิิมแก้้ว ที่่�ให้้ความร่่วมมืืออย่่างดีีในการวิิจััยครั้้�งนี้้�
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บทคัดยอ 
อนภ้าคไลโพโซมสงัเครูาะหข์่�นไดโ้ดยีใชัฟ้อสโฟลพิดิเป็น็สารูตั�งตน้ ป็รูะโยีชันข์องอนภ้าคไลโพโซมคอืสามารูถกักััเกับ็สารูสำคัญ

ไวิ้ภายีในเพื�อป็้องกัันกัารูเสื�อมสลายีและเพิ�มควิามคงตัวิของสารูสำคัญ งานวิิจัยีนี�มีวิัตถ้ป็รูะสงค์เพื�อนำฟอสโฟลิพิดจากัน�ำมัน

เมลด็ยีางพารูาไป็ใชัป้็รูะโยีชันใ์นรูปู็แบบอน้ภาคไลโพโซม สกัดัน�ำมนัจากัเมลด็ยีางพารูาสายีพนัธ์้ี RRIM 600 โดยีใชัเ้ฮกัเซนเป็น็

ตัวิทำละลายี แยีกัฟอสโฟลิพิดออกัจากัน�ำมันโดยีกัารูดีกััมด้วิยีควิามรู้อนและน�ำ ตรูวิจสอบควิามบรูิส้ทธีิ� วิิเครูาะห์ชันิดและป็รูิ

มาณของฟอสโฟลิพิดด้วิยีเทคนิคโครูมาโทรูกัรูาฟีของเหลวิที�มีสมรูรูถนะสูง สังเครูาะห์อน้ภาคไลโพโซมโดยีวิิธีีกัารูรูะเหยีกัลับ

วิัฏิภาค ศ่กัษาค้ณสมบัติทางกัายีภาพของอน้ภาคไลโพโซมด้วิยีเทคนิคกัารูกัรูะเจิงแสงแบบพลวิัต ศ่กัษาสันฐานวิิ ทยีาของอน้

ภาคไลโพโซมดว้ิยีกัลอ้งจล้ทรูรูศนอ์เิลก็ัตรูอนแบบสอ่งผา่นและศก่ัษาควิามคงตัวิของอนภ้าคไลโพโซมที�รูะยีะเวิลา 0-12 สปั็ดาห์ 

ที�อ้ณหภูมิ 4oC ผลกัารูทดลองพบวิ่าเมล็ดยีางพารูามีป็รูิมาณน�ำมัน 45.25±0.04 %w/w ฟอสโฟลิพิดที�พบมากัที�ส้ดในกััมที�แยีกั

ไดจ้ากัน�ำมนัเมลด็ยีางพารูาคอืฟอสฟาทดิลิโคลนีและฟอสฟาทดิลิเอทาโนลามนี (22.36±3.10 และ 17.39±0.51 มลิลกิัรูมั/น�ำมนั 

100 กัรูัม) เมื�อใชั้ฟอสโฟลิพิดเข้มข้น 0.1-2.0 %w/v ไป็สังเครูาะห์อน้ภาคไลโพโซมด้วิยีวิิธีีกัารูรูะเหยีกัลับวิัฎภาคพบวิ่าอน้ภาค

ไลโพโซมที�ไดก้ัรูะจายีตวัิอยีูใ่นตวัิกัลางที�เป็น็น�ำมลีกััษณะเป็็นสารูผสมเนื�อเดียีวิสีเหลอืง สัณฐานวิทิยีาของอนภ้าคไลโพโซมมรูีูป็

รู่างเป็็นทรูงกัลม ขนาดอน้ภาคไลโพโซมอยีู่รูะหวิ่าง 524-644 นาโนเมตรู กัารูกัรูะจายีตัวิของขนาดอน้ภาคอยีู่ในชั่วิง 0.33 ถ่ง 

0.46 ค่าป็รูะจ้บนผิวิอน้ภาคมีค่ารูะหวิ่าง -33 ถ่ง -58 มิลลิโวิลต์ และอน้ภาคไลโพโซมที�สังเครูาะห์ได้มีควิามคงตัวิสูงส้ดที�เวิลา 8 

สัป็ดาห์ ผลกัารูศ่กัษาสามารูถสรู้ป็ได้วิ่าฟอสโฟลิพิดที�ได้จากัน�ำมันของเมล็ดยีางพารูาสามารูถนำไป็ใชั้ป็รูะโยีชัน์ในรููป็แบบ

อน้ภาคไลโพโซมได้ 

คำสำคัญ: อน้ภาคไลโพโซม, ฟอสโฟลิพิด, เมล็ดยีางพารูา, วิิธีีกัารูรูะเหยีกัลับวิัฏิภาค 

Abstract 
Liposome particles can be synthesized using phospholipids as precursors. These particles can encapsulate crucial 

substances, prevent degradation and enhance the stability of the substances. The primary aim of this research is to 

investigate the application of phospholipids derived from para rubber seed oil for the formulation of liposome particles. 

Oil was extracted from para rubber seeds of the RRIM 600 variety using hexane as a solvent. Phospholipids were 

separated from the oil through a heat and water degumming process. The type and quantity of phospholipids were 

analyzed via a high-performance liquid chromatography technique. Liposome particles were synthesized using the 

reverse phase evaporation method, and the physical properties of liposome particles were measured by using the 

dynamic light scattering technique. The morphology of liposome particles was examined through transmission electron 
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microscopy. Additionally, the stability of the liposome particles was examined over a period of 0 to 12 weeks at 4 °C. 

The oil content in para rubber seeds was found to be 45.25±0.04 %w/w. The predominant phospholipids identified in 

the gums isolated from para rubber seed oil were phosphatidylcholine and phosphatidylethanolamine (22.36±3.10 and 

17.39±0.51 mg/100g of oil). When synthesizing liposome particles using 0.1-2.0% w/v of phospholipids, a homogeneous 

yellow mixture was obtained, with particles dispersed in an aqueous phase. These liposomes exhibited a spherical 

shape, with sizes ranging from 524 to 644 nanometers. The polydispersity index ranged from 0.33 to 0.46. The 

z-potential of the particles ranged from -33 to -58 mV and the synthesized particles exhibited the highest stability for 

8 weeks. In summary, the phospholipids derived from para rubber seed oil can be utilized to form liposome particles.
 

Keywords: Liposome particles, phospholipid, para rubber seed, reverse phase evaporation method 

บทนำ
ไลโพโซมเป็็นรููปแบบหน่ึ่�งของเทคโนโลยีีเอนแคปซูเลชัันที่่�ใช้้

สร้า้งชั้้�นป้้องกันั ห่อ่หุ้้�มหรือืกักัเก็็บสารสำคััญที่่�อยู่่�ภายใน เช่่น 

ยา วิิตามิิน สารต้้านการเจริิญของเชื้้�อ จุุลิินทรีีย์์และสารต้้าน

ออกซิิเดชัันเป็็นต้้น ไลโพโซมสามารถป้้องกัันปฏิิกิิริิยาต่่างๆ 

ที่่�จะเกิดิขึ้้�นกับัสารสำคัญั ลดการเสื่่�อมสลายของสารสำคัญัรวม

ถึึงลดความเป็็นพิิษและลดการระคายเคืืองจากการใช้้สาร

สำคััญนั้้�นโดยตรง นอกจากนี้้�ไลโพโซมยัังสามารถใช้้ส่่งสาร

สำคััญไปสู่่�อวััยวะเป้้าหมายได้้อย่่างจำเพาะเจาะจงและควบคุุม

การปลดปล่อ่ยสารสำคััญภายใต้ส้ภาวะที่่�เหมาะสม (Estevinho 

et al., 2014) ลัักษณะของไลโพโซมเป็็นอนุุภาคถุุงกลมเกิิด

จากการเรีียงตััวกันัของสารแอมพิิไฟล์์ที่่�นำส่่วนที่่�มีขีั้้�วหันัออก

หาโมเลกุุลของน้้ำ ในขณะเดีียวกัันจะหัันส่่วนที่่�ไม่่มีีขั้้�วเข้้าหา

ส่ว่นที่่�ไม่ม่ีขีั้้�วของโมเลกุุลเดีียวกันัเกิิดเป็น็อนุุภาคที่่�มีหีลายชั้้�น

และหลายขนาด เช่่น ไลโพโซมชั้้�นเดีียว (Unilamella vesicle, 

ULV) ไลโพโซมหลายชั้้�น (Multilamella vesicle, MLV)  

ไลโพโซมขนาดเล็็กและมีีชั้้�นเดีียว (Small unilamellar vesicle, 

SUV) หรืือไลโพโซมขนาดใหญ่่กว่่า 100 นาโนเมตรและมีีชั้้�น

เดีียว (Large unilamellar vesicle, LUV) (Madene et al., 

2006) โดยสารที่่�ใช้ใ้นการสังัเคราะห์อ์นุุภาคไลโพโซมประกอบ

ไปด้้วยสองเฟส คืือเฟสภายนอก (Exterior phase) เช่่น สาร

ชั้้�นเคลืือบที่่�อยู่่�ด้านนอก (Coating) สารที่่�ทำหน้้าที่่�เป็็น

โครงสร้้างหลััก (Matrix) และสารที่่�ทำหน้้าที่่�เป็น็ตัวัพา (Carrier 

material) ส่่วนเฟสภายใน (Internal phase) เป็็นส่่วนของสาร

ที่่�ถููกกัักเก็็บไว้้ภายในอนุุภาคไลโพโซม (Core material หรืือ 

Active agent) (Terron-Mejia et al., 2018) สารที่่�นิิยมนำมา

ทำชั้้�นห่อ่หุ้้�มของอนุุภาคไลโพโซมได้แ้ก่เ่ลซิทิินิและสารในกลุ่่�ม

ของฟอสโฟลิพิิดิ เช่น่ ฟอสฟาทิดิิลิโคลีนี ฟอสฟาทิดิิลิเอทาโน

ลามีีนและฟอสฟาทิิดิิลอิิโนซิิทอล เนื่่�องจากมีความปลอดภััย

และสามารถเข้้ากัันได้้ทางชีีวภาพ (Venugaranti & Perumal, 

2009) สำหรัับการเตรีียมอนุุภาคไลโพโซมทำได้ห้ลายวิธิี ีเช่น่

วิธิีอัีัลตร้้าซาวนด์์ วิธิีป่ีั่�นผสมเป็น็เนื้้�อเดีียวกันัด้้วยความดัันสููง 

วิิธีีอััดรีีดผ่่านแผ่่นกรอง วิิธีีฉีีดด้้วยตัวทำละลาย วิิธีีทิินฟิิล์์ม

ไฮเดรชันั (Thin  hydration) และวิิธีกีารระเหยกลับวัฏัภาค 

(Schmidt & Lamprecht, 2009)

	 ฟอสโฟลิิพิิดเป็็นลิิพิิดที่่� เกิิดจากการรวมตััวกััน

ระหว่่างกลีีเซอรอล กรดไขมัันและหมู่่�ฟอสเฟตที่่�มาจากกรด

ฟอสฟอริิก โครงสร้้างทางเคมีีของฟอสโฟลิิพิิดประกอบด้้วย

ส่่วนที่่�มีีขั้้�วชอบน้้ำและส่่วนที่่�ไม่่มีีขั้้�วไม่่ชอบน้้ำอยู่่�ในโมเลกุุล

เดียีวกันัเรีียกว่าแอมพิิไฟล์์ เมื่่�อนำฟอสโฟลิิพิดิไปละลายน้้ำจะ

เกิดิโครงสร้้างได้้ 3 แบบ ได้้แก่ ่แบบไมเซลล์์ แบบแผ่่นชั้้�นเดีียว

และแบบแผ่น่สองชั้้�น ความหลากหลายของฟอสโฟลิพิิดิขึ้้�นอยู่่�

กัับหมู่่�ที่่�มาเชื่่�อมต่่อกัับหมู่่�ฟอสเฟต เช่่น ฟอสฟาทิิดิิลโคลีีน 

ฟอสฟาทิิดิิลเอทาโนลามีีน ฟอสฟาทิิดิิลอิิโนซิิทอล กรด

ฟอสฟาทิิดิิกและไลโซฟอสฟาทิิดิิลโคลีีน เป็็นต้้น ปััจจุุบัันได้้มีี

การนำฟอสโฟลิิพิิดที่่�ได้้จากธรรมชาติิในรููปของเลซิิทิินไปใช้้

ในอุุตสาหกรรมอาหารและเครื่่�องสำอาง โดยสามารถแยก 

เลซิิทิินได้้จากน้้ำมัันของเมล็็ดพืืช เช่่น ถั่่�วเหลืือง เรพซีีดและ

ทานตะวััน (Hoogevest & Wendel, 2014) ขั้้�นตอนการแยก

เลซิิทิินออกจากน้้ำมัันเมล็็ดพืืชมี 3 ขั้้�นตอน เริ่่�มด้้วยการ 

สกััดน้้ำมััน (Oil extraction) การแยกกััมออกจากน้้ำมััน 

(Degumming) และกำจััดน้้ำมััน (Deoiling) จนได้้เลซิิทิิน ถ้้า

ต้อ้งการฟอสโฟลิิพิดิที่่�มีคีวามบริิสุุทธิ์์�สููงต้้องนำเลซิิทินิที่่�ได้้ไป

ผ่่านขั้้�นตอนการสกััดต่่อด้้วยตััวทำละลายและทำบริิสุุทธิ์์�ด้้วย

เทคนิคิโครมาโทกราฟีีจนได้ฟ้อสโฟลิพิิดิบริสิุุทธิ์์� ตัวัอย่า่งของ

ฟอสโฟลิิพิิดที่่�พบมากในเลซิิทิินที่่�ได้้จากน้้ำมัันเมล็็ดพืืช เช่่น 

เมล็็ดถั่่�วเหลืืองพบฟอสฟาทิิดิิลโคลีีน ฟอสฟาทิิดิิลเอทาโนลา

มีีนและฟอสฟาทิิดิิลอิิโนซิิทอล เมล็็ดทานตะวัันและเมล็็ด 

เรพซีีดพบฟอสฟาทิิดิิลโคลีีนและฟอสฟาทิิดิิลอิิโนซิิทอลเป็็น

องค์์ประกอบมากที่่�สุุด (Srinuan et al., 2020)

	ย างพารา (Hevea brasiliensis) จัดัเป็น็พืชืเศรษฐกิจิ

ที่่�สำคััญของประเทศไทย พบการเพาะปลููกมากที่่�สุุดที่่�ภาคใต้้

และภาคตะวัันออกเฉีียงเหนืือ ผลิิตผลหลัักที่่�ได้้จากการเพาะ

ปลููกยางพาราคืือน้้ำยาง น้้ำยางสามารถนำมาใช้้เป็็นวััตถุุดิบ
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ในอุุตสาหกรรมต่่างๆ ได้้อย่่างหลากหลาย เช่่น การผลิิตยาง

รถยนต์ ์ถุุงมืือยาง รวมถึึงเครื่่�องมือืแพทย์ ์นอกจากน้้ำยางแล้ว้

ในปััจจุุบัันพบว่่าเมล็็ดยางพาราที่่�เป็็นวััตถุุดิิบเหลืือทิ้้�งจาก

อุุตสาหกรรมยางสามารถนำไปใช้้ประโยชน์์ในอุุตสาหกรรม

ต่่างๆ ซึ่่�งถืือเป็็นผลพลอยได้้ของการใช้้ประโยชน์จากน้้ำยาง 

เช่่น การนำน้้ำมัันที่่�ได้้จากเมล็็ดยางพาราไปประยุุกต์ใช้้ใน

ผลิติภัณัฑ์เ์ครื่่�องสำอาง (Lourith, 2013) หรืือการนำน้้ำมันัจาก

เมล็ด็ยางพาราไปเพิ่่�มมูลูค่า่เป็น็ผลิติภัณัฑ์ท์ำความสะอาดผิวิ

หน้้าเพื่่�อการล้้างเครื่่�องสำอางและเพิ่่�มความชุ่่�มชื้้�นให้้แก่่ผิิว 

(Raknam et al., 2020) ต้้นยางพาราที่่�มีีอายุุ 3-5 ปีี ให้้เมล็็ด

ยางพาราเฉลี่่�ยไร่่ละ 10 กิโิลกรัมต่่อปีี เมล็็ดยางพาราจะถููกนำ

ไปเพาะเพื่่�อทำเป็็นต้้นตอก่่อนจะเสีียบยอดพัันธุ์์�ปีีละร้้อยละ 

0.5 อีกีร้อยละ 1.5 นำมาสกัดัเป็น็น้้ำมันัไบโอดีีเซลส่่วนที่่�เหลือื

อีีกกว่่าร้้อยละ 98 ถููกทิ้้�ง (Raknam et al., 2020) มีีรายงานว่่า

ในเมล็็ดยางพาราสายพันธุ์์� RRIM 600 มีีน้้ำมัันเป็็นส่่วน 

ประกอบร้อ้ยละ 41 ในน้้ำมันัมีกีรดไขมันัอิ่่�มตัวัร้อ้ยละ 15 และ

พบว่่ามีีกรดไขมัันไม่่อิ่่�มตััวร้้อยละ 83 (Kittigowittana et al., 

2013) 

	 จากการสืบืค้น้งานวิจิัยัไม่่พบการนำฟอสโฟลิพิิดิจาก

น้้ำมันัของเมล็ด็ยางพารามาประยุุกต์ใ์ช้ใ้นรูปูแบบของอนุุภาค

ไลโพโซม ดัังนั้้�นในงานวิิจััยนี้้�จึึงเป็็นงานวิิจััยแรกที่่�ทำการ

ศึึกษาการใช้้ประโยชน์ของฟอสโฟลิิพิิดที่่�ได้้จากน้้ำมัันเมล็็ด

ยางพาราในรููปแบบของอนุุภาคไลโพโซม โดยวััตถุุประสงค์์

ของงานวิจัิัยนี้้�เพื่่�อศึึกษาถึึงการนำฟอสโฟลิพิิดิที่่�ได้จ้ากน้้ำมััน

เมล็็ดยางพาราสายพันธุ์์� RRIM 600 ที่่�เป็น็วััตถุุดิบเหลืือทิ้้�งจาก

อุุตสาหกรรมยางไปสังเคราะห์์ให้้ได้้เป็น็อนุุภาคไลโพโซมด้้วย

วิิธีีการระเหยกลัับวััฏภาค ศึึกษาคุุณสมบััติิทางกายภาพของ

อนุุภาคไลโพโซม ได้้แก่่ ขนาดอนุุภาค การกระจายตััวของ

ขนาดอนุุภาค ประจุุบนผิวิอนุุภาคและศึึกษาสันัฐานวิทิยาของ

อนุุภาคไลโพโซม รวมถึึงความคงตััวของอนุุภาคไลโพโซมที่่�

ระยะเวลาต่่างๆ 

การทดลอง
	 1. 	 การสกัดัน้ำ้มันัและการวิเิคราะห์ฟ์อสโฟลิพิิิด

		ก  ารสกััดน้้ำมัันและแยกฟอสโฟลิิพิิดจากน้้ำมััน

เมล็็ดยางพาราดััดแปลงจากวิธิีขีอง Lourith et al. (2014) และ

วิิธีีของ Wendel and Hoogevest (2014) ทำได้้โดยเก็็บ

ตััวอย่่างเมล็็ดยางพาราสายพัันธุ์์� RRIM 600 ในระยะแก่่จาก

บ้า้นป่่าไม้้งาม ตำบลโคกขมิ้้�น อำเภอวัังสะพุุง จังัหวััดเลย แกะ

เปลือกของเมล็็ดยางพาราและนำเอาเฉพาะส่่วนเนื้้�อใน 

(Figure 1) มาทำให้แ้ห้ง้ด้ว้ยตู้้�อบลมร้อ้นที่่� 70oC บดให้ล้ะเอียีด

และชั่่�งตัวัอย่า่งที่่�แห้ง้และละเอียีด 300 กรัมั มาสกัดัในเฮกเซน 

600 มิิลลิิลิิตร ที่่�อุุณหภููมิิห้้อง เป็็นเวลา 24 ชั่่�วโมง กรองด้้วย

กระดาษกรองเบอร์์ 1 นำส่่วนกากไปสกััดต่่อจนครบ 3 ครั้้�ง 

รวมส่ว่นของสารละลายที่่�กรองได้เ้ข้า้ด้ว้ยกันัแล้ว้นำไประเหย

ตััวทำละลายออกด้้วยเครื่่�องระเหยแบบสุุญญากาศ นำน้้ำมััน

ที่่�ได้้ไปทำการทดลองในขั้้�นต่่อไป

Figure 1 RRIM 600 para rubber seed A=Para rubber 

seed, B=Kernel of the para rubber seed

		  นำน้้ำมัันเมล็็ดยางพารามาให้้ความร้้อน 80oC 

ผสมกับัน้้ำกลั่่�นร้อ้ยละ 2 กวนด้ว้ยเครื่่�องกวนสาร เป็น็เวลา 15 

นาที ีนำไปปั่่�นเหวี่่�ยงที่่�ความเร็ว็ 13,500 รอบต่อ่นาที ีเป็น็เวลา 

15 นาทีี ส่่วนของกััมที่่�ได้้จะนำไปกำจััดน้้ำมัันโดยผสมกัับเฮก

เซนในอััตราส่่วนของกัมัต่่อเฮกเซน 1:5 เป็น็เวลา 30 นาทีี นำ

ไปปั่่�นเหวี่่�ยงที่่�ความเร็็ว 4,500 rpm เป็็นเวลา 10 นาทีี นำชั้้�น

ตะกอนที่่�ได้้มาสกััดต่่อในอะซิิโตน โดยใช้้อััตราส่่วนของกััมต่่อ

อะซิิโตน 1:1.5 เป็็นเวลา 30 นาทีี นำส่่วนที่่�ไม่่ละลายมาผสม

กัับเอทานอลในอััตราส่่วน 1:1 โดยน้้ำหนัักต่่อปริิมาตร นำไป

ให้้ความร้้อนที่่�อุุณหภููมิิ 50oC เป็็นเวลา 15 นาทีี ผสมให้้เข้้า

กััน นำไปปั่่�นเหวี่่�ยงที่่�ความเร็็ว 4,500 รอบต่่อนาทีี เป็็นเวลา 

10 นาที ีสารละลายส่ว่นใสนำไปกำจัดัตัวัทำละลายโดยการให้้

ความร้้อนด้้วยตู้้�อบลมร้้อนที่่�อุุณหภููมิิ 70oC ตรวจสอบความ

บริิสุุทธิ์์�เบื้้�องต้้นด้้วยวิิธีีโครมาโทรกราฟีีแบบแผ่่นบาง ใช้้เฟส

เคลื่่�อนที่่�เป็็นเฮกเซนต่่อไดเอทิิลอีีเทอร์์ในอััตราส่่วน 50:50 

ปล่อยให้เ้ฟสเคลื่่�อนที่่�เคลื่่�อนที่่�ขึ้้�นไป 20 เซนติเิมตร นำไปส่อ่ง

ใต้ก้ล้อ้งยูวูีทีี่่�ความยาวคลื่่�น 254 นาโนเมตร เทียีบกับัสารมาตร

ฐานฟอสโฟลิิพิิด

		ก  ารวิิเคราะห์์ชนิิดและปริมาณของฟอสโฟลิิพิิด

ดััดแปลงจากวิิธีีของ Rehman et al. (2017) ทำได้้โดยละลาย

ฟอสโฟลิิพิิดด้้วยเมทานอลแล้้วกรองผ่่านกระดาษกรองที่่�มีี

ขนาดรููพรุุน 0.45 ไมโครเมตร ฉีีดตััวอย่่างปริมาตร 10 

ไมโครลิิตร เข้้าสู่่�เฟสคงที่่�ที่่�เป็็น C18 reverse phase column 

(300 mm x 4.5 mm x 5 µm) แยกตััวอย่่างออกจากเฟสคงที่่�

โดยใช้้เมทานอลในระบบไอโซเครติกด้วยอััตราการไหล 1 

มิิลลิิลิิตรต่อนาทีี ตรวจสอบตััวอย่่างที่่�แยกได้้ด้้วยตัวตรวจวััด

ชนิิดแสงยููวีีที่่�ความยาวคลื่่�น 205 นาโนเมตร เทีียบกัับสาร
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มาตรูฐานฟอสโฟลิพิด คำนวิณป็รูิมาณของฟอสโฟลิพิดโดยี

ใชั้กัรูาฟมาตรูฐานฟอสโฟลิพิดแต่ละชันิด (ฟอสฟาทิดิลโคลีน 

Y=8.0559X +115.63  ฟอสฟาทดิลิเอทาโนลามนี Y=12.136X 

+121.74

 2. การสังเคราะห์์อนุภาคไลโพิโซมั

  กัารูสงัเครูาะหอ์นภ้าคไลโพโซมดดัแป็ลงจากัวิธีิี

ของ Fotini et al. (2004) และวิิธีีของ Azucena et al. (2019) 

ทำได้โดยีเตรูียีมฟอสโฟลิพิดเข้มข้น 0.1-2.0 %w/v ผสมกัับ

คลอเลสเตอรูอล 0.001 กัรูัม ที�ละลายีในคลอโรูฟอรู์ม 5 

มลิลลิติรู ผสมใหเ้ขา้กันัในขวิดกัน้กัลม กัำจดัตวัิทำละลายีด้วิยี

เครูื�องรูะเหยีสารูแบบส้ญญากัาศ ที�อ้ณหภูมิ 40oC ป็รูับกัารู

หม้นของขวิดกั้นกัลมที� 80 รูอบต่อนาที เติมไดเอทิลอีเทอรู์ 3 

มิลลิลิตรู น�ำกัลั�น 1 มิลลิลิตรู เรู่งกัารูเกัิดอน้ภาคโดยีใชั้คลื�น

เสียีงควิามถี�สูงที� 20 กัิโลเฮิรูตซ์ อ้ณหภูมิ 25oC เป็็นเวิลา 30 

นาที ต่อจากันั�นกัำจัดไดเอทิลอีเทอรู์และป็รูับป็รูิมาตรูด้วิยีน�ำ

กัลั�นให้ได้ 5 มิลลิลิตรู นำอน้ภาคไลโพโซมที�ได้ไป็ศ่กัษา

คณ้สมบตัทิางกัายีภาพโดยีเทคนคิกัารูกัรูะเจงิแสงแบบพลวิตั 

(Dynamic light scattering, DLS) ศ่กัษาสัณฐานวิิทยีา 

(Morphology) ของอน้ภาคไลโพโซมด้วิยีกัล้องจ้ลทรูรูศน์

อิเล็กัตรูอนแบบส่องผ่านชันิด Field-Emission (Field-

Emission Transmission electron microscope, FE-TEM) 

 3.  การศึกษาคุณสมับัตัิทางกายภาพิและสัน

ฐานวิิทยาของอนุภาคไลโพิโซมั

  เจือจางอน้ภาคไลโพโซมด้วิยีน�ำป็รูาศจากั

ไอออน 10 เท่า ป็ิเป็ตอน้ภาคไลโพโซมมา 1 มิลลิลิตรู ใส่ลงใน

หลอดแคพิลลารูีชันิด Disposable folded capillary cells วิัด

ขนาดอน้ภาค (Particle size) กัารูกัรูะจายีตวัิของขนาดอนภ้าค 

(Polydispersity index, PDI) และป็รูะจ้บนผิวิอน้ภาค 

(z-potential) โดยีเครูื�องวิัดขนาดอน้ภาคและป็รูะจ้บนผิวิ

อน้ภาค (Zetasizer Nano ZS) วิิเครูาะห์ผลของขนาดอน้ภาค 

กัารูกัรูะจายีตัวิของขนาดอน้ภาค ป็รูะจ้บนผิวิอน้ภาคด้วิยี

โป็รูแกัรูม Zetasizer software

  หยีดอน้ภาคไลโพโซมลงบนแผ่น Carbon film 

copper grids ขนาด 200 เมซ ทิ�งใหแ้หง้ที�อณ้หภมูหิอ้ง นำไป็

ส่องด้วิยีกัล้องจ้ลทรูรูศน์อิเล็กัตรูอนแบบส่องผ่านชันิด Field-

Emission ยีี�ห้อ Thermo Scientific โมเดล Talos F200X G2 

ใชัก้ัำลงัไฟฟา้ 200 กัโิลโวิลต ์กัำลงัขยีายี 1,500,000X และตั�ง

ค่าควิามสวิ่าง (Brightness) 1.0x109 A/cm2

 4.  การศึกษาควิามัคงตััวิของอนุภาคไลโพิโซมั

  เกั็บอน้ภาคไลโพโซมที� สังเครูาะห์ได้ไวิ้ที�

อ้ณหภูมิ 4oC ตรูวิจสอบขนาดอน้ภาค กัารูกัรูะจายีตัวิของ

ขนาดอน้ภาคและป็รูะจ้บนผิวิอน้ภาคท้กั 2 สัป็ดาห์ เป็็นเวิลา

ทั�งสิ�น 12 สัป็ดาห์ 

 5. การวิิเคราะห์์ผลทางสถิตัิ

  วิิเครูาะห์ข้อมูลทางสถิติโดยีใชั้กัารูวิิเครูาะห์

ควิามแป็รูป็รูวิน (Analysis of variance) และตรูวิจสอบควิาม

แตกัต่างของค่าเฉีลี�ยีโดยีวิิธีี Duncan’s Multiple Rang Test 

(DMRT) ที�รูะดับควิามเชัื�อมั�นรู้อยีละ 95 โดยีใชั้โป็รูแกัรูม

สำเรู็จรููป็ SPSS ในกัารูวิิเครูาะห์ผลทางสถิติ

ผลการทดลองและอภิปรายผล
 ปริมัาณน้ำมััน ชนิดและปริมัาณฟอสโฟลิพิิดใน

น้ำมัันเมัล็ดยางพิารา

 ป็รูิมาณน�ำมันจากัเมล็ดยีางพารูาสายีพันธี้์ RRIM 

600 เท่ากัับ 45.24±0.04 %w/w (Figure 2A และ Table 1) ใน

สว่ินของกัมั (Polar lipid) ที�แยีกัไดจ้ากัน�ำมันเมลด็ยีางพารูามี

ป็รูิมาณกััมเท่ากัับ 16.34±0.11 %w/w (Figure 2B-2C และ 

Table 1) สำหรูับฟอสโฟลิพิดที�เป็็นองค์ป็รูะกัอบมากัที�ส้ดใน

น�ำมันเมล็ดยีางพารูาคือฟอสฟาทิดิลโคลีน (PC) และฟอสฟา

ทดิิลเอทาโนลามนี (PE) คดิเป็็น 22.36±3.10 และ 17.39±0.51 

มิลลิกัรูัม/น�ำมัน 100 กัรูัม ตามลำดับ (Figure 2D-2E และ 

Table 1) กัารูศ่กัษาครัู�งนี�พบวิ่าฟอสโฟลิพิดที�พบในน�ำมัน

เมลด็ยีางพารูาโดยีเฉีพาะฟอสฟาทดิลิโคลนีมปี็รูมิาณใกัลเ้คียีง

กับัที�พบในถั�วิเหลอืง (20-22 มลิลกิัรูมั/น�ำมนั 100 กัรูมั) เมลด็

ทานตะวิัน (20-26 มิลลิกัรูัม/น�ำมัน 100 กัรูัม) และเมล็ดเรูพ

ซพี (23-31 มลิลกิัรูมั/น�ำมัน 100 กัรูมั) (Srinuan et al., 2020) 

ในขณะที�ฟอสฟาทิดิลเอทาโนลามีนในน�ำมันเมล็ดยีางพารูามี

ป็รูมิาณใกัลเ้คยีีงกับัที�พบในถั�วิเหลอืง (16-22 มลิลกิัรูมั/น�ำมนั 

100 กัรูัม) แต่มากักัวิ่าในเมล็ดทานตะวิัน (4-10 มิลลิกัรัูม/

น�ำมนั 100 กัรูมั) และเมลด็เรูพซพี (9-15 มลิลกิัรูมั/น�ำมนั 100 

กัรูัม) (Srinuan et al., 2020)

 โครูงสรูา้งทางเคมขีองฟอสฟาทดิลิโคลนีและฟอสฟา

ทดิลิเอทาโนลามนีป็รูะกัอบไป็ดว้ิยีหมูโ่คลนีหรูอืหมูเ่อทาโนลา

มนีที�ต่ออยีูก่ับัหมูฟ่อสเฟต (Figure 3A-3B) จดัเป็น็สว่ินที�มีขั�วิ 

มค้ีณสมบตัชิัอบน�ำ (Hydrophilic) ในขณะที�ส่วินไฮโดรูคารูบ์อน

เป็็นส่วินที�ไม่มีขั�วิ มีค้ณสมบัติไม่ชัอบน�ำ (Hydrophobic) โดยี

ส่วินนี�ป็รูะกัอบไป็ด้วิยีกัรูดไขมันแต่ละชันิด (R และ R’) ที�จะ

ต่ออยีู่กัับคารู์บอนอะตอมที� 1 และ 2 ของกัลีเซอรูอล (Figure 

3A-3B) จากัค้ณสมบัติกัารูชัอบน�ำและไม่ชัอบน�ำของฟอสโฟ
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ลิพิดจ่งสามารูถนำฟอสโฟลิพิดที�ได้จากัน�ำมันของเมล็ด

ยีางพารูาไป็สังเครูาะห์เป็็นอน้ภาคไลโพโซมได้ต่อไป็ 

ลกัษณะทางกายภาพิ ขนาดอนุภาค การกระจาย

ตััวิของขนาดอนุภาคและประจุบนผิวิอนุภาคไลโพิโซมั

 เมื�อใชั้ฟอสโฟลิพิดจากัน�ำมันเมล็ดยีางพารูาเข้มข้น 

0.1-2.0 %w/v ไป็สังเครูาะห์อน้ภาคไลโพโซมพบวิ่าลักัษณะ

ของสารูผสมที�ไดเ้ป็น็สารูผสมเนื�อเดยีีวิสเีหลอืงตามควิามเขม้

ข้นของฟอสโฟลิพิดที�ใชั้ (Figure 4) โดยีอน้ภาคไลโพโซมจะ

กัรูะจายีตวัิอยีูใ่นตวัิกัลางที�เป็น็น�ำ ขนาดของอนภ้าคไลโพโซม

อยีู่รูะหวิ่าง 524.40±16.15 ถ่ง 644.70±12.75 นาโนเมตรู ข่�น

อยีู่กัับป็รูิมาณของฟอสโฟลิพิดที�ใชั้ในกัารูสังเครูาะห์ (Figure 

5(A)-5(C) และ Table 2) พบวิ่าเมื�อใชั้ฟอสโฟลิพิดที�เข้มข้น 

0.25-1.00 %w/v ขนาดของอนภ้าคไลโพโซมจะเลก็ักัวิา่เมื�อใชั้

ฟอสโฟลิพิด 0.10 และ 2.00 %w/v (Table 2) 

 กัารูกัรูะจายีตัวิของขนาดอน้ภาคไลโพโซมมีค่า

รูะหวิ่าง 0.33±0.02 ถ่ง 0.46±0.03 (Table 2) พบวิ่าเมื�อใชั้

ฟอสโฟลิพิด 1.00 %w/v ให้ค่ากัารูกัรูะจายีตัวิของขนาด

อนภ้าคนอ้ยีที�สด้ สว่ินของคา่ป็รูะจบ้นผวิิอนภ้าคไลโพโซมอยีู่

ในชัว่ิง -33.96±2.75 ถง่ -58.73±0.15 มลิลโิวิลต์ (Figure 5(D)-

5(F) และ Table 2) พบวิ่าเมื�อใชั้ฟอสโฟลิพิด 0.5-2.00 %w/v 

อนภ้าคไลโพโซมมคีา่ป็รูะจบ้นผวิิอนภ้าคเป็น็ป็รูะจล้บมากักัวิา่

กัารูใชั้ฟอสโฟลิพิดที�เข้มข้น 0.1-0.25 %w/v

 จากักัารูใชัฟ้อสโฟลพิดิที�ไดจ้ากัน�ำมนัเมลด็ยีางพารูา

มาสังเครูาะห์อน้ภาคไลโพโซมด้วิยีวิิธีีกัารูรูะเหยีกัลับวัิฎภาค

พบวิ่าอน้ภาคไลโพโซมที�ได้แบ่งเป็็น 2 กัล้่ม คือกัล้่มที�มีขนาด

อน้ภาคในชั่วิง 524-548 นาโนเมตรู และ 601-644 นาโนเมตรู 

(Table 2) โดยีขนาดอนภ้าคไลโพโซมจะข่�นอยีูกั่ับป็รูมิาณของ

ฟอสโฟลิพิดที�ใชั้ เมื�อใชั้ควิามเข้มข้นของฟอสโฟลิพิด 0.25-

1.00 %w/v ทำใหอ้นภ้าคไลโพโซมมีขนาดเลก็ักัวิา่เมื�อใชัค้วิาม

เข้มข้นของฟอสโฟลิพิด 0.10 หรูือ 2.00 %w/v (Table 2) 

เนื�องจากัป็รูิมาณฟอสโฟลิพิดที�ต�ำเกัินไป็ทำให้โครูงสรู้างของ

เยีื�อห้ม้ไลโพโซมมคีวิามบางจง่ทำใหอ้นภ้าคไลโพโซมเกัดิกัารู

รูวิมตัวิ (Aggregation) ได้ง่ายี ส่งผลให้อน้ภาคไลโพโซมมี

ขนาดใหญ่ข่�น (Šturm & Poklar Ulrih, 2021; Ang et al., 

2023)

   

  

                 

เมื�อใช้ฟอสโฟลิพิด 1.00 %w/v ให้ค่าการกระจายตัว

ของขนาดอนุภาคน้อยที�สุด ส่วนของค่าประจุบนผิว

อนุภ าคไลโพ โซมอยู่ ในช่ วง -33 .9 6±2.75 ถึง  -

58.73±0.15 มิลลโิวลต์ (Figure 5(D)-5(F) และ Table

2) พบว่าเมื�อใชฟ้อสโฟลพิดิ 0.5-2.00 %w/v อนุภาคไล

โพโซมมีค่าประจุบนผิวอนุภาคเป็นประจุลบมากกว่า

การใชฟ้อสโฟลพิดิที�เขม้ขน้ 0.1-0.25 %w/v 

จากการใช้ฟอสโฟลิพิดที�ได้จากนํ�ามนัเมล็ด

ยางพารามาสังเคราะห์อนุภาคไลโพโซมด้วยวิธีการ   

ระเหยกลบัวฎัภาคพบว่าอนุภาคไลโพโซมที�ไดแ้บ่งเป็น

2 กลุ่ม คอืกลุ่มที�มขีนาดอนุภาคในช่วง 524-548 นาโน

เมตร และ 601-644 นาโนเมตร (Table 2) โดยขนาด

อนุภาคไลโพโซมจะขึ�นอยู่กับปรมิาณของฟอสโฟลพิดิ

ที�ใช้ เมื�อใช้ความเข้มข้นของฟอสโฟลิพิด 0.25-1.00 

%w/v ทําให้อนุภาคไลโพโซมมีขนาดเล็กกว่าเมื�อใช้

ความเข้มข้นของฟอสโฟลิพิด 0.10 หรอื 2.00 %w/v

(Table 2) เนื�องจากปรมิาณฟอสโฟลพิดิที�ตํ�าเกนิไปทํา

ให้โครงสรา้งของเยื�อหุ้มไลโพโซมมีความบางจงึทําให้

อนุภาคไลโพโซมเกิดการรวมตัว (Aggregation) ได้

งา่ย ส่งผลใหอ้นุภาคไลโพโซมมขีนาดใหญ่ขึ�น (Šturm 

& Poklar Ulrih, 2021; Ang et al., 2023) 

Figure 2 Characteristics of oil, polar lipid (gum) and HPLC-UV chromatogram of phospholipids extracted  

from para rubber seed oil. 

(A) Para rubber seed oil (B) Precipitated gum from para rubber seed oil (C) Gum from para rubber seed oil

(D) Phospholipid Standards (PC = Phosphatidylcholine and PE = Phosphatidylethanolamine)

(E) Types of phospholipids in para rubber seed oil

   (A)       (B)

Figure 3 Phospholipid structures. (A) Phosphatidylcholine (PC), (B) Phosphatidylethanolamine (PE),             

R, R’ = Fatty acid residues.
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(E) Types of phospholipids in para rubber seed oil
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Table 1 Oil content, types and amounts of phospholipids in para rubber seed oil. 

Oil

(%w/w)

Gum

(%w/w)

Phospholipid (mg/oil 100 g)

Phosphatidylcholine (PC) Phosphatidylethanolamine (PE)

45.24±0.04 16.34±0.11 22.36±3.10 17.39±0.51

 ในทางตรูงกันัขา้มถา้ใชัป้็รูมิาณฟอสโฟลพิดิที�สูงเกันิ

ไป็ (ในกัารูทดลองนี�คอื 2.0 %w/v) สารูผสมที�ไดจ้ะมคีวิามหนดื

เพิ�มข่�นทำให้กัารูกัรูะจายีตัวิของอน้ภาคไลโพโซมทำได้ยีากั

ข่�น อน้ภาคไลโพโซมจ่งมีแนวิโน้มรูวิมตัวิเป็็นกัล้่มใหญ่และมี

ขนาดใหญ่ข่�น (Šturm & Poklar Ulrih, 2021; Ang et al., 

2023) กัารูทดลองนี�ยืีนยัีนว่ิากัารูเลือกัใชั้ควิามเข้มข้นของ

ฟอสโฟลิพิดที�ได้จากัเมล็ดยีางพารูาในป็รูิมาณที�เหมาะสม 

(0.25-1.00 %w/v) มผีลตอ่ขนาดของอนภ้าคไลโพโซมโดยีตรูง

ซ่�งใหผ้ลสอดคลอ้งกับังานวิจิยัีของ Akbarzadeh et al. (2013) 

และ Mozafari et al. (2008) 

 คา่กัารูกัรูะจายีตัวิของอนภ้าคเป็น็คา่ที�บอกัถง่ควิาม

สม�ำเสมอของขนาดอนภ้าค คา่กัารูกัรูะจายีตวัิของอนภ้าคที�มี

คา่นอ้ยีบง่บอกัถง่ขนาดของอนภ้าคมคีวิามสม�ำเสมอมากักัวิา่

คา่กัารูกัรูะจายีตวัิของอนภ้าคที�มค่ีามากั เกัณฑ์ม์าตรูฐานของ

คา่กัารูกัรูะจายีตวัิของขนาดอนภ้าคที�ยีอมรูบัไดส้ำหรูบัอนภ้าค

ไลโพโซมควิรูมีค่าน้อยีกัวิ่า 0.30 เพื�อแสดงถ่งกัารูกัรูะจายีตัวิ

ของขนาดอน้ภาคที�มีควิามสม�ำเสมอ (Danaei et al., 2018) 

กัารูที�อน้ภาคไลโพโซมมีค่ากัารูกัรูะจายีตัวิของขนาดอน้ภาค

ต�ำกัวิา่ 0.30 บง่ชัี�วิา่อนภ้าคไลโพโซมมขีนาดที�ใกัลเ้คยีีงกันัส่ง

ผลใหรู้ะบบมคีวิามเสถยีีรูเหมาะสำหรูบันำอนภ้าคไลโพโซมไป็

ป็รูะยีก้ัตใ์ชัใ้นกัารูขนสง่สารูสำคญัอื�นๆ (Danaei et al., 2018) 

จากักัารูทดลองพบวิา่อนภ้าคไลโพโซมที�สงัเครูาะหจ์ากัฟอสโฟ

ลพิดิจากัน�ำมนัเมลด็ยีางพารูามคีา่กัารูกัรูะจายีตวัิของอนภ้าค

รูะหวิ่าง 0.33 ถ่ง 0.46 (Table 2) ซ่�งใกัล้เคียีงกัับเกัณฑ์์

มาตรูฐาน (นอ้ยีกัวิา่ 0.30) โดยีเฉีพาะเมื�อใชัค้วิามเขม้ขน้ของ

ฟอสโฟลิพิด 1.0 %w/v ให้ค่ากัารูกัรูะจายีตัวิของอน้ภาค

เท่ากัับ 0.33 กัารูที�อน้ภาคไลโพโซมที�สังเครูาะห์ได้มีค่ากัารู

กัรูะจายีตวัิของอนภ้าคที�สงูเนื�องมาจากัวิธิีกีัารูเตรูยีีมอนภ้าคที�

แตกัตา่งกันั มรีูายีงานวิา่กัารูใชัค้ลื�นเสยีีงควิามถี�สงูที�นานเกันิ

ไป็ทำให้เยีื�อห้้มของอน้ภาคไลโพโซมเกัิดควิามเสียีหายีและ

เพิ�มควิามหลากัหลายีของขนาดอนภ้าคสง่ผลใหค่้ากัารูกัรูะจายี

ตัวิของอน้ภาคเพิ�มสูงข่�น (Šturm & Poklar Ulrih, 2021; 

Mozafari et al., 2008) หรูือกัารูใชั้วิิธีีกัารูสังเครูาะห์หลายีขั�น

ตอน (Multi step) เชัน่ กัารูอดัผา่นเมมเบรูน (Extrusion) หลงั

จากักัารูเตรูยีีมไลโพโซมขั�นตน้จะชัว่ิยีทำใหข้นาดของอนภ้าค

มีควิามสม�ำเสมอมากัข่�น ลดค่ากัารูกัรูะจายีตัวิของอน้ภาคได้

ดีกัวิา่กัารูใชัว้ิธิีเีพยีีงขั�นตอนเดียีวิ เชัน่ กัารูละลายีฟอสโฟลิพดิ

ในตัวิทำละลายีเพียีงอยี่างเดียีวิ (Akbarzadeh et al., 2013)

คา่ป็รูะจ้บนผวิิอนภ้าคเป็็นตัวิบง่ชัี�สำคญัถง่คณ้ภาพและควิาม

เสถียีรูของอน้ภาคไลโพโซมที�สังเครูาะห์ได้ ค่าป็รูะจ้บนผิวิ

อนภ้าคในชัว่ิง 0 ถง่ ±10 มลิลโิวิลต ์ทำใหอ้นภ้าคมโีอกัาสเกัาะ

กัล้่มกัันอยี่างรูวิดเรู็วิเนื�องจากัแรูงยี่ดเหนี�ยีวิรูะหวิ่างอน้ภาค

สูงทำให้อน้ภาคมีกัารูกัรูะจายีตัวิไม่สม�ำเสมอมีแนวิโน้มที�จะ

ตกัตะกัอน ค่าป็รูะจ้บนผิวิอน้ภาคในชั่วิง ±10 ถ่ง ±30 มิลลิ

โวิลต์ อน้ภาคเรูิ�มมีควิามเสถียีรูแต่ยัีงไม่เพียีงพอต่อกัารู

ป้็องกัันกัารูเกัาะกัล้่มมีโอกัาสที�อน้ภาคจะรูวิมตัวิและตกั

ตะกัอนได้ แต่ถ้าค่าป็รูะจ้บนผิวิอน้ภาคสูงกัวิ่า ±30 มิลลิโวิลต์ 

บ่งบอกัถ่งอน้ภาคมีควิามเสถียีรูที�ดีข่�น โดยีเฉีพาะเมื�อค่า

มากักัวิ่า ±60 มิลลิโวิลต์ แสดงถ่งอน้ภาคมีควิามเสถียีรูที�ดี

เยีี�ยีมทำให้อน้ภาคมีควิามคงตัวิ ไม่รูวิมตัวิกัันตกัตะกัอน 

(Németh et al., 2022) ผลกัารูทดลองพบวิา่อนภ้าคไลโพโซม

ที�สังเครูาะห์จากัฟอสโฟลิพิดของน�ำมันเมล็ดยีางพารูามีค่า
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ป็รูะจ้บนผิวิอน้ภาคสูงกัวิ่า ±30 มิลลิโวิลต์ (Table 2) โดยี

เฉีพาะเมื�อใชั้ควิามเข้มข้นของฟอสโฟลิพิด 1.0 %w/v แสดง

ให้เห็นวิ่าอน้ภาคไลโพโซมที�ได้มีเสถียีรูภาพที�ดีไม่จับกัล้่มกััน

ตกัตะกัอนเนื�องจากักัารูมคีา่ป็รูะจล้บในรูะดบัสงูจะชัว่ิยีป็อ้งกันั

กัารูเกัาะกัล้่มของอน้ภาคจากัแรูงผลักักัันทางไฟฟ้าสถิตเป็็น

ผลดีต่อกัารูคงเสถียีรูภาพของอน้ภาคไลโพโซมในรูะยีะยีาวิ 

Figure 4 Characteristics of a mixture containing liposome particles dispersed in an aqueous phase

Figure 5 Particle size and z-potential of liposome particles using dynamic light scattering (DLS) with a Zetasizer 

Nano ZS: (A) - (C) Particle size, (D) - (F) z-potential

 สันฐานวิิทยาของอนุภาคไลโพิโซมั 

 เมื�อนำอน้ภาคไลโพโซมไป็ส่องด้วิยีกัล้องจ้ลทรูรูศน์

อเิล็กัตรูอนแบบสอ่งผา่นชันดิ Field-Emission ลกััษณะสนัฐาน

วิทิยีาของอนภ้าคไลโพโซมที�ไดม้รีูปู็รูา่งเป็น็ทรูงกัลม (Spherical shape)

ในท้กัควิามเข้มข้นของฟอสโฟลิพิดที�ใช้ัในกัารูสังเครูาะห์ 

(Figure 6) ผลกัารูศก่ัษาสัณฐานวิทิยีายีนืยีนัวิา่เมื�อนำฟอสโฟ

ลิพิดจากัน�ำมันเมล็ดยีางพารูามาสังเครูาะห์เป็็นอน้ภาคไลโพ

โซม พบกัารูจดัเรูยีีงตวัิของฟอสโฟลพิดิที�เป็น็รูะเบยีีบ บง่ชัี�ถ่ง

เสถียีรูภาพของอน้ภาคไลโพโซมที�ได้ ผลกัารูทดลองในครูั�งนี�

ยีังสอดคล้องกัับงานวิิจัยีของ
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Table 2 	 Particle size, Polydispersity index and z-potential of liposome particles

Phospholipid

(%w/v)

Particle size

(nm)

Polydispersity index

(PDI)

z-potential 

(mV)

0.10

0.25

0.50

1.00

2.00

601.50±28.71a

548.95±13.78b

538.93±19.07b

524.40±16.15b

644.70±22.75a

0.45±0.05a

0.42±0.01b

0.37±0.01c

0.33±0.02d

0.46±0.03a

-33.96±2.75a

-39.66±1.73b

-54.20±0.26c

-58.73±0.15d

-53.76±1.20c

Note: Values in the same column followed by different letters (a-d) are significantly different (p < 0.05). Each value in table is represented 

as means ± SD (n=3).

	 Liu et al. (2013) และ Farouk et al. (2023) ที่่�ใช้้

ฟอสโฟลิพิิดิและเลซิิทินิมาสังัเคราะห์อ์นุุภาคไลโพโซมเพื่่�อกักัเก็บ็

แลคโทเฟอร์์ริิน (Lactoferin) และกัักเก็็บของเหลวที่่�สกััดได้้

จาก Allolobophora caliginosa ตามลำดัับ ซึ่่�งพบว่่าอนุุภาค

ไลโพโซมที่่�ได้้มีีการจัดเรีียงตััวของฟอสโฟลิิพิิดที่่�เป็็นระเบีียบ 

มีีความเสถีียรภาพที่่�ดีี ไม่่เกาะกลุ่่�มและรวมตััวกัันตกตะกอน

ได้้ง่่าย 

Table 3 Changes in particle size and z-potential of liposome particles over a period of 12 weeks

Physical properties Weeks

0 2 4 6 8 10 12

Particle size (nm) 

z-potential (mV) 

524.40±16.15a

-58.73±0.15a

519.06±26.40a

-56.24±2.16a

534.95±23.78a

-51.35±1.48b

548.40±16.15a

-48.11±1.37c

535.20±27.54a

-43.27±1.32d

604.70±32.75b

-33.52±2.05e

689.50±37.49b

-26.19±1.81f

Note: Physical property values in the same row followed by different letters (a-f) are significantly different (p < 0.05). Each value in table 

is represented as means ± SD (n=3)

	 ความคงตััวของอนุุภาคไลโพโซม

	 เมื่่�อนำอนุุภาคไลโพโซมไปไว้้ที่่�อุุณหภููมิิ 4oC วััด

ขนาดอนุุภาคและประจุุบนผิิวอนุุภาคทุุก 2 สััปดาห์์ เป็็นเวลา

ทั้้�งสิ้้�น 12 สััปดาห์์ พบว่่าอนุุภาคไลโพโซมเริ่่�มมีีขนาดที่่�

เปลี่่�ยนแปลงอย่่างชััดเจนตั้้�งแต่่สััปดาห์์ที่่� 10 เป็็นต้้นไป (ในที่่�

นี้้�คืือขนาดใหญ่่ขึ้้�น) (Table 3) ในขณะที่่�ประจุุบนผิิวอนุุภาค

เริ่่�มเปลี่่�ยนแปลงอย่่างมีีนััยสำคััญตั้้�งแต่่สััปดาห์์ที่่� 4 (Table 3) 

แต่ใ่นสัปัดาห์ท์ี่่� 8 อนุุภาคไลโพโซมยังัมีคี่า่ประจุุบนผิวิอนุุภาค

สููงกว่่า ±30 มิิลลิิโวลต์์ แสดงให้้เห็็นว่่าอนุุภาคไลโพโซมที่่�ได้้มีี 

เสถีียรภาพที่่�ดีีไม่่จัับกลุ่่�มกัันตกตะกอนแม้้ว่่าจะผ่่านไปถึึง 8 

สััปดาห์์

สรุุปผลการทดลอง
	 ฟอสโฟลิิพิิดที่่�เป็็นองค์์ประกอบหลัักในน้้ำมัันเมล็็ด

ยางพาราสายพัันธุ์์� RRIM 600 คืือฟอสฟาทิิดิิลโคลีีนและ

ฟอสฟาทิดิิลิเอทาโนลามีนี สามารถนำฟอสโฟลิพิิดิที่่�ได้ไ้ปเป็็น

 

Figure 6 Morphological of liposome particles

สารตั้้�งต้้นเพื่่�อสัังเคราะห์์อนุุภาคไลโพโซมทำให้้ได้้อนุุภาค 

ไลโพโซมที่่�มีีขนาด 524-644 นาโนเมตร อนุุภาคไลโพโซมที่่�

ได้้มีีการกระจายตััวของขนาดอนุุภาคระหว่่าง 0.33 ถึึง 0.46 

มีีค่่าประจุุบนผิิวอนุุภาคไลโพโซม -33 ถึึง -58 มิิลลิิโวลต์์ และ 

อนุุภาคไลโพโซมที่่�สัังเคราะห์์ได้้มีีความคงตััวสููงสุุดที่่�เวลา  

8 สัปัดาห์์ โดยอนุุภาคไลโพโซมที่่�ได้ส้ามารถนำไปต่อยอดเพื่่�อ

ประยุุกต์ใ์ช้ใ้นรูปูแบบอื่่�นๆ ได้ใ้นอนาคต เช่น่ เป็น็ตัวันำส่ง่หรือื

ตััวกัักเก็็บสารสำคััญซึ่่�งจะเป็็นการเพิ่่�มมููลค่่าให้้กัับเมล็็ด

ยางพาราสายพันธุ์์� RRIM 600 ที่่�เป็็นวััตถุุดิบเหลืือทิ้้�งจาก

อุุตสาหกรรมยาง 

ข้้อเสนอแนะ 
	 ในการสัังเคราะห์์อนุุภาคไลโพโซมอาจใช้้วิิธีีอื่่�น เช่่น

วิธิีอัีัลตร้้าซาวนด์์ วิธิีป่ีั่�นผสมเป็น็เนื้้�อเดีียวกันัด้้วยความดัันสููง 

วิธิีอัีัดรีดีผ่า่นแผ่่นกรอง วิธิีฉีีดีด้้วยตัวทำละลายหรืือวิธิีทิีินฟิลิ์ม์

ไฮเดรชัันเพื่่�อให้ไ้ด้้อนุุภาคไลโพโซมที่่�มีขีนาดเล็ก็ในระดับันาโน
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ควรศึึกษาถึึงประสิิทธิิภาพในการกัักเก็็บสารสำคััญไว้้ภายใน

อนุุภาคไลโพโซมและประสิทิธิภิาพในการปลดปล่อ่ยสารสำคัญั

ออกจากอนุุภาคไลโพโซม 

	 ในการศึึกษาสัันฐานวิิทยาของอนุุภาคไลโพโซมเพื่่�อ

ให้้ได้้ลัักษณะของอนุุภาคไลโพโซมที่่�ชััดเจนยิ่่�งขึ้้�นอาจต้้องนำ

อนุุภาคไลโพโซมไปศึึกษาด้ว้ยกล้อ้งจุุลทรรศน์อ์ิเิล็ก็ตรอนแบบ
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บทคััดย่่อ 
มะม่่วงหาวมะนาวโห่่เป็็นพืืชที่่�มีีสรรพคุุณทางยา สารสกััดจากผลและใบของพืืชชนิิดนี้้�มีีสารออกฤทธิ์์�ต้้านอนุุมููลอิิสระ 

ที่่�มีีประสิิทธิิภาพสููง การวิิจััยนี้้�มีีวััตถุุประสงค์์เพื่่�อศึึกษาฤทธิ์์�การต้้านอนุุมููลอิิสระของสารสกััดของผลมะม่่วงหาวมะนาวโห่่ ฤทธิ์์�

การยัับยั้้�งการทำงานของเอนไซม์์ไทโรซิเนส และพััฒนาสููตรสบู่่�เหลวจากสารสกััดของผลมะม่่วงหาวมะนาวโห่่ตามมาตรฐาน 

มอก.เอส 14-2562 ผลการวิิจััยพบว่่า สารสกััดจากผลมะม่่วงหาวมะนาวโห่่ด้้วยเอทานอล 95% มีีลัักษณะข้้นหนืืด มีีสีีแดงเข้้ม

และมีีกลิ่่�นคล้้ายน้้ำตาลไหม้้ มีีผลได้้ร้้อยละเท่่ากัับ 21.80 โดยมวล การทดสอบฤทธิ์์�ต้้านอนุุมููลอิิสระของสารสกััดมะม่่วงหาว

มะนาวโห่่ด้้วยวิิธีี DPPH เทีียบกัับวิิตามิินซีีมาตรฐาน มีีค่่า IC
50
 เท่่ากัับ 14.24 + 0.03 mg/mLและทดสอบฤทธิ์์�การยัับยั้้�งการ 

ทำงานของเอนไซม์์ไทโรซิเนสด้้วยวิิธีี Modified Dopachrome พบว่ามีีค่่า IC
50

 เท่่ากัับ 14.37 + 0.05 mg/mL 

เมื่่�อนำไปพัฒนาผลิิตภััณฑ์์สบู่่�เหลวจากสารสกััดผลมะม่่วงหาวมะนาวโห่่และทดสอบคุณสมบัติิทางเคมีีของสบู่่�เหลวจาก 

สารสกััดผลมะม่่วงหาวมะนาวโห่่ พบว่่า มีีปริิมาณไขมัันทั้้�งหมดร้้อยละ15.40 โดยมวล มีีความเป็็นกรด – ด่่าง 4.5 ไม่่พบค่่าด่่าง

อิสิระมีีปริมาณของสารที่่�ไม่่มีลีะลายในเอทานอลร้้อยละ 0.45 โดยมวล ซึ่่�งผ่่านเกณฑ์ม์าตรฐาน มอก.เอส 14-2562 สารต้านอนุมุูลู

อิิสระจากผลมะม่่วงหาวมะนาวโห่่เป็็นงานที่่�น่่าสนใจอย่่างมาก เนื่่�องจากผลมะม่่วงหาวมะนาวโห่่มีีคุุณสมบัติิที่่�มีีประโยชน์์ต่่อ

สุุขภาพผิิวและมีีสารสกััดที่่�มีีฤทธิ์์�ต้้านอนุุมููลอิิสระที่่�สามารถใช้้ในผลิิตภััณฑ์์เสริิมอาหารและเครื่่�องสำอางได้้

คำสำคััญ: มะม่่วงหาวมะนาวโห่่, อนุุมููลอิิสระ, เอนไซม์์ไทโรซิิเนส สบู่่�เหลว

Abstract 
Carissa carandas Linn. is a plant that has medicinal properties. Extracts from the fruit and leaves of this plant contain 

antioxidant active substances with high efficiency. The objectives of this research were to study the antioxidant  

activity of extracts of C. carandas L. fruit, investigate the effect of inhibiting the activity of the enzyme tyrosinase, and 

develop a liquid soap formula from extracts of C. carandas L. fruit tested according to TIS standards 14–2019. The 

research results found that C. carandas L. fruit extract made from 95% ethanol has a viscous consistency. It has a 

dark red color and smells like burnt sugar. It has a yield of 21.80%by mass. Testing the antioxidant activity of C. 

carandas L. extract using the DPPH method compared to standard vitamin C. It has an IC
50
 value equal to 14.24 + 

0.03 mg/mL and tested the effect of inhibiting the activity of the tyrosinase enzyme using the modified dopachrome 

method. It was found that the inhibition value of the tyrosinase enzyme of the C. carandas L. extract was 50%, equal 

to 14.37 +0.05 mg/mL. When used to develop a liquid soap product from C. carandas L. fruit extract and test the 

chemical properties of the liquid soap from C. carandas L. fruit extract, it was found that it has a total fat content of 
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15.40 percent by mass. It has an acidity-alkalinity of 4.5. No free alkalinity was found. There is an amount of sub-

stances that are not soluble in ethanol of 0.45 percent by mass, which passes the TIS 14-2019 standard criteria. 

Antioxidants from C. carandas L. fruit are very interesting because the C. carandas L. fruit has properties that are 

beneficial to skin health and contains extracts that have antioxidant effects that can be used in dietary supplements 

and cosmetics.
 

Keywords: Carissa carandas Linn., free radicals, tyrosinase, liquid soap

บทนำ
มะม่่วงหาวมะนาวโห่่ (Carissa carandas Linn.) เป็็นผลไม้้

พื้้�นบ้้านที่่�มีีสรรพคุณุทางยาหลากหลาย อุดุมไปด้ว้ยวิติามิินซีี 

ช่่วยเสริิมสร้้างภููมิิคุ้้�มกัันและต้้านอนุุมููลอิิสระมีีสรรพคุุณช่่วย

บำรุงุหััวใจ ลดความดันัโลหิติ ลดไขมันัในเลือืด แก้ท้้อ้งเสียี ทั้้�ง

ยัังช่่วยบรรเทาอาการของโรคเบาหวาน โรคเกาต์์และปวดข้้อ 

ผลของมะม่่วงหาวมะนาวโห่่สามารถนำไปทำเป็็นยาหรืือ

ผลิิตภัณัฑ์เ์สริมิอาหารในรูปูแบบต่า่ง ๆ  เช่น่ แยม น้้ำหมักั หรือื

รัับประทานสด (สมชาย มููลเจริิญ, 2550) จากการศึึกษางาน

วิิจััยเกี่่�ยวกัับมะม่่วงหาวมะนาวโห่่ พบว่า สารสกััดจากผล 

และใบของพืืชชนิิดนี้้� มีีสารออกฤทธิ์์�ต้้านอนุุมููลอิิสระที่่�มีี

ประสิิทธิิภาพสููง สาระสำคััญที่่�พบมาก ได้้แก่่ ฟลาโวนอยด์์  

(flavonoids) และฟีีนอลิิก (phenolic compounds) (พััชราภรณ์ 

ปััญญาวรวิิจิิตร, 2563) ซึ่่�งช่่วยลดความเสี่่�ยงในการเกิิดโรคที่่�

เกี่่�ยวข้้องกัับความเสื่่�อมของเซลล์์ เช่่น โรคมะเร็็ง โรคหััวใจ 

และโรคเบาหวาน งานวิจิัยัยังัระบุวุ่า่มะม่ว่งหาวมะนาวโห่ม่ีคี่า่ 

ORAC (Oxygen Radical Absorbance Capacity) สููง ซึ่่�งบ่่งชี้้� 

ถึงึความสามารถในการต้า้นอนุมุูลูอิสิระ โดยเฉพาะสารแอนโท

ไซยานิิน (anthocyanin) ที่่�ช่ว่ยลดการอักเสบและปกป้้องเซลล์์

จากความเสีียหาย (Maha le & Pathade,  2013;  

Prabhakar et al., 2011) เอนไซม์์ไทโรซิิเนส (Tyrosinase) 

เป็็นเอนไซม์์ที่่�มีีบทบาทสำคััญในการสัังเคราะห์์เมลานิิน  

ซึ่่�งเป็็นสารที่่� กำหนดสีีผิิว สีีผม และสีีตาในมนุษย์์และสััตว์์ 

กระบวนการนี้้�เริ่่�มจากการเปลี่่�ยนแปลงกรดอะมิโินไทโรซีนีเป็็น 

DOPA และจากนั้้�นเป็็น DOPAquinone ซึ่่�งนำไปสู่่�การสร้้าง

เมลานิินไทโรซิเนสเป็น็ตััวเร่ง่ปฏิกิิริิยิาในขั้้�นตอนนี้้� การทำงาน

ของไทโรซิเนสที่่�มากเกิินไปอาจทำให้้เกิิดความผิิดปกติิทาง

เม็็ดสี ีเช่น่ ฝ้า้และกระ การยับัยั้้�งไทโรซิเินสจึงึเป็น็หัวัใจสำคัญั

ในผลิิตภััณฑ์์บำรุุงผิิวและการรักษาภาวะสีีผิิวที่่�ไม่่สม่่ำเสมอ 

นอกจากนี้้�ยัังมีีการใช้้งานในอุุตสาหกรรมอาหาร เพื่่�อป้้องกััน

การเกิิดสีีน้้ำตาลในผลไม้้และผัักบางชนิิดที่่�เกิิดจากปฏิิกิิริิยา

ออกซิิเดชัันของเอนไซม์์นี้้�  

	 การยัับยั้้�งการทำงานของเอนไซม์์ไทโรซิเนสเป็็น

หััวข้อที่่�มีีการศึกษาอย่่างกว้้างขวาง เนื่่�องจากเอนไซม์์นี้้�มีี

บทบาทสำคัญัในการสร้า้งเมลานินิและมีคีวามเกี่่�ยวข้อ้งกับัโรค

ที่่�เกี่่�ยวกัับเม็็ดสีีผิิว เช่่น ฝ้้า กระ และภาวะผิิวหนัังเมลาสมา 

รวมถึึงการป้้องกัันการเกิิดสีีน้้ำตาลในอาหาร นอกจากนี้้�ยัังมีี

การค้นคว้้าเพื่่�อพััฒนาไทโรซิเนสอิินฮิิบิิเตอร์์สำหรัับใช้้ใน

เครื่่�องสำอางและผลิติภััณฑ์อ์าหาร โดยสารที่่�พบว่า่มีศีักัยภาพ

ในการยับยั้้�งเอนไซม์์นี้้�ประกอบด้วย 1) Hydroquinone เป็็น

สารยับยั้้�งที่่�มีีประสิิทธิิภาพสููงในการลดการสร้้างเมลานิิน  

แต่่มีีความเสี่่�ยงต่่อการเกิิดผลข้้างเคีียง จึึงต้้องใช้้อย่่าง

ระมััดระวััง 2) Kojic Acid เป็็นสารที่่�สกััดจากเชื้้�อรา ใช้้แพร่่

หลายในผลิิตภััณฑ์์ความงามเนื่่�องจากมีีความปลอดภััยและมีี

ประสิิทธิิภาพ 3) Arbutin สารที่่�สกััดจากพืืช ซึ่่�งมีีฤทธิ์์�ยัับยั้้�ง

เอนไซม์์ไทโรซิิเนสเช่่นกััน แต่่ปลอดภััยกว่่าไฮโดรควิิโนน 

(Di Petrillo et al., 2016)

	 สบู่่�เป็็นผลิิตภััณฑ์์ที่่�มีีความสำคััญอย่่างมากในชีีวิิต

ประจำวันัของมนุษุย์ ์ไม่เ่พียีงแต่ส่ำหรับัการรักัษาความสะอาด

และสุุขอนามััย แต่่ยัังมีีบทบาทในการป้้องกัันโรคและส่่ง

เสริมิสุขุภาพทั่่�วไป ดังันี้้� 1) การรักษาความสะอาด สบู่่�ช่วยล้า้ง

สิ่่�งสกปรกและน้้ำมัันส่่วนเกิินออกจากผิิวหนััง ซึ่่�งเป็็นปััจจััย

สำคััญในการรัักษาความสะอาดส่่วนบุุคคล 2) ป้้องกัันการติิด

เชื้้�อ การล้้างมืือด้้วยสบู่่�เป็็นวิิธีีที่่�มีีประสิิทธิิภาพในการฆ่่าเชื้้�อ

แบคทีีเรีียและไวรัสที่่�อาจทำให้้เกิิดโรค การใช้้สบู่่�จึงช่่วยลด

ความเสี่่�ยงของการติดเชื้้�อและการแพร่่กระจายของโรค  

3) สุุขอนามััยส่่วนบุุคคล การอาบน้้ำด้้วยสบู่่�ช่วยขจััดเหงื่่�อ 

กลิ่่�นตััว และสิ่่�งสกปรกที่่�สะสมอยู่่�บนผิิวหนััง ช่่วยให้้ร่่างกาย

สดชื่่�นและมีีความสะอาด 4) ความสวยงามและการดูแลผิิว

พรรณ สบู่่�บางชนิดิมีสี่ว่นผสมที่่�ช่ว่ยบำรุงุผิวิพรรณ เช่น่ มอยส์์

เจอไรเซอร์์ วิิตามิิน และสารสกััดจากธรรมชาติิ ซึ่่�งช่่วยให้้ผิิว

นุ่่�มนวลและมีีสุุขภาพดีี 5) สุุขอนามััยทางสัังคม ในบริิบทของ

สัังคม การรักษาความสะอาดส่่วนบุุคคลโดยใช้้สบู่่�เป็็นการ

แสดงความรัับผิิดชอบต่่อสุุขอนามััยของตนเองและผู้้�อื่่�น ลด

การแพร่่กระจายของเชื้้�อโรคในชุุมชน 6) ประโยชน์์ด้้านจิิตใจ 

การอาบน้้ำด้้วยสบู่่�หอมสามารถช่่วยผ่่อนคลายความเครีียด

และความเหนื่่�อยล้้า ทำให้้รู้้�สึกสดชื่่�นและมีีพลัังในการดำเนิิน

ชีีวิิตประจำวััน ดัังนั้้�น สบู่่�จึึงเป็็นผลิิตภััณฑ์์ที่่�มีีบทบาทสำคััญ

ในการส่งเสริิมสุขภาพอนามััยและคุุณภาพชีีวิิตของคนในทุุก

ช่ว่งวัยั (Centers for Disease Control and Prevention, 2020; 
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World Health Organization, 2020) การนำผลของมะม่่วงหาว

มะนาวโห่่มาผลิิตเป็็นสบู่่�เหลวนั้้�นมีีความน่่าสนใจและมีีคุุณ

ประโยชน์์หลายประการ ดังันี้้� คือื 1) สารสกััดจากผล C. caran-

das L. มีีฤทธิ์์�ต้้านอนุุมููลอิิสระที่่�สามารถช่่วยปกป้้องผิิวหนััง

จากการเสื่่�อมสภาพที่่�เกิิดจากอนุุมููลอิิสระได้้ซึ่่�งเป็็นปััจจััยที่่�

สำคััญในการรักษาความสุุขของผิิวหนััง 2) สบู่่� เหลวมีี

คุุณสมบััติิที่่�ช่่วยทำให้้ผิิวหนัังชุ่่�มชื้้�น ทำให้้ผิิวหนัังดููสุุขภาพดีี 

3) เป็็นการใช้้สารสกััดจากพืืชธรรมชาติิช่่วยให้้ผลิิตภััณฑ์์มีี

คุณุภาพและปลอดภัยัต่่อผิิวหนััง ด้ว้ยคุุณสมบัติเิหล่่านี้้� การนำ

ผล C. carandas L. มาผลิิตเป็็นสบู่่�เหลวเป็็นทางเลืือกที่่�ดีีอีีก

ทางหนึ่่�งในการดููแลและปกป้้องผิิวหนััง

	 งานวิิจััยนี้้�ผู้้�วิิจััยจึึงมีีวััตถุุประสงค์์ในการพัฒนาสููตร 

สบู่่�เหลวจากผลของสารสกััดมะม่่วงหาวมะนาวโห่่ด้้วยเหตุุผล

ดัังที่่�กล่่าวมาแล้้วข้้างต้้นและเพื่่�อให้้สบู่่�เหลวที่่�พััฒนาขึ้้�นมีี

คุณุสมบัตัิทิางเคมีเีป็น็ไปตาม มาตรฐานมอก. เอส 14 – 2562 

(มาตรฐานผลิิตภััณฑ์์อุุตสาหกรรมเอส, 2562) ต่่อไป

วิิธีีดำเนิินการวิิจััย
	 1. 	 การสกััดสารสำคัญัจากผลมะม่ว่งหาวมะนาวโห่่ 

และการศึึกษาฤทธิ์์�การต้้านอนุุมููลอิิสระ

		  1.1	 การเตรีียมตััวอย่่างผลมะม่่วงหาวมะนาว

โห่่และการสกััด นำผลมะม่่วงหาวมะนาวโห่่ที่่�มีีจำหน่่ายใน

ตลาดจังัหวััดเพชรบุรุีทีี่่�มีสีีมี่ว่งมาปอกเปลือืกและนำเมล็ด็ออก 

นำส่่วนเนื้้�อมาห่่อด้้วยผ้้าขาวบางและนำไปแช่่หมัักใน 95% 

เอทานอล อัตัราส่่วน 1 : 1 โดยน้้ำหนัักต่อ่ปริมิาตร ในภาชนะปิิด 

ทิ้้�งไว้้เป็็นเวลา 3 วััน จากนั้้�นกรองแยกส่่วนกากเนื้้�อและเก็็บ

ส่่วนของตััวทำละลายไว้้ จากนั้้�นนำกากเนื้้�อผลมะม่่วงหาว

มะนาวโห่่ที่่�สกััดแล้้วแช่่ในเอทานอลซ้้ำในอััตราส่่วนเดิิมเป็็น

เวลา 3 วััน ทำซ้้ำอีีก 2 ครั้้�ง จากนั้้�นนำสารสกััดที่่�ได้้มาระเหย

ให้แ้ห้ง้ด้้วยเครื่่�องกลั่่�นระเหยสารแบบหมุนุ (rotary evaporator) 

จนแห้้งจะได้้สารสกััดเอทานอลของมะม่่วงหาวมะนาวโห่่และ

นำไปใช้ใ้นการศึกึษาฤทธิ์์�การต้า้นอนุมุูลูอิสิระในขั้้�นตอนต่อ่ไป 

		  1.2 	การศึกษาฤทธิ์์�การต้านอนุุมูลูอิิสระของสาร

สกััดจากผลมะม่่วงหาวมะนาวโห่่ ด้้วยวิิธีี DPPH Assay 

นําํสารละลาย DPPH ความเข้ม้ข้น้ 0.10 mM มาวัดัค่า่การดูดู

กลืนืแสงโดยใช้เ้ครื่่�อง UV-Visible Spectroscopy ที่่�ความยาว 

คลื่่�น 400 – 800 nm เพื่่�อหาค่่าความยาวคลื่่�นที่่�สารละลาย 

DPPH สามารถดูดูกลืนืแสงได้ด้ีทีี่่�สุดุ (λ
max

) เตรียีมสารละลาย

ตัวัอย่่างทั้้�งหมดและวิติามิินซีีที่่�ความเข้้มข้น 1000 ppm (stock 

solution) ใน methanol เตรียีมสารละลายตัวัอย่า่งทั้้�งหมดและ

วิิตามิินซีีจาก stock solution ที่่�มีีความเข้้มข้้น 1 10 50 100 

และ 500 ppm ใน methanol ปิิเปตสารละลายแต่่ละความเข้้ม

ข้้น ใส่่ในหลอดทดลองหลอดละ 1.60 mL และสารละลาย 

DPPH 2.40 mL โดยทํําการทดลอง 3 ซํ้้�า เขย่่าให้้เข้้ากัันแล้้ว

ตั้้�งทิ้้�งไว้้ในที่่�มืืดเป็็นเวลา 30 นาทีี จากนั้้�นนํําสารละลายมาวััด

ค่า่การดูดกลืืนแสงด้้วยเครื่่�อง UV-VIS spectrophotometer ที่่�

ความคลื่่�น 516 nm แล้้วนํําไปคํํานวณเปอร์์เซ็็นต์์การยัับยั้้�ง

อนุุมููลอิิสระ (% inhibition) ดัังสมการ

   

  

                   

นําสารละลาย DPPH ความเข้มข้น 0.10 mM 

มาวัด ค่าการดูดกลืนแสงโดยใช้เครื�อง UV-Visible 

Spectroscopy ที�ความยาวคลื�น 400 – 800 nm เพื�อหา

ค่าความยาวคลื�นที�สารละลาย DPPH สามารถดูดกลืน

แสงได้ดทีี�สุด (λmax) เตรยีมสารละลายตัวอย่างทั �งหมด

และวติามนิซทีี�ความเขม้ขน้ 1000 ppm (stock solution) 

ใน methanol เตรียมสารละลายตัวอย่างทั �งหมดและ

วติามนิซีจาก stock solution ที�มีความเขม้ข้น 1 10 50 

100 และ 500 ppm ใน methanol  

ปิเปตสารละลายแต่ละความเขม้ขน้ ใส่ในหลอด

ทดลองหลอดละ 1.60 mL และสารละลาย DPPH 2.40 

mL โดยทําการทดลอง 3 ซํ�า เขย่าใหเ้ขา้กนัแล้วตั �งทิ�งไว้

ในที�มดืเป็นเวลา 30 นาท ีจากนั�นนําสารละลายมาวดัค่า

การดูดกลนืแสงดว้ยเครื�อง UV-VIS spectrophotometer 

ที�ความคลื�น 516 nm แล้วนําไปคํานวณเปอร์เซ็นต์การ

ยบัยั �งอนุมลูอสิระ (% inhibition) ดงัสมการ 

  

         % inhibition  =                               x 100       

 

 โดย  A sample  คอื ค่าการดดูกลนืแสงของ 

                                      สารตวัอย่าง 

        A control  คอื ค่าการดดูกลนืแสงของ 

                                     สารมาตรฐาน 

 

จากนั �น สร้างกราฟความสมัพันธ์ระหว่างความเข้มข้น

ต่าง ๆ ของสารสกดักบั % inhibition และคํานวณหาค่า

ความเข้มข้นของสารสกัดที�สามารถยับยั �งอนุมูลอิสระ 

(DPPH) ได ้50% (IC50) 

 

�. การศึกษาฤทธิ� การยงัยั �งการทํางานของเอนไซม์

ไทโรซิเนส  

นําสารละลาย Tyrosinase ความเขม้ขน้ 314.8 

unit/mL มาวดัค่าการดูดกลนืแสงโดยใช้เครื�อง UV-VIS 

spectroscopy ที�ความยาวคลื�น 400-800 nm และเตรยีม

สารละลายบฟัเฟอร ์0.02 M Sodium Phosphate Buffer 

(pH 6.8) โ ด ย ชั � ง  Na2HPO4.2H2O 1.76 g แ ล ะ

NaH2PO4.H2O 0.69 g ละลายด้วยนํ� ากลั �นและปรับ

ปริมาตรเป็น 1000.00 mL โดยปรับค่า pH ให้ได้ 6.8 

จากนั �น เตรียมสารละลายตัวอย่างและวิตามินซีให ้

มีความเข้มข้น  0.01 0.05 0.1 0.5 และ 1 mg/mLใน 

methanol แ ล ะ เต รีย ม ส า รล ะ ล าย L-DOPA (L-3 ,4 

dihydroxyphenylalanine) เขม้ขน้ 0.34 mM  

จากนั �น นําสารละลายตวัอย่างที�มคีวามเขม้ขน้

ต่างๆ กันมาทดสอบฤทธิ �ยบัยั �งการทํางานของเอนไซม ์

ไท โรซิ เน ส  ด้ ว ย วิธี  Dopachrome method โดย ใช้

สารละลายวิตามินซีเป็นสารละลายมาตรฐาน โดย

ดําเนินการ ดังนี�  เติมสารละลาย control (สารละลาย

เอนไซม์ไทโรซิเนส 500 µL Sodium Phosphate Buffer 

0.02 M (pH 6.8) 1500 µL และ Methanol 500 µL และ 

สารตัวอย่าง (สารละลายเอนไซม์ไทโรซิเนส 500 µL 

Sodium Phosphate Buffer 0.02 M (pH 6.8) 1500 µL 

และสารละลายตัวอย่างหรือสารละลายมาตรฐาน 500 

µL) แยกกนัลงในขวดปรบัปรมิาตรขนาด 5.00 mL เขยา

ใหส้ารละลายผสมกนับ่มที�อุณหภูม ิ25 °C นาน 10 นาท ี

จากนั�นเตมิสารละลาย L-DOPA 500 µL ลงในแต่ละขวด

ป รั บ ป ริ ม า ต ร ด้ ว ย  methanol เ ข ย่ า แ ล ะ วั ด 

ค่าการดูดกลืนแสงที�ความยาวคลื�น 495 nm จากนั �น 

บ่มที� อุณหภูมิ 25 °C ต่ออีก 2 นาที แล้ววัดค่าการ

ดูดกลนืแสงอีกครั �งที�ความยาวคลื�นเดมิ (ทําซํ�า 3 ครั �ง) 

คํานวณหาเปอร์เซน็ต์การยบัยั �งการทํางานของเอนไซม์

ไทโรซเินส (%inhibition)  ดงัสมการ 

 

         % inhibition  =                               x 100       

 

 โดย  A sample  คอื ค่าการดูดกลนืแสงของ 

                                      สารตวัอย่าง 

        A control  คอื ค่าการดดูกลนืแสงของ 

                                     สารมาตรฐาน 

 

สรา้งกราฟความสมัพนัธ์ระหว่างความเขม้ขน้ต่างๆ ของ

สารสกัดกับ % inhibition เพื�อคํานวณค่าความเข้มข้น

ของสารสกดัที�สามารถยบัยั �งเอนไซม์ไทโรซิเนสได ้50% 

(IC50) 

 

3. การพฒันาสูตรสบู่เหลวจากสารสกดัมะม่วงหาว

มะนาวโห่และการทดสอบคุณสมบติัทางกายภาพ

และเคมขีองสบู่เหลว 

วัต ถุ ดิ บ ห ลั ก ที� ใ ช้ ใ น ก า รผ ลิต ส บู่ เห ล ว

ประกอบด้วย  1) sodium laureth sulfate หรือ  N70  

2) cocamidopropyl betaine 3) glycerin 4) นํ� าสะอาด 

(A control – A sample) 

A control  

(A control – A sample) 

A control  

	 โดย A sample คืือ ค่่าการดููดกลืืนแสงของสาร

ตััวอย่่าง

	 A control คืือ ค่่าการดููดกลืืนแสงของสารมาตรฐาน

	 จากนั้้�น สร้้างกราฟความสััมพัันธ์์ระหว่่างความเข้้ม

ข้้นต่่าง ๆ ของสารสกััดกัับ % inhibition และคํํานวณหาค่่า

ความเข้ม้ข้นของสารสกัดัที่่�สามารถยับยั้้�งอนุมุูลูอิสิระ (DPPH) 

ได้้ 50% (IC
50
)

	 2.	ก ารศึึกษาฤทธิ์์�การยัังยั้้�งการทำงานของ

เอนไซม์์ไทโรซิิเนส 

		นํ  ําสารละลาย Tyrosinase ความเข้้มข้้น 314.8 

unit/mL มาวััดค่่าการดูดกลืืนแสงโดยใช้้เครื่่�อง UV-VIS  

spectroscopy ที่่�ความยาวคลื่่�น 400-800 nm และเตรีียม

สารละลายบััฟเฟอร์์ 0.02 M Sodium Phosphate Buffer (pH 

6.8) โดยชั่่�ง Na
2
HPO

4
.2H

2
O 1.76 g และNaH

2
PO

4
.H

2
O 0.69 

g ละลายด้้วยนํ้้�ากลั่่�นและปรัับปริิมาตรเป็็น 1000.00 mL โดย

ปรัับค่่า pH ให้้ได้้ 6.8 จากนั้้�น เตรีียมสารละลายตััวอย่่างและ

วิิตามิินซีีให้้มีีความเข้้มข้้น 0.01 0.05 0.1 0.5 และ 1 mg/mL 

ใน methanol และเตรีียมสารละลายL-DOPA (L-3,4  

dihydroxyphenylalanine) เข้้มข้้น 0.34 mM 

		  จากนั้้�น นํําสารละลายตััวอย่่างที่่�มีีความเข้้มข้้น

ต่่างๆ กัันมาทดสอบฤทธิ์์�ยัับยั้้�งการทํํางานของเอนไซม์ ์

ไทโรซิิเนส ด้้วยวิิธีี Dopachrome method โดยใช้้สารละลาย

วิิตามิินซีีเป็็นสารละลายมาตรฐาน โดยดำเนิินการ ดัังนี้้� เติิม

สารละลาย control (สารละลายเอนไซม์์ไทโรซิิเนส 500 µL 

Sodium Phosphate Buffer 0.02 M (pH 6.8) 1500 µL และ 

Methanol 500 µL และ สารตััวอย่่าง (สารละลายเอนไซม์ ์

ไทโรซิเินส 500 µL Sodium Phosphate Buffer 0.02 M (pH 6.8)  

1500 µL และสารละลายตัวัอย่า่งหรือืสารละลายมาตรฐาน 500 

µL) แยกกัันลงในขวดปรับปริิมาตรขนาด 5.00 mL เขย่่าให้้

สารละลายผสมกันบ่่มที่่�อุณุหภููมิ ิ25 °C นาน 10 นาทีี จากนั้้�น
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เติิมสารละลาย L-DOPA 500 µL ลงในแต่ล่ะขวดปรับัปริมิาตร

ด้ว้ย methanol เขย่่าและวััดค่่าการดูดกลืืนแสงที่่�ความยาวคลื่่�น 

495 nm จากนั้้�นบ่่มที่่�อุุณหภููมิิ 25 °C ต่่ออีีก 2 นาทีี แล้้ววััด

ค่่าการดููดกลืืนแสงอีีกครั้้�งที่่�ความยาวคลื่่�นเดิิม (ทํําซํ้้�า 3 ครั้้�ง) 

คํํานวณหาเปอร์์เซ็็นต์์การยับยั้้�งการทํางานของเอนไซม์์ไทโร

ซิิเนส (%inhibition) ดัังสมการ

   

  

                   

นําสารละลาย DPPH ความเข้มข้น 0.10 mM 

มาวัด ค่าการดูดกลืนแสงโดยใช้เครื�อง UV-Visible 

Spectroscopy ที�ความยาวคลื�น 400 – 800 nm เพื�อหา

ค่าความยาวคลื�นที�สารละลาย DPPH สามารถดูดกลืน

แสงได้ดทีี�สุด (λmax) เตรยีมสารละลายตัวอย่างทั �งหมด

และวติามนิซทีี�ความเขม้ขน้ 1000 ppm (stock solution) 

ใน methanol เตรียมสารละลายตัวอย่างทั �งหมดและ

วติามนิซีจาก stock solution ที�มีความเขม้ข้น 1 10 50 

100 และ 500 ppm ใน methanol  

ปิเปตสารละลายแต่ละความเขม้ขน้ ใส่ในหลอด

ทดลองหลอดละ 1.60 mL และสารละลาย DPPH 2.40 

mL โดยทําการทดลอง 3 ซํ�า เขย่าใหเ้ขา้กนัแล้วตั �งทิ�งไว้

ในที�มดืเป็นเวลา 30 นาท ีจากนั�นนําสารละลายมาวดัค่า

การดูดกลนืแสงดว้ยเครื�อง UV-VIS spectrophotometer 

ที�ความคลื�น 516 nm แล้วนําไปคํานวณเปอร์เซ็นต์การ

ยบัยั �งอนุมลูอสิระ (% inhibition) ดงัสมการ 

  

         % inhibition  =                               x 100       

 

 โดย  A sample  คอื ค่าการดดูกลนืแสงของ 

                                      สารตวัอย่าง 

        A control  คอื ค่าการดดูกลนืแสงของ 

                                     สารมาตรฐาน 

 

จากนั �น สร้างกราฟความสมัพันธ์ระหว่างความเข้มข้น

ต่าง ๆ ของสารสกดักบั % inhibition และคํานวณหาค่า

ความเข้มข้นของสารสกัดที�สามารถยับยั �งอนุมูลอิสระ 

(DPPH) ได ้50% (IC50) 

 

�. การศึกษาฤทธิ� การยงัยั �งการทํางานของเอนไซม์

ไทโรซิเนส  

นําสารละลาย Tyrosinase ความเขม้ขน้ 314.8 

unit/mL มาวดัค่าการดูดกลนืแสงโดยใช้เครื�อง UV-VIS 

spectroscopy ที�ความยาวคลื�น 400-800 nm และเตรยีม

สารละลายบฟัเฟอร ์0.02 M Sodium Phosphate Buffer 

(pH 6.8) โ ด ย ชั � ง  Na2HPO4.2H2O 1.76 g แ ล ะ

NaH2PO4.H2O 0.69 g ละลายด้วยนํ� ากลั �นและปรับ

ปริมาตรเป็น 1000.00 mL โดยปรับค่า pH ให้ได้ 6.8 

จากนั �น เตรียมสารละลายตัวอย่างและวิตามินซีให ้

มีความเข้มข้น  0.01 0.05 0.1 0.5 และ 1 mg/mLใน 

methanol แ ล ะ เต รีย ม ส า รล ะ ล าย L-DOPA (L-3 ,4 

dihydroxyphenylalanine) เขม้ขน้ 0.34 mM  

จากนั �น นําสารละลายตวัอย่างที�มคีวามเขม้ขน้

ต่างๆ กันมาทดสอบฤทธิ �ยบัยั �งการทํางานของเอนไซม ์

ไท โรซิ เน ส  ด้ ว ย วิธี  Dopachrome method โดย ใช้

สารละลายวิตามินซีเป็นสารละลายมาตรฐาน โดย

ดําเนินการ ดังนี�  เติมสารละลาย control (สารละลาย

เอนไซม์ไทโรซิเนส 500 µL Sodium Phosphate Buffer 

0.02 M (pH 6.8) 1500 µL และ Methanol 500 µL และ 

สารตัวอย่าง (สารละลายเอนไซม์ไทโรซิเนส 500 µL 

Sodium Phosphate Buffer 0.02 M (pH 6.8) 1500 µL 

และสารละลายตัวอย่างหรือสารละลายมาตรฐาน 500 

µL) แยกกนัลงในขวดปรบัปรมิาตรขนาด 5.00 mL เขยา

ใหส้ารละลายผสมกนับ่มที�อุณหภูม ิ25 °C นาน 10 นาท ี

จากนั�นเตมิสารละลาย L-DOPA 500 µL ลงในแต่ละขวด

ป รั บ ป ริ ม า ต ร ด้ ว ย  methanol เ ข ย่ า แ ล ะ วั ด 

ค่าการดูดกลืนแสงที�ความยาวคลื�น 495 nm จากนั �น 

บ่มที� อุณหภูมิ 25 °C ต่ออีก 2 นาที แล้ววัดค่าการ

ดูดกลนืแสงอีกครั �งที�ความยาวคลื�นเดมิ (ทําซํ�า 3 ครั �ง) 

คํานวณหาเปอร์เซน็ต์การยบัยั �งการทํางานของเอนไซม์

ไทโรซเินส (%inhibition)  ดงัสมการ 

 

         % inhibition  =                               x 100       

 

 โดย  A sample  คอื ค่าการดูดกลนืแสงของ 

                                      สารตวัอย่าง 

        A control  คอื ค่าการดดูกลนืแสงของ 

                                     สารมาตรฐาน 

 

สรา้งกราฟความสมัพนัธ์ระหว่างความเขม้ขน้ต่างๆ ของ

สารสกัดกับ % inhibition เพื�อคํานวณค่าความเข้มข้น

ของสารสกดัที�สามารถยบัยั �งเอนไซม์ไทโรซิเนสได ้50% 

(IC50) 

 

3. การพฒันาสูตรสบู่เหลวจากสารสกดัมะม่วงหาว

มะนาวโห่และการทดสอบคุณสมบติัทางกายภาพ

และเคมขีองสบู่เหลว 

วัต ถุ ดิ บ ห ลั ก ที� ใ ช้ ใ น ก า รผ ลิต ส บู่ เห ล ว

ประกอบด้วย  1) sodium laureth sulfate หรือ  N70  

2) cocamidopropyl betaine 3) glycerin 4) นํ� าสะอาด 

(A control – A sample) 

A control  

(A control – A sample) 

A control  

	 โดย A sample คืือ ค่่าการดููดกลืืนแสงของสาร

ตััวอย่่าง

	 A control คืือ ค่่าการดููดกลืืนแสงของสารมาตรฐาน

	 สร้้างกราฟความสัมพันธ์์ระหว่่างความเข้้มข้นต่่างๆ 

ของสารสกัดักับั % inhibition เพื่่�อคําํนวณค่า่ความเข้ม้ข้นของ

สารสกััดที่่�สามารถยัับยั้้�งเอนไซม์์ไทโรซิิเนสได้้ 50% (IC
50
)

	 3.	ก ารพัฒันาสูตูรสบู่่�เหลวจากสารสกัดัมะม่ว่ง

หาวมะนาวโห่แ่ละการทดสอบคุณุสมบัตัิิทางกายภาพและ

เคมีีของสบู่่�เหลว

		วั  ัตถุุดิิบหลัักที่่�ใช้้ในการผลิิตสบู่่�เหลวประกอบ

ด้้วย 1) sodium laureth sulfate หรืือ N70 2) cocamidopropyl 

betaine 3) glycerin 4) น้้ำสะอาด 5) สารกัันเสีีย และ 6) 

น้้ำหอม โดยผู้้�วิจิัยัได้้พััฒนาสููตรสบู่่�โดยใช้้ข้อ้มูลูจากการศึกษา

ฤทธิ์์�การต้้านอนุุมููลอิิสระและฤทธิ์์�การยับยั้้�งการทำงานของ

เอนไซม์์ไทโรซิเนส โดยมีีวิิธีีในการผลิิตสบู่่�ดังนี้้� ชั่่�งน้้ำหนััก 

N70, cocamidopropyl betaine, glycerin, สารสกััดธรรมชาติิ

และสารกัันเสีียให้้เรีียบร้้อย ผสมส่่วนประกอบน้้ำ โดยเติิมน้้ำ

สะอาดลงในภาชนะผสมขนาดใหญ่่ ค่่อยๆ เติิม N70 ลงในน้้ำ

สะอาดทีลีะน้อ้ย ขณะเติมิควรคนเบาๆ เพื่่�อให้ ้N70 ละลายเข้า้

กัับน้้ำ เติิมสารลดแรงตึึงผิิวรอง โดยเติิม cocamidopropyl 

betaine ลงไปในส่่วนผสมและคนให้้เข้้ากััน เติิม glycerin และ

สารสกััดลงไปในส่่วนผสมแล้้วคนให้้เข้้ากััน เติิมน้้ำหอมและ

สารกันัเสียีลงในส่ว่นผสมและคนให้เ้ข้า้กันั ปรับัความหนืดื โดย

เติิมเกลืือแกงทีีละน้้อย (ประมาณ 1-2%) โดยการละลายเกลืือ

ในน้้ำกลั่่�นเล็ก็น้อ้ยก่อ่น แล้ว้ค่อ่ยๆ เติมิลงในส่ว่นผสมหลักั คน

ให้้เข้้ากัันจนได้้ความหนืืดตามต้้องการ (Barel et al., 2014) 

จากนั้้�นนำสบู่่�เหลวที่่�พัฒันาขึ้้�นทดสอบคุณุสมบัตัิทิางกายภาพ

และคุุณสมบััติิทางเคมีีอ้้างอิิงตามมาตรฐานผลิิตภััณฑ์์ มอก.

เอส 14 – 2562 (มาตรฐานผลิติภัณัฑ์อ์ุตุสาหกรรมเอส, 2562) 

ประกอบด้้วย ค่่าความเป็็นกรด - ด่่างทดสอบโดยใช้้เครื่่�องมืือ

วััดความเป็็นกรด-ด่่าง ปริิมาณไขมัันทั้้�งหมดตามวิิธีี ISO 685 

ปริิมาณด่่างอิิสระทดสอบโดยการไทเทรตด้้วยสารละลายกรด

ไฮโดคลอริิกและสารที่่�ไม่่ละลายในเอทานอลตามวิิธีี ISO 673 

รายละเอีียดของวิิธีีการทดสอบคุุณสมบััติิทางเคมีีดัังแสดงใน 

Table 1

Table 1	Chemical characteristics of herbal liquid soap 

according to TIS 14 – 2019 standards

Order Chemical characteristics Criteria

1 Total fat (%w/w) not less than 12

2 Acidity - Alkalinity 4 – 8 

3
Free alkali (%w/w calculated as 

NaOH) not more than
0.05

4
Substances insoluble in ethanol 

(%w/w) not less than
2.0

ผลการทดลองและอภิิปรายผล
	 1. 	 การสกััดสารสำคััญจากผลมะม่่วงหาวมะนาวโห่่ 

และการศึึกษาฤทธิ์์�การต้้านอนุุมููลอิิสระ

		  1.1	 การสกััดสารสำคััญจากผลมะม่่วงหาว

มะนาวโห่ ่เมื่่�อนำผลมะม่ว่งหาวมะนาวโห่สุ่กุที่่�ปอกเปลือืกและ

นำมาเมล็็ดออกแล้้ว มาแช่่หมัักโดยใช้้เอทานอลเป็็นตััวทำ

ละลาย สกััดเป็็นระยะเวลา 3 วััน และทำซ้้ำ 3 ครั้้�ง พบว่่า สาร

สกััดที่่�ได้ม้ีลีักัษณะข้น้หนืดื มีสีีแีดงเข้ม้และมีกีลิ่่�นคล้า้ยน้้ำตาล

ไหม้้ ร้้อยละของน้้ำหนัักสารสกััดหยาบ (% yield) เท่่ากัับ 

21.80 สารสกัดัเอทานอลของผลมะม่ว่งหาวมะนาวโห่แ่สดงดังั 

Figure 1

Figure 1 Ethanolic extract of Carissa carandas Linn. fruits
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		  1.2	 ผลการศึกษาฤทธิ์์�การต้านอนุุมูลูอิิสระของ

สารสกััดเอทานอลจากผลมะม่่วงหาวมะนาวโห่่ด้ว้ยวิธีิี DPPH 

Assay ผลการศึกษาฤทธิ์์�การต้านอนุุมููลอิิสระของสารสกััด 

เอทานอลจากผลมะม่่วงหาวมะนาวโห่่ด้้วยวิิธีี DPPH Assay 

(DPPH) เมื่่�อนํําสารละลาย DPPH ความเข้้มข้น 0.10 mM  

มาวััดค่่าการดูดกลืืนแสงโดยใช้้เครื่่�อง UV-Visible spectro-

photometer พบว่่า มีีค่่าการดููดกลืืนแสงสููงที่่�สุุด (λ
max

) ที่่�

ความยาวคลื่่�น 516 nm จากการทดสอบฤทธิ์์�การต้้านอนุุมููล

อิิสระของสารสกััดผลมะม่่วงหาวมะนาวโห่่ด้้วยวิิธีี DPPH ผล

การศึึกษาแสดงดััง Table 2

Table 2	Results of testing the antioxidant activity of 

Carissa carandas Linn. fruits extract and standard 

using the DPPH method

Substance IC
50

 (mg/mL)

Ethanolic extract of Carissa 

carandas Linn. fruits

Ascorbic acid

14.24 + 0.03

0.47 + 0.01

	 จาก Table 2 พบว่่า สารสกััดผลมะม่่วงหาวมะนาว

โห่่มีีค่่าการยัับยั้้�งอนุุมููลอิิสระได้้ 50% เท่่ากัับ 14.24 + 0.03 

mg/mL และสารมาตรฐานวิิตามิินซีีมีีค่่าการยัับยั้้�งอนุุมููลอิิสระ

ได้้ 50% เท่่ากัับ 0.47 + 0.01 mg/mL 

Figure 2 The graph shows the % free radical inhibition 

of ethanolic extracts

 

Figure 3 The graph shows the % free radical inhibition 

of standard ascorbic acid

	 จากการศึกษาฤทธิ์์�การต้านอนุมุูลูอิิสระของสารสกััด

ผลมะม่่วงหาวมะนาวโห่่โดยวิิธีี DPPH Assay นั้้�น พบว่่า สาร

สกััดจากผลมะม่่วงหาวมะนาวโห่่มีีค่่า IC
50
 เท่่ากัับ 14.03 mg/

mL ซึ่่�งสอดคล้อ้งกับัการศึกึษางานวิจิัยัของ สุขุสวัสัดิ์์� พงษ์ท์วีกีุลุ 

และคณะ (2562) ศึึกษาค่่าการยับยั้้�งอนุุมููลอิิสระของสาร 

สกัดัจากผล Carissa carandas L. ผลการวิจิัยัแสดงให้เ้ห็น็ถึงึ

ประสิิทธิิภาพในการยับยั้้�งอนุุมููลอิิสระที่่�ดีี เช่่นเดีียวกัันกัับ 

Mahale and Pathade (2013) และ Monika et al. (2024) ที่่�

พบว่า่สารสกัดัจากมะม่ว่งหาวมะนาวโห่มี่ีศัักยภาพในการต้าน

อนุุมููลอิิสระอย่่างมีีนััยสำคััญ การที่่�ผลของมะม่่วงหาวมะนาว

โห่ม่ีฤีทธิ์์�ในการต้า้นอนุมุูลูอิสิระนั้้�น เนื่่�องมาจากผลมะม่ว่งหาว

มะนาวโห่ม่ีสีารสำคัญัหลายชนิดิที่่�มีคีุณุสมบัตัิติ้า้นอนุมุูลูอิสิระ

สููง สารเหล่่านี้้�ช่่วยในการจัับอนุุมููลอิิสระและลดความเสีียหาย

ที่่�เกิิดขึ้้�นจากปฏิิกิิริิยาออกซิิเดชัันในร่่างกาย เช่่น วิิตามิินซีี 

พอลิฟิีนีอล ฟลาโวนอยด์์ แอนโทไซยานิิน เป็น็ต้น้ ซึ่่�งสารเหล่า่

นี้้�ช่ว่ยในการลดปฏิกิริิยิาออกซิิเดชันัและป้้องกัันความเสียีหาย

ต่่อเซลล์์ (Monika et al., 2024; Mahale & Pathade, 2013) 

จากผลการศึกษาค่่า IC
50

 ของสารสกััดจากผลมะม่่วงหาว

มะนาวโห่่สููงกว่่าวิิตามิินซีีมาตรฐานอย่่างมีีนััยสำคััญ (14.24 

มก./มล. เทีียบกัับ 0.47 มก./มล.) ซึ่่�งหมายความว่่าสารสกััด

จากผลมะม่่วงหาวมะนาวโห่่ต้้องใช้้ในความเข้้มข้้นที่่�สููงกว่่า

วิติามินิซีเีพื่่�อให้ไ้ด้ผ้ลการยับยั้้�งอนุมุูลูอิสิระที่่�เท่า่กันั แม้้ว่า่สาร

สกััดจากผลมะม่่วงหาวมะนาวโห่่จะมีีประสิิทธิิภาพในการ

ยัับยั้้�งอนุุมููลอิิสระน้้อยกว่่าวิิตามิินซีี แต่่การมีีค่่า IC
50
 เท่่ากัับ 

14.24 + 0.03 mg/mL แสดงให้้เห็็นว่่าสารสกััดนี้้�ยังัมีศัีักยภาพ

ในการเป็็นสารต้้านอนุุมููลอิิสระ ซึ่่�งมีีประโยชน์์ในด้้านการ

พััฒนาเป็็นผลิิตภััณฑ์์สุุขภาพหรืือเครื่่�องสำอาง สารสกััดจาก

ผลมะม่ว่งหาวมะนาวโห่ส่ามารถนำมาใช้ร้่ว่มกับัสารต้า้นอนุมุูลู

อิิสระอื่่�นๆ เพื่่�อเพิ่่�มประสิิทธิิภาพ

	 2.	 การศึกษาฤทธิ์์�การยังยั้้�งการทำงานของเอนไซม์์

ไทโรซิเนส นํําสารละลาย Tyrosinase ความเข้้มข้น 314.8 

unit/mL มาวััดค่่าการดูดกลืืนแสงโดยใช้้เครื่่�อง UV-Visible 

spectrophotometer พบว่า มีค่ี่าการดูดกลืืนแสงสููงที่่�สุดุ (λ
max

) 

ที่่�ความยาวคลื่่�น 495 nm จากการศึกษาฤทธิ์์�การยับยั้้�งการ

ทำงานเอนไซม์์ไทโรซิเนสของสารสกััดจากผลมะม่่วงหาว

มะนาวโห่่ไปทดสอบฤทธิ์์�ยัับยั้้�งเอนไซม์์ไทโรซิเนสด้้วยวิิธีี 

Modified Dopachrome เทีียบกัับวิิตามิินซีีมาตรฐานและ 

คํํานวณหาความเข้้มข้นของสารสกััดที่่�สามารถยับยั้้�งเอนไซม์์

ไทโรซิิเนสได้้ 50% (IC
50
) ผลแสดงดััง Table 3
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Table 3 		Results of the study on the tyrosinase-inhibiting 

activity of the extracts from the fruits of the mangosteen 

and the standard compounds using the modified  

dopachrome method 

สาร ค่่า IC
50

 + SD (mg/mL)

Mango and gooseberry ethanol extract

Standard Vitamin C

14.37 + 0.05

0.66 + 0.02

		  จาก Table 3 พบว่่า สารสกััดผลมะม่่วงหาว

มะนาวโห่่มีีค่่าการยัับยั้้�งการทำงานของเอนไซม์์ไทโรซิิเนสได้้ 

50% เท่่ากัับ 14.37 + 0.05 mg/mL และสารมาตรฐานวิิตามิิน

ซีมีีคี่า่ยับัยั้้�งการทำงานของเอนไซม์ไ์ทโรซิเินสได้ ้50% เท่า่กับั 

0.66 + 0.02 mg/mL 

Figure 4 The graph shows the % inhibition of  

tyrosinase enzyme activity of ethanolic extract

Figure 5 The graph shows the % inhibition of  

tyrosinase enzyme activity of ascorbic acid

		  จากการศึึกษาความสามารถในการยัับยั้้�งการ

ทำงานของเอนไซม์ไ์ทโรซิเนสด้ว้ยวิธิี ีModified Dopachrome 

พบว่่า สารสกััดผลมะม่่วงหาวมะนาวโห่่มีีค่่าการยัับยั้้�งการ

ทำงานของเอนไซม์์ไทโรซิิเนสได้้ 50% เท่่ากัับ 14.37 + 0.05 

mg/mL และสารมาตรฐานวิิตามิินซีีมีีค่่ายัับยั้้�งการทำงานของ

เอนไซม์์ไทโรซิิเนสได้้ 50% เท่่ากัับ 0.66 + 0.02 mg/mL ซึ่่�ง

ผลงานวิจัิัยของผู้้�ที่่�เคยศึึกษาเกี่่�ยวกับสารต้านอนุุมูลูอิิสระหรืือ

การยับยั้้�งเอนไซม์ไ์ทโรซิเินสผลการวิจิัยัพบว่า่สารสกััดจากผล

มะม่่วงหาวมะนาวโห่่มีีค่่าการยัับยั้้�งการทำงานของเอนไซม์ ์

ไทโรซิเนส 50% (IC
50
) เท่า่กับั 14.37 ± 0.05 mg/mL ซึ่่�งแสดง

ถึึงศัักยภาพในการต้านอนุุมููลอิิสระของสารสกััดธรรมชาติิ 

(Monika et al., 2024) และงานวิจิัยัของ Kokate et al. (2009) 

ศึึกษาฤทธิ์์�ต้้านอนุุมููลอิิสระและฤทธิ์์�ต้้านการอักเสบของผล 

Carissa carandas L. ซึ่่�งมีคีวามเป็น็ไปได้้ที่่�จะมีกีารศึกษาฤทธิ์์�

การยับยั้้�งเอนไซม์์ไทโรซิเนสด้้วยเช่่นกััน การยับยั้้�งการทำงาน

ของเอนไซม์์ไทโรซิเินสจากสารสกัดัของผลมะม่ว่งหาวมะนาว

โห่จ่ึงึเป็น็ผลจากการมีสีารประกอบชีวภาพที่่�มีีประสิทิธิิภาพสูงู

ในการยัับยั้้�งการทำงานของเอนไซม์์ที่่�เกี่่�ยวข้้อง สารสกััดจาก

ผลมะม่่วงหาวมะนาวโห่่มีีสารประกอบที่่�สามารถจัับกัับ

เอนไซม์์ไทโรซิเนสที่่�เป็็นเอนไซม์์สำคััญในการผลิิตเมลานิิน 

(เม็็ดสีีผิิว) ทำให้้ปฏิิกิิริิยาทางเคมีีที่่�เอนไซม์์นี้้�ทำงานอยู่่�ไม่่

สามารถเกิดิขึ้้�นได้ห้รือืเกิดิขึ้้�นในอัตัราที่่�ลดลงอย่า่งมาก ส่ง่ผล

ให้้การผลิิตเม็็ดสีีเมลานิินลดลง สารสำคััญในผลมะม่่วงหาว

มะนาวโห่่ที่่�มีีความสามารถในการยัับยั้้�งการทำงานของ

เอนไซม์์ไทโรซิิเนสได้้ประกอบด้วย สารประกอบในกลุ่่�มของ 

ฟลาโวนอยด์ ์(Flavonoids) โพลีฟีีนีอล (Polyphenols) กรดแกลลิกิ 

(Gallic acid) และวิิตามิินซีี (Ascorbic acid) เป็็นต้้น ซึ่่�ง 

เป็็นสารต้า้นอนุมุูลูอิิสระที่่�มีบีทบาทสำคัญัในการยับัยั้้�งเอนไซม์์

ไทโรซิิเนส โดยสามารถจัับกัับเอนไซม์์และยัับยั้้�งการเกิิด

ปฏิิกิิริิยาทางเคมีีที่่�เกี่่�ยวข้องกัับการผลิิตเมลานิิน (Monika  

et al., 2024; Mahale & Pathade, 2013; Jiang et al., 2011; 

Choudhary & Swarnkar, 2011; Siddiqui et al., 2018; 

สุุขสวััสดิ์์� พงษ์์ทวีีกุุล และคณะ, 2562) จากการศึกษาความ

สามารถในการยับยั้้�งการทำงานของเอนไซม์์ไทโรซิเนส ผลการ

วิิจััยแสดงให้้เห็็นว่่าสารสกััดจากผลมะม่่วงหาวมะนาวโห่่มีี

ความสามารถในการยัับยั้้�งการทำงานของเอนไซม์์ไทโรซิิเนส

ที่่�ความเข้้มข้น้ 14.37 + 0.05 mg/mL ซึ่่�งถือืว่า่มีปีระสิิทธิภิาพ

แต่ต้่้องใช้้ความเข้ม้ข้นสููงเมื่่�อเทีียบกับวิติามิินซีี แม้้ว่า่สารสกัดั

จากผลมะม่่วงหาวมะนาวโห่่จะมีีค่่า IC
50
 สููงกว่่าวิิตามิินซีีแต่่

ยัังคงแสดงให้้เห็็นถึึงศัักยภาพในการยับยั้้�งการทำงานของ

เอนไซม์ไ์ทโรซิเินสแต่ส่ารสกัดัจากผลมะม่่วงหาวมะนาวโห่เ่ป็น็

สารสกััดจากธรรมชาติิซึ่่�งมีีข้้อได้้เปรีียบเนื่่�องจากมีีส่่วน

ประกอบหลายชนิิดที่่�อาจมีีประโยชน์์เพิ่่�มเติิม เช่่น สารต้้าน

อนุุมููลอิิสระอื่่�น ๆ หรืือสารอาหารที่่�เป็็นประโยชน์์ต่่อสุุขภาพ 

นอกจากนี้้�สารสกััดจากธรรมชาติิอาจมีีผลข้้างเคีียงน้้อยกว่่า

เมื่่�อใช้้ในผลิิตภััณฑ์์เครื่่�องสำอางหรืือการบำรุุงผิิวพรรณ ใน

การศึึกษาครั้้�งต่่อไปอาจมีีการปรัับปรุุงกระบวนการสกััดหรืือ

การเพิ่่�มความเข้ม้ข้นของสารสำคัญัอาจช่ว่ยเพิ่่�มประสิทิธิภิาพ

ของสารสกััดในการยัับยั้้�งเอนไซม์์ไทโรซิิเนสหรืือกลไกการ
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ทำงานของสารสำคััญในสารสกััดที่่�มีีผลต่่อการยัับยั้้�งเอนไซม์์

ไทโรซิิเนสหรืือการทดสอบผลของสารสกััดในผลิิตภััณฑ์์ที่่�ใช้้

งานจริิงเพื่่�อประเมินิประสิทิธิภิาพและความปลอดภัยัในการใช้้

งาน

	 3.	ก ารพัฒันาสูตูรสบู่่�เหลวจากสารสกัดัมะม่ว่ง

หาวมะนาวโห่แ่ละการทดสอบคุณุสมบัตัิิทางกายภาพและ

เคมีของสบู่่�เหลว ผลการพัฒนาสบู่่�เหลวมะม่่วงหาวมะนาว

โห่่ โดยมีีอััตราส่่วนร้้อยละของส่่วนในวบู่่�เหลวแสดงดััง Table 

4 สบู่่�เหลวจากสารสกัดัมะม่ว่งหาวมะนาวโห่ท่ี่่�ได้เ้ป็น็ของเหลว

ใสสีีแดงชมพููแสดงดััง Figure 6

Table 4 	Recipe ratio of liquid soap from Carissa carandas 

Linn. fruit extract

component properties
 weight

(%w/w)

1. sodium laureth sulfate

2. cocamidopropyl betaine

3. glycerine 

4. water

5. sodium chloride

6. preservatives

7. perfume

8. C.carandas Linn. fruit 

extract

major surfactants

minor surfactants

moisturizing

substances

solvent

viscosity modifier

preservatives add 

fragrance

antioxidants/

inhibitor of 

tyrosinase enzyme

30

5

5

57

1 – 2

0.5

1

1.4

total 100

Figure 6 liquid soap from Carissa carandas Linn. fruit 

extract

		   จากการทดสอบคุณุสมบัตัิทิางกายภาพ พบว่า่ 

สบู่่�เหลวมะม่่วงหาวมะนาวโห่่เป็็นของเหลวใสสีีชมพูแดง  

ไม่่แยกชั้้�น มีีกลิ่่�นหอม ผลการทดสอบคุุณสมบััติิทางเคมีีของ

สบู่่�เหลวมะม่่วงหาวมะนาวโห่่ พบว่่า มีีปริิมาณไขมัันทั้้�งหมด

ร้้อยละ 15.40 โดยมวล มีีความเป็็นกรด - ด่่าง 4.5 ไม่่พบค่่า

ด่่างอิิสระมีีปริิมาณของสารที่่�ไม่่มีีละลายในเอทานอลร้้อยละ 

0.45 โดยมวล ซึ่่�งผ่่านเกณฑ์์มาตรฐาน มอก.เอส 14-2562 

(มาตรฐานผลิติภัณัฑ์อ์ุตุสาหกรรมเอส, 2562) เมื่่�อตั้้�งทิ้้�งไว้ ้30 

วััน สีีของสบู่่�เหลวมีีสีีเปลี่่�ยนแปลงจากเดิิมเล็็กน้้อย ผลการ

ทดสอบคุณสมบััติิทางเคมีีของสบู่่�เหลวมะม่่วงหาวมะนาวโห่่

แสดงดััง Table 5

	 ในการพัฒนาสููตรสบู่่�เหลวมะม่่วงหาวมะนาวโห่่  

ผู้้�วิจิัยันำข้อ้มููลจากการศึกษาฤทธิ์์�การต้านอนุมุูลูอิิสระและฤทธิ์์�

การยังยั้้�งการทำงานของเอนไซม์์ไทโรซิเนสมาใช้้เป็น็ข้้อมูลูใน

การออกแบบสููตรสบู่่�เหลวจากสารสกััดจากผลมะม่่วงหาว

มะนาวโห่ ่โดยให้ม้ีคีวามเข้ม้ข้น้ของสารสกัดัจากผลมะม่ว่งหาว

มะนาวโห่่ที่่� 14.24 mg/mL หรืือ 1.4 %w/w ร่่วมกัับสููตรสบู่่�

เหลวที่่�ใช้้ N70 เป็็นวััตถุุดิิบหลัักเป็็นวััตถุุดิิบหลัักนั้้�นได้้รัับ

ความนิยมอย่่างมาก เนื่่�องจากสามารถสร้้างฟองได้้ดีีและมีี

ประสิิทธิิภาพในการทำความสะอาด (McDaniel, 2000) เป็็น

สููตรพื้้�นฐานที่่�พบได้้ทั่่�วไปในเอกสารและแหล่่งข้้อมููลด้้านการ

ทำผลิติภัณัฑ์เ์ครื่่�องสำอางและผลิิตภัณัฑ์ท์ำความสะอาด เป็น็

สููตรที่่�สามารถนำไปใช้้ได้้จริิงในระดัับครััวเรืือนหรืือระดัับการ

ผลิิตขนาดเล็็ก การปรัับสููตรสามารถทำได้้ตามความต้้องการ

ซึ่่�งสอดคล้อ้งกับั Spencer (2014) ที่่�สรุุปไว้ว้่า่ N70 หรืือ SLES 

เป็น็สารลดแรงตึึงผิวิที่่�มีปีระสิทิธิภิาพสูงูและมีกีารใช้ง้านอย่า่ง

แพร่่หลายในผลิิตภััณฑ์์ทำความสะอาดหลากหลายประเภท 

เนื่่�องจากมีคีวามสามารถในการทำความสะอาดดี ีสร้า้งฟองได้้

มากและมีคีวามปลอดภัยัในการใช้ง้านเมื่่�อควบคุมความเข้้มข้น้ 

อย่่างเหมาะสม อย่่างไรก็็ตาม ต้้องมีีการควบคุุมการผลิิต 

และการใช้้งานเพื่่�อลดผลกระทบต่่อสิ่่�งแวดล้้อมและความ

ปลอดภััยของผู้้�ใช้้และกระบวนการทำสบู่่�สามารถทำได้้โดย 

การใช้ก้ลีเีซอรีนีและสารเติมิแต่ง่อื่่�นๆ เพื่่�อให้ไ้ด้ผ้ลิติภัณัฑ์ท์ี่่�ใส 

และมีฟีองละเอีียด (Failor, 2000) และสำหรัับสบู่่�เหลวที่่�มีกีารเติิม 

สารสกััดจากธรรมชาติิลงไปมักถููกพิิสููจน์์แล้้วว่่ามีีคุุณสมบัติิที่่�

ดีีต่่อผิิวหนััง มีีความอ่อนโยนและมั่่�นใจได้้ว่่าไม่่มีีสารเคมีีที่่�

อัันตราย 
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Table 5	Results of testing the chemical properties of 

Carissa carandas Linn. fruit extract liquid soap

attribute

according to 

standard

TIS 14-2019

specified 

criteria

Test 

results

Evaluation 

results

according 

to standard

TIS 14-2019

1. Total fat content 

(percentage by 

mass)

not less than 

12

15.40 pass

2. pH value 4 - 8 4.5 pass

3. Free alkalinity 

(percentage by mass 

of NaOH)

not more than 

0.05

nd* pass

4. substances that 

are insoluble in 

ethanol (percentage 

by mass)

not more than 

2.0

0.45 pass

* nd = not detected

		  การช่ว่ยให้ผ้ิวิเนียีน ลดริ้้�วรอยหรือืลดการอักัเสบ

ของผิิวมีีสารต้้านอนุุมููลอิิสระซึ่่�งช่่วยในการปกป้้องผิิวจาก

อัันตรายของอนุุมููลอิิสระที่่�เกิิดจากการรบกวนจากปััจจััย

ภายนอก เช่น่ แสงแดดและมลพิษิจากสิ่่�งแวดล้อ้มผู้้�บริโิภคใน

ปััจจุุบัันมีีแนวโน้้มที่่�จะเลืือกใช้้ผลิิตภััณฑ์์ที่่�มีี ส่่วนผสม

ธรรมชาติิและเป็็นมิิตรกับสิ่่�งแวดล้้อมมากขึ้้�น ดัังนั้้�นการเติิม

สารสกััดธรรมชาติิในสบู่่�เหลวจะช่่วยเพิ่่�มความน่าสนใจและ

ความเชื่่�อมั่่�นของผู้้�บริิโภค สำหรัับสบู่่�เหลวมะม่่วงหาวมะนาว

โห่ส่ารสกััดธรรมชาติิที่่�มีอียู่่�ในมะม่่วงหาวมะนาวโห่่มีฤีทธิ์์�ต้า้น

อนุมุูลูอิสิระ ดังันั้้�นจึงึช่ว่ยลดการเสียีดสีขีองผิวิและช่ว่ยลดการ

ทำลายของเซลล์์ผิิวที่่�เกิิดจากอนุุมููลอิิสระและยัังมีีฤทธิ์์�ในการ

ยัับยั้้�งการสร้้างเม็็ดสีีเมลานิินซึ่่�งส่่งผลให้้การเกิิดเม็็ดสีีของผิิว

ลดลงอีีกด้้วย จากผลการทดสอบคุณสมบัติิทางเคมีีของสบู่่�

เหลวมะม่่วงหาวมะนาวโห่่ พบว่า มีปีริมาณไขมัันทั้้�งหมดร้้อย

ละ 15.40โดยมวล มีีความเป็็นกรด – ด่่าง 4.5 ไม่่พบค่่าด่่าง

อิิสระมีีปริิมาณของสารที่่�ไม่่มีีละลายในเอทานอลร้้อยละ 0.45 

โดยมวล ซึ่่�งผ่่านเกณฑ์์มาตรฐาน มอก.เอส 14-2561 เหมาะ

สมตามมาตรฐานที่่�กำหนดไว้้ ปริิมาณไขมัันทั้้�งหมดร้้อยละ 

15.40 โดยมวลบ่่งชี้้�ถึึงความสมดุุลของส่่วนผสมในสบู่่� โดยมีี

ส่ว่นผสมของไขมันั ค่า่ความเป็น็กรด - ด่า่งที่่�เหมาะสมของสบู่่�

เหลว สบู่่�เหลวมีีความบริิสุุทธิ์์�และไม่่มีีการปนเปื้้�อนด่่างอิิสระ 

สบู่่�เหลวมีีปริิมาณของสารที่่�ไม่่มีีละลายในเอทานอลร้้อยละ 

0.45โดยมวล แสดงให้้เห็น็ว่า่สบู่่�มีคีุณุภาพดีแีละประสิทิธิภิาพ

ในการใช้้งาน ผลของการทดสอบแสดงให้้เห็็นว่่าสบู่่�เหลว

มะม่่วงหาวมะนาวโห่่มีีคุุณภาพที่่�เหมาะสมและตรงตาม

มาตรฐานที่่�กำหนดไว้้และเหมาะสมสำหรัับการใช้้งานในการ

ผลิิตสบู่่�และการใช้้งานอื่่�น ๆ ที่่�เกี่่�ยวข้้อง

สรุุปผลการทดลองและข้้อเสนอแนะ
	 สารสกัดัผลมะม่ว่งหาวมะนาวโห่ม่ีคี่า่การยับยั้้�งอนุมุูลู

อิิสระได้้ 50% (IC
50
) เท่่ากัับ 14.24 + 0.03 mg/mL มีีค่่าการ

ยับัยั้้�งการทำงานของเอนไซม์ไ์ทโรซิเินสได้ ้50% (IC
50
) เท่า่กับั 

14.37 + 0.05 mg/mL และเมื่่�อนำมาพััฒนาเป็็นสููตรสบู่่�เหลว

มะม่่วงหาวมะนาวโห่่คุุณสมบััติิทางกายภาพของสบู่่�เหลว

มะม่ว่งหาวมะนาวโห่เ่ป็น็ของเหลวใสสีชีมพูแูดง ไม่แ่ยกชั้้�น มีี

กลิ่่�นหอม และเมื่่�อตั้้�งทิ้้�งไว้้ 30 วััน สีีของสบู่่� เหลวมีีสีี

เปลี่่�ยนแปลงจากเดิิมเล็็กน้้อยและผลการทดสอบคุุณสมบััติิ

ทางเคมีีของสบู่่�เหลวมะม่่วงหาวมะนาวโห่่ผ่่านเกณฑ์์ตาม

มาตรฐาน มอก.เอส 14 – 2562 สารต้้านอนุุมููลอิิสระจาก 

ผลมะม่ว่งหาวมะนาวโห่เ่ป็็นงานที่่�น่า่สนใจอย่า่งมาก เนื่่�องจาก

ผลมะม่่วงหาวมะนาวโห่่มีีคุุณสมบัติิที่่�มีีประโยชน์์ต่่อสุุขภาพ

ผิิวและมีีสารสกััดที่่�มีีฤทธิ์์�ต้้านอนุุมููลอิิสระที่่�สามารถใช้้ใน

ผลิิตภััณฑ์์เสริิมอาหารและเครื่่�องสำอางได้้
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บทคััดย่่อ
ปััญหาหลัักจากการเปลี่่�ยนแปลงการสอบแบบเผชิิญหน้้าที่่�ห้้องสอบมาเป็็นการสอบแบบออนไลน์์ คืือ การแสดงออกทางสีีหน้้า

และพฤติิกรรมเฉพาะตััวของนัักศึึกษาแต่่ละคนซ่ึ่�งยากต่่อการเข้้าใจด้้วยมนุุษย์์ งานวิิจััยครั้้�งนี้้�มีีวััตถุุประสงค์์เพื่่�อ 1) พััฒนา

นวััตกรรมทางการศึึกษาที่่�รองรัับระบบการประเมิินพฤติิกรรมทุุจริิตระหว่่างการสอบออนไลน์์ด้้วยปััญญาประดิิษฐ์์บนระบบการ

รัับรู้้�การแสดงออกทางสีีหน้้าของนัักศึึกษาแบบอััตโนมััติิ 2) ประเมิินประสิิทธิิผลของแบบจำลอง จากค่่าความถููกต้้อง ค่่าความ

แม่่นยำ ค่่าความครบถ้้วน และค่่าประสิิทธิิผลโดยรวม และ 3) ประเมิินผลประสิิทธิิผลของระบบการประเมิินพฤติิกรรมทุุจริิต

ระหว่า่งการสอบออนไลน์ด์้้วยปัญญาประดิษิฐ์ใ์นการทดสอบการใช้้งานจริงิ ผลการวิจิัยัพบว่า 1) แบบจำลองที่่�พัฒันาขึ้้�นเป็น็การ

แก้้ปััญหาด้้วยวิิธีีการเรีียนรู้้�เชิิงลึึกของปััญญาประดิิษฐ์์ ประกอบด้้วย 6 ขั้้�นตอน ได้้แก่่ การเก็็บรวบรวมข้้อมููลจากไฟล์์วิิดีีโอการ

สอบออนไลน์ ์การเตรียีมข้้อมููลโดยตัดัไฟล์ภ์าพวิดิีโีอออกเป็น็เฟรมภาพ การสร้้างแบบจำลองการรับัรู้้�อัตัโนมัตัิจิากการแสดงออก

ทางใบหน้้า หรืือ ชื่่�อว่่า STOU-ASFER โดยใช้้อััลกอริิธึึม 2 ตััว ได้้แก่่ โครงข่่ายประสาทเทีียมแบบคอนโวลููชััน และโครงข่่าย

ประสาทเทีียมแบบหลายชั้้�น การประเมิินแบบจำลองด้้วย 4 เมตริิกหลััก ได้้แก่่ ค่่าความถููกต้้อง ค่่าความแม่่นยำ ค่่าความครบ

ถ้้วน และค่่าประสิิทธิิผลโดยรวม การปรัับค่่าพารามิิเตอร์์ และการนำไปใช้้เพื่่�อแจ้้งเตืือนแบบเรีียลไทม์์และสร้้างรายงานสรุุป 

 2) การประเมิินแบบจำลองพบว่า มีคี่า่ความถููกต้้อง 86.2% ค่า่ความแม่่นยำ 77.34% ค่า่ความครบถ้้วน 95.7% และค่่าประสิิทธิผิล

โดยรวม 85.6% และ 3) แบบจำลองมีีประสิิทธิผิลดีีในการทำนายพฤติิกรรมทุุจริติในสภาพแวดล้้อมการสอบจำลอง อย่่างไรก็็ตาม

แบบจำลองยัังต้้องการการปรัับปรุุงในส่่วนของการตรวจจัับใบหน้้าในกรณีีที่่�ใบหน้้าอยู่่�ในตำแหน่่งแบบสุ่่�มหรืือมีีขนาดภาพเล็็ก

เพื่่�อเพิ่่�มความแม่่นยำและประสิิทธิิผลในอนาคต

คำสำคัญั: การแสดงออกทางสีหีน้้า, การสอบออนไลน์,์ ปัญัญาประดิษิฐ์,์ โครงข่า่ยประสาทเทียีมคอนโวลููชันั, โครงข่า่ยประสาท

เทีียมแบบหลายชั้้�น

Abstract
The primary issues arising from the disruption of traditional face-to-face examinations in the exam room and the shift 

to online exams are the unique facial expressions and behaviors of students, which are difficult for humans to  

understand. The purposes of this research were to 1) develop a model of educational innovation for the assessment 

of fraudulent conduct during online exams, using Artificial Intelligence (AI) based on an Automatic Student Facial 

Expression Recognition (ASFER) system; 2) evaluate the effectiveness of the model through metrics such as  

accuracy, precision, recall, and F-measure; and 3) evaluate the effectiveness of the model in assessing fraudulent 
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conduct during online exams, using AI based on an ASFER system during its actual use. The results revealed that 

1) the model that was developed addressed the problem based on a deep learning method in artificial intelligence, 

consisting of six steps: data collection from online exam videos, data preparation by extracting frames, development 

of the Automatic Student Facial Expression Recognition Model, also known as STOU-ASFER using two algorithms: 

a convolutional neural network (CNN) and a multilayer perceptron (MLP) for classifying the results into those exhibiting 

a regular face and those exhibiting a face showing signs of fraudulent conduct, evaluation of the model using the four 

main metrics of accuracy, precision, recall, and F-measure, parameter optimization, and deployment for real-time alerts 

and summary reporting. 2) The evaluation of the model showed an accuracy value of 86.2%, a precision value of 

77.34%, a recall value of 95.7%, and an F-measure of 85.6%, and 3) the evaluation of the model performed well in 

predicting fraudulent behavior in the simulated examination environment. However, the model needs to be improved 

for face detection when faces are randomly positioned and when small image sizes are encountered.

Keywords: Facial expressions, online examination, artificial intelligence, convolutional neural network, multi-layer 

perceptron

บทนำ
จากสถานการณ์์การแพร่ระบาดของเชื้้�อโคโรนา 2019 หรืือ  

โควิดิ-19 (COVID-19) ส่ง่ผลกระทบอย่า่งหนัักต่อ่เศรษฐกิิจและ

สัังคมของโลก โดยเฉพาะผลกระทบต่่อระบบการศึึกษาในทุุก

ระดัับชั้้�น ตั้้�งแต่่ชั้้�นอนุุบาล ชั้้�นประถมศึึกษา ชั้้�นมััธยมศึึกษา 

ถึงึชั้้�นอุุดมศึึกษา ทำให้้หน่่วยงานที่่�เกี่่�ยวข้้อง จำเป็็นต้้องมีีการ

ปรัับเปลี่่�ยนรููปแบบการเรีียนและการสอบจากเดิิมที่่�เป็็นแบบ

เผชิิญหน้้าในห้้องเรีียน มาเป็็นรููปแบบออนไลน์์ (online) ทั้้�ง

การจััดการเรีียนการสอนแบบออนไลน์์ (online courses) 

สัมัมนาออนไลน์์ (online seminar) และโดยเฉพาะอย่่างยิ่่�งการ

สอบออนไลน์์ (online examinations) ที่่�นำเทคโนโลยีี

คอมพิิวเตอร์์ เครืือข่่ายระบบอินเทอร์์เน็็ต และแพลตฟอร์์ม 

(platforms) ต่่างๆ เข้้ามาช่่วยสนัับสนุุนการดำเนิินการที่่�เป็็น

มาตรฐาน สร้้างความน่่าเชื่่�อถืือและเป็็นที่่�ยอมรัับ โดยในหลาย

มหาวิิทยาลััยได้้มีการเตรีียมความพร้้อมสำหรัับการสอบ

ออนไลน์์ และการป้้องกัันการทุุจริิตในการสอบหลายรููปแบบ 

อาทิิ มหาวิิทยาลััยเกษตรศาสตร์์กำหนดให้้นัักศึึกษาติิดตั้้�ง

กล้้อง 2 ตัวั หรืือกล้้อง 360 องศา เพื่่�อให้้เห็็นภาพที่่�ครอบคลุุม

ทั้้�งใบหน้้านักัศึกึษา และด้้านหลังัของนักัศึกึษารวมถึงึโต๊๊ะและ

หน้้าจอคอมพิิวเตอร์์ที่่�นัักศึึกษาใช้้สอบ เพื่่�อป้้องกัันไม่่ให้้มี

เอกสารและอุุปกรณ์์ที่่�ไม่่เกี่่�ยวข้้องกัับการสอบอยู่่�บนโต๊๊ะ

นักัศึกึษาในขณะทำการสอบ และมหาวิทิยาลัยัเชียีงใหม่ ่มีกีาร

ใช้้กล้้องจากคอมพิิวเตอร์์ที่่�นัักศึึกษาใช้้สอบ แต่่มีีการกำหนด

ให้้นัักศึึกษาติิดตั้้�งโปรแกรมป้้องกัันการใช้้งานเบราว์์เซอร์์ 

(browser) อื่่�นระหว่่างการสอบ (Safe Exam Browser: SEB) 

บนอุุปกรณ์์ของตนเองที่่�ใช้้สอบด้้วย แต่่ระหว่่างการสอบเมื่่�อ

ใช้้กล้้องจากคอมพิวิเตอร์์ของนัักศึึกษา ผู้้�คุุมสอบจะไม่่สามารถ

เห็น็หน้้าจอที่่�นักัศึกึษาทำสอบได้้อย่า่งครอบคลุมุว่า่มีกีารเปิดิ

อ่่านข้้อมููลจากแหล่่งอื่่�นบนหน้้าจอหรืือไม่่ ซึ่่�งส่่งผลต่่อการนำ

ไปสู่่�การทุุจริิตในการสอบได้้ ทั้้�งนี้้�ในการสอบของทั้้�งสอง

มหาวิิทยาลััยจะมีีการจำกััดจำนวนของนัักศึึกษาที่่�ผู้้�คุุมสอบ

ออนไลน์์สามารถควบคุมได้้ไม่่เกิิน 30 คน อย่่างไรก็็ตามในการ

คุุมสอบเจ้้าหน้้าที่่�ประจำห้้องสอบจะต้้องเฝ้้ามองหน้้าจอเพื่่�อ

สัังเกตการแสดงออกทางสีีหน้้า (facial expression) และ

พฤติิกรรมของนักัศึกึษาที่่�สงสัยัว่า่จะส่อ่ทุจุริติหรือืไม่ ่อาจทำให้้

เกิิดข้้อผิิดพลาดได้้จากจำนวนนัักศึึกษาบนหน้้าจอที่่�จำนวน

มาก และมีีความหลากหลายของมุุมมองของภาพนัักศึึกษา 

ในแต่่ละราย

	 งานวิจิัยัต่า่งๆ มีกีารประยุกุต์ใ์ช้้หลักัการของคอมพิวิเตอร์์ 

วิทิัศัน์ ์(computer vision) เพื่่�อจดจำใบหน้้า (face recognition) 

และตรวจจัับใบหน้้า (face detection) ดัังงานวิิจััยของ  

Ekundayo and Viriri (2021) ทำการสกัดัคุณุลักัษณะและการ

จำแนกคุุณลักษณะจากชุุดข้้อมููลการจดจำการแสดงออกบน

ใบหน้้า (Facial Expression Recognition: FER) และงานวิิจััย

ของ Guodong and Na (2019) ศึึกษาหลัักการเรีียนรู้้�เชิิงลึึก 

(deep learning) และอััลกอริิธึึมต่่างๆ เช่่น โครงข่่ายประสาท

เทีียม (Artificial Neural Networks: ANN) โครงข่่ายประสาท

เทีียมคอนโวลููชััน (Convolutional Neural Network: CNN) 

โครงข่่ายประสาทเทีียมแบบหลายชั้้�น (Multi-Layer Perceptron:  

MLP) โครงข่่ายประสาทแบบเวีียนซ้้ำ (Recurrent Neural 

Network: RNN) และ หน่่วยความจำระยะสั้้�นแบบยาว (Long 

Short-Term Memory: LSTM) สำหรับัการจดจำใบหน้้าทั้้�งจาก

ภาพและวิิดีีโอตามอนุุกรมเวลา(time series) โดยในงานวิิจััย

ของ Ramzan et al. (2024) มีกีารประยุุกต์์ใช้้โครงข่่ายประสาท

เทีียมคอนโวลููชันที่่�ได้้รับการฝึึกอบรมล่่วงหน้้า (pre-trained) 

ในการตรวจจัับกิิจกรรมที่่�ผิิดปกติิในการสอบออนไลน์์จาก
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วิิดีีโอ พบว่่าการสร้้างแบบจำลองด้้วยโครงข่่ายประสาทเทีียม

คอนโวลููชันมีีค่่าความถููกต้้อง (accuracy) 92% มีีค่่าความ

แม่่นยำ (precision) 92% มีีค่่าความครบถ้้วน (recall) 92% 

และมีีค่่าประสิิทธิิผลโดยรวม 91%

	 นอกจากนี้้�ในงานวิจัิัยต่างๆ นำเสนอการตรวจจัับจุด

สัังเกตบนใบหน้้า (facial landmark detection) มาช่่วยในการ

เพิ่่�มประสิิทธิผิลของแบบจำลอง เช่่น งานวิิจััยของ Iqbal et al. 

(2023) นำเสนอวิิธีีการตรวจติิดตามสายตา (eye tracking) 

และการตรวจจัับวััตถุุ (object detection) บนไฟล์์วิิดีีโอใน

ระหว่่างการสอบออนไลน์์บนโครงข่่ายประสาทเทีียมคอนโวลูู

ชัันซึ่่�งมีีค่่าความถููกต้้อง (accuracy) สููงถึึง 92% และงานวิิจััย

ของ Soltane and Laouar (2021) เพิ่่�มเติิมวิิธีีการตรวจจัับ

เสียีง (voice detection) ตรวจจัับใบหน้้า (face detection) การ

จดจำใบหน้้า (face recognition) และการตรวจม่่านตา (iris 

detection) บนไฟล์์วิิดีีโอในระหว่่างการสอบออนไลน์์บนโครง

ข่่ายประสาทเทีียมคอนโวลููชััน อย่่างไรก็็ตามการจดจำการ

แสดงออกบนใบหน้้าแบบเรีียลไทม์์ (real-time) เป็็นเรื่่�องที่่�มีี

ความยุ่่�งยากและซัับซ้้อนมากในการจำแนกข้้อมููล (data  

classification) และสกัดัคุณุลักัษณะ (feature extraction) ของ

แต่ล่ะใบหน้้าเพื่่�อทำให้้แบบจำลองมีีความถููกต้้องและน่า่เชื่่�อถืือ 

จึงึมีกีารผสมผสานอัลักอริธิึมึต่า่งๆ เช่น่ งานวิจิัยัของ Abdullah 

et al. (2020) โดยผสมผสานวิิธีีการของ 2 อััลกอริิธึึม ได้้แก่่ 

โครงข่่ายประสาทเทีียมคอนโวลููชััน และหน่่วยความจำระยะ

สั้้�นแบบยาวสำหรัับสร้้างแบบจำลองการแสดงออกทางสีีหน้้า

ในวิิดีีโอที่่�มีีความถููกต้้องสููงสำหรัับข้้อมููลทดสอบ (test data) 

และงานวิจัิัยของ Haghpanah et al. (2022) ผสมผสานวิธีิีการ

ของ 2 อััลกอริิธึึม ได้้แก่่ โครงข่่ายประสาทเทีียมคอนโวลููชััน 

และโครงข่า่ยประสาทเทียีมแบบหลายชั้้�นมาประยุกุต์ใ์ช้้ในการ

สร้้างแบบจำลองเพื่่�อทำให้้แบบจำลองมีีความถููกต้้องสููงมาก

ถึงึ 96% ดังันั้้�นในงานวิจิัยันี้้�จึงึนำผลการศึกึษาการดำเนินิการ

จากงานวิิจััยต่่างๆ ดัังกล่่าว มาดำเนิินการพััฒนาแบบจำลอง

สำหรับัการประเมินิพฤติกิรรมทุจุริติระหว่า่งการสอบออนไลน์์

ด้้วยปัญัญาประดิษิฐ์บ์นระบบการรับัรู้้�การแสดงออกทางสีีหน้้า

ของนัักศึึกษาแบบอััตโนมััติิ

	ดั งนั้้�นงานวิจัิัยนี้้�ขอนำเสนอ 2 ประเด็็นหลักั ได้้แก่่ 1) 

การพัฒันาระบบการประเมินิพฤติกิรรมทุจุริติระหว่า่งการสอบ

ออนไลน์์ด้้วยปัญญาประดิิษฐ์์บนระบบการรัับรู้้�การแสดงออก

ทางสีีหน้้าของนัักศึกึษาแบบอัตโนมััติ ิจากปััญญาประดิิษฐ์ ์(AI) 

ด้้วยอััลกอริิธึึมการเรีียนรู้้�เชิิงลึึก 2 อััลกอริิธึึม ได้้แก่่ โครงข่่าย

ประสาทเทีียมแบบคอนโวลููชััน และโครงข่่ายประสาทเทีียม

แบบหลายชั้้�น เพื่่�อจำแนกการแสดงออกทางสีีหน้้าว่่าเป็็น

ใบหน้้าปกติหิรืือใบหน้้าที่่�ส่อ่ทุจุริติ และ 2) การประเมิินผลแบบ

จำลองด้้วยคอนฟิิวชััน เมทริิก (confusion matrix) โดยใช้้ตััว

ชี้้�วัดัมาตรฐาน 4 ค่า่ได้้แก่่ค่า่ความถููกต้้อง (accuracy) ค่า่ความ

แม่่นยำ (precision) ค่่าความครบถ้้วน (recall) และค่่า

ประสิิทธิิผลโดยรวม (F-measure) ที่่�สามารถนำไปใช้้จริิงใน

สภาพแวดล้้อมการสอบจำลองเพื่่�อแสดงให้้เห็็นถึึงความเป็็น

ไปได้้ในทางปฎิิบััติิและสิ่่�งที่่�ต้้องปรัับปรุุงแก้้ไข เพื่่�อให้้ระบบมีี

ความถููกต้้องและน่่าเชื่่�อถืือ 

ทฤษฎีีและงานวิิจััยที่่�เกี่่�ยวข้้อง
	 เนื้้�อหาในส่่วนนี้้�ขออธิิบายทฤษฎีี และงานวิิจััยที่่�

เกี่่�ยวข้้อง จำนวน 3 ประเด็็น ได้้แก่่ การแสดงออกทางสีีหน้้า 

โครงข่่ายประสาทเทีียมคอนโวลููชััน และโครงข่่ายประสาท

เทีียมแบบหลายชั้้�น รายละเอีียดดัังนี้้�

	 1.	 การแสดงออกทางสีหีน้า้ (Facial expressions) 

		  การแสดงออกทางสีีหน้้า คืือ การแสดงอารมณ์์

หรืือความรู้้� สึึกของบุุคคลที่่�สามารถมองเห็็นได้้จากการ

เปลี่่�ยนแปลงของกล้้ามเนื้้�อบนใบหน้้า เช่่น การยิ้้�ม การขมวด

คิ้้�ว หรืือการย่่นหน้้าผาก ซ่ึ่�งเป็็นการสื่่�อสารที่่�สำคััญในคน 

(Frank, 2001) โดยงานวิิจััยส่่วนใหญ่่มุ่่�งเน้้นไปที่่�การรัับรู้้�การ

แสดงออกทางสีหีน้้าแบบอัตัโนมัตัิ ิ(Automatic Facial Expression  

Recognition: AFER) ตามทฤษฎีีของ Ekman (1992) ซึ่่�ง

แนะนำอารมณ์์ความรู้้�สึึกพื้้�นฐานที่่�ใช้้อย่่างเป็็นสากลในทุุก

วััฒนธรรมไว้้ 6 อารมณ์์ ได้้แก่่ ความสุุข (happiness) ความ

ประหลาดใจ (surprise) ความโกรธ (anger) ความเศร้้า  

(sadness) ความกลััว (fear) และการรัังเกีียจ (disgust) ในการ

ตรวจสอบการแสดงออกทางอารมณ์ค์วามรู้้�สึกึที่่�แสดงออกทาง

ใบหน้้า จะอ้้างอิงิรููปแบบของใบหน้้าที่่�มีกีารแสดงอารมณ์ค์วาม

รู้้�สึึกออกมาในลัักษณะหรืือรููปแบบต่่างๆ ดััง Figure 1

      

(ก.) ความสุุข (ข.) ความประหลาดใจ (ค.) ความโกรธ

      

(ง.) ความเศร้้า (จ.) ความกลััว (ฉ.) การรัังเกีียจ

Figure 1 Examples from the FER2013 dataset for 

 each emotion with labeled data 

	 จาก Figure 1 (ก.)-(ฉ.) แสดงตััวอย่่างอารมณ์์ทั้้�ง  

6 ประเภทจากชุุดข้้อมููล FER2013 ที่่�มีีการกำหนดป้้ายกำกัับ

ข้้อมููลแต่่ละประเภท (labeled data) 
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	 จากงานวิิจััยของ Mohamad Nezami et al. (2020) 

นำเสนอการพััฒนาแบบจำลองการจดจำการมีีส่่วนร่่วมของ

นัักเรีียนแบบอััตโนมััติิด้้วยอััลกอริิธึึมการเรีียนรู้้�เชิิงลึึก โดยใช้้

ชุุดข้้อมููลของ FER2013 จำนวน 35,887 ตััวอย่่าง ประกอบ

ด้้วยข้้อมููลสำหรัับฝึกสอนแบบจำลองจำนวน 28,709 ตัวัอย่่าง

และข้้อมููลสำหรัับทดสอบแบจำลองจำนวน 3,589 ตััวอย่่าง 

ด้้วยโครงข่่ายประสาทเทีียมคอนโวลููชััน พบว่่าแบบจำลอง

สามารถทำนายผลการมีีส่่วนร่่วมของนัักเรีียนได้้ถููกต้้องถึึง 

87.06% และในงานวิิจััยของ Gavade et al. (2023) ดำเนิิน

การพััฒนาระบบการระบุุและจำแนกการแสดงออกทางสีีหน้้า

จากวิิดีีโอแบบอััตโนมััติิ ซึ่่�งแบ่่งชุุดข้้อมููลเป็็น 2 ประเภท คืือ 

ไฟล์์วิิดีีโอที่่�ถ่่ายในป่่า (มีีข้้อจำกััดเรื่่�องแสงเงา) และไฟล์์วิิดีีโอ

ที่่�ถ่า่ยในสภาพแวดล้้อมที่่�ควบคุมุได้้ โดยใช้้อัลักอริธิึมึโครงข่า่ย

ประสาทเทียีมคอนโวลููชันั และหน่ว่ยความจำระยะสั้้�นแบบยาว 

และทำการทดสอบโดยการเปรียีบเทียีบกับัชุดุข้้อมููลต่า่งๆ และ

ชุุดข้้อมููลจาก FER พบว่่าแบบจำลองมีีค่่าความถููกต้้อง 80%

	 โครงข่่ายประสาทเทีียมคอนโวลููชััน (Convolu-

tional Neural Network Algorithm หรืือ CNN) 

	 โครงข่่ายประสาทเทีียมคอนโวลููชันเป็็นโครงข่่าย

ประสาทเทีียมที่่�ถููกออกแบบมาสำหรัับการประมวลผลภาพ 

เช่่น การจำแนกรููปภาพ การตรวจจัับวัตถุุ หรืือการประมวล

ผลข้้อมููลภาพต่่างๆ (Indolia et al., 2018) โดยใช้้วิิธีีการ

คำนวณแบบคอนโวลููชัน (convolutional) เข้้าไปในโครงข่่าย 

ทำให้้สามารถวิิเคราะห์์ข้้อมููลของภาพหรืือวิิดีีโอได้้อย่่างถููก

ต้้องและรวดเร็็ว การทำงานของโครงข่่ายประสาทเทีียมคอน

โวลููชััน ประกอบด้้วย 4 ขั้้�นตอน ได้้แก่่ 1) ชั้้�นอิินพุุต (input 

layer) 2) ชั้้�นคอนโวลููชััน (convolutional layer) 3) ชั้้�นพููลลิ่่�ง 

(pooling layer) และ 4) ชั้้�นเชื่่�อมโยงแบบสมบููรณ์์ (fully-

connected layer) (Lapan , 2020) ดััง Figure 2

Figure 2 Convolutional Neural Network

	 จาก Figure 2 ขั้้�นตอนการทำงานของอัลักอริธิึมึโครง

ข่่ายประสาทเทีียมคอนโวลููชัน ได้้แก่่ 1) ชั้้�นอิินพุุต (input 

layer) เป็็นชั้้�นแรกที่่�นำข้้อมููลเข้้า จากนั้้�นทำการแปลงข้้อมููล

ให้้เป็็นเวกเตอร์ ์2) ชั้้�นคอนโวลููชันั (convolutional layer) เป็น็

ชั้้�นที่่�สองของแบบจำลอง ซึ่่�งทำหน้้าที่่�สกััดคุุณลัักษณะสำคััญ

จากเวกเตอร์์ ประกอบด้้วย 2 ขั้้�นตอน ได้้แก่่ การกำหนดตััว

กรอง (filters) หรืือเคอร์์เนล สำหรัับกรองลัักษณะสำคััญที่่�ใช้้

ในการรู้้�จำวัตัถุ ุในรููปแบบตารางสองมิติิ ิและ แผนผังัคุณุลักัษณะ 

(feature maps) เป็็นผลลััพธ์์จากขั้้�นตอนการกำหนดตััวกรอง

เพื่่�อส่่งข้้อมููลที่่�ได้้ไปในชั้้�นต่่อไป 3) ชั้้�นพููลลิ่่�ง (pooling layer) 

เป็็นชั้้�นที่่�สามที่่�ทำหน้้าที่่�คำนวณผลรวมของข้้อมููล เพื่่�อลด

ขนาดของเวกเตอร์์ ทำให้้ข้้อมููลมีีขนาดเล็็กลงเมื่่�อเทีียบกับ

ข้้อมููลต้้นฉบัับ ส่่งผลให้้สามารถเพิ่่�มความเร็็วในการประมวล

ผลได้้เป็็นอย่่างมาก และ 4) ชั้้�นเชื่่�อมโยงแบบสมบููรณ์์ (fully-

connected layer) เป็็นชั้้�นสุุดท้้ายสำหรัับแสดงผลลััพธ์ของ

โครงข่่ายประสาทเทีียมคอนโวลููชััน 

	 โครงข่่ายประสาทเทีียมแบบหลายชั้้�น (Multi-

Layer Perceptron หรืือ MLP) 

	 โครงข่่ายประสาทเทีียมแบบหลายชั้้�นเป็็นโครงข่่าย

ประสาทเทีียมที่่�ถููกออกแบบมาสำหรัับการจำแนกภาพ (image 

classification) การจดจำรููปแบบเสีียง (speech recognition) 

การพยากรณ์์ข้้อมููลเวลา (time series prediction) และการ

วิเิคราะห์ข์้้อความ (text analysis) ที่่�มีจีุดุเด่น่ในการเรียีนรู้้�จาก

ข้้อมููลที่่�ไม่่เป็็นเส้้นตรง (non-linear data) ได้้ เนื่่�องจากใช้้

ฟัังก์์ชััน activation ที่่�ไม่่เป็็นเชิิงเส้้น จึึงเหมาะกัับปััญหาที่่�

ต้้องการการจำแนก (classification) และการทำนาย (prediction)  

(Zhang et al., 2018) การทำงานของโครงข่่ายประสาทเทีียม

แบบหลายชั้้�น ประกอบด้้วย 3 ขั้้�นตอน ได้้แก่ ่ชั้้�นนำเข้้า (input 

layer) จำนวน 1 ชั้้�น มีจีำนวนชั้้�นผลลัพัธ์ ์(output layer) 1 ชั้้�น 

และมีีจำนวนชั้้�นซ่่อน (hidden layer) อย่่างน้้อย 1 ชั้้�น โดยใน

แต่่ละชั้้�นเชื่่�อมต่่อกััน (Lapan , 2020) ดััง Figure 3

	 Figure 3 Multi-Layer Perceptron

	 จาก Figure 3 ขั้้�นตอนการทำงานของอัลักอริธิึมึการ

รับัรู้�หลายระดับัชั้้�น โดยข้้อมููลเข้้าสู่่�ชั้้�นอินิพุตุ (input layer) เพื่่�อ

ทำการฝึึกสอน จากนั้้�นส่่งข้้อมููลเข้้าสู่่�ชั้้�นซ่่อน (hidden layer) 

เพื่่�อจดจำรููปแบบข้้อมููล แยกแยะภาพตามค่า่น้้ำหนักั (weight) 
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ของแต่่ละโหนด (ซ่ึ่�งมีีค่า่น้้ำหนัักเฉพาะสำหรัับคำนวณค่าถ่่วง

น้้ำหนักั) จากนั้้�นนำค่า่น้้ำหนักัมารวมกันั และแปลงให้้ออกมา

เป็็นผลลััพธ์์ และแสดงผลลััพธ์ที่่�ชั้้�นเอาต์์พุุต (output layer) 

จากค่่าน้้ำหนััก เพื่่�อทำนายผลลััพธ์ตามความน่่าจะเป็็น  

(Aggarwal, 2018)

วิิธีีดำเนิินการวิิจััย
	 เนื้้�อหาในส่่วนนี้้�ขออธิิบายขั้้�นตอนการทำงานของ

ระบบการประเมิินพฤติิกรรมทุุจริิตระหว่่างการสอบออนไลน์์

ด้้วยปัญัญาประดิษิฐ์บ์นระบบการรับัรู้้�การแสดงออกทางสีีหน้้า

ของนัักศึึกษาแบบอััตโนมััติิ ดััง Figure 4

 
 

แสดงออกทางสีหน้าของนักศึกษาแบบอตัโนมตัิ ดัง 

Figure 4 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 The workflow of STOU-ASFER 

 

จาก Figure � แสดงขั �นตอนการทํางานของ 

STOU-ASFER ซึ�งประกอบด้วย � ขั �นตอน ได้แก่ �. 

การบนัทกึวดิโีอการสอบออนไลน์ �. การประมวลผล

วดิโีอ ซึ�งประกอบดว้ย � ขั �นตอนย่อย ไดแ้ก่ การแยก

เฟรม และการตรวจจบัใบหน้าโดยใช้ Mediapipe 3. 

การตรวจจับจุ ดสัง เกตบนใบหน้า � .  การสกัด

คุณลกัษณะ ซึ�งประกอบดว้ย � ขั �นตอนย่อย ไดแ้ก่ �) 

การสร้างเวกเตอร์แลนด์มาร์ก �) การสกดัคุณลกัษณะ

ด้วย CNN และ �) รวมคุณลกัษณะเข้าด้วยกัน โดย

การเชื�อมเวกเตอร์แลนด์มาร์กกบัเวกเตอร์คุณลกัษณะ

ของ CNN �. การสร้างแบบจําลองแบบผสานด้วย 

CNN+MLP �. การแจ้งเตือนแบบเรียลไทม์ และ �. 

การสรา้งรายงานหลงัสอบ รายละเอยีดดงันี� 

1. การบันทึกวิดีโอการสอบออนไลน์ 

(Video recording of the online exam) 

เป็นการนําเขา้ขอ้มลูจากการรวบรวมขอ้มลูของ

กลุ่มตวัอย่าง ซึ�งประกอบด้วยขอ้มูลไฟล์วิดโีอใบหน้า

ของอาสาสมคัรผู้เขา้ร่วมในโครงการวจิยันี�จํานวน 80 

คน โดยแบ่งเป็น � กลุ่ม กลุ่มแรกสําหรับฝึกสอน

แบบจําลอง และทดสอบแบบจําลอง จํานวน �� คน 

และกลุ่มที�สองสําหรบัทดสอบการใช้งานจริง จํานวน 

�� คน (ตามหนังสือแสดงความยินยอมเข้าร่วม

โครงการวจิยัสําหรบัผู้เขา้ร่วมโครงการอายุ �� ปีขึ�น

ไป)  

ตัวอย่างไฟล์วิดีโอของกลุ่มตัวอย่าง ที�ทําการ

สอบเสมอืนจรงิ โดยทําการสอบครั �งละ �, 10 และ 15 

นาท ีตามจํานวนเฟรม โดย 5 นาท ี= 5*60*25 เฟรม, 

10 นาท ี= 10*60*25 และ 15 นาท ี= 15*60*25 เฟรม 

รวมเป็นชุดข้อมูลทั �งหมด 7,500+15,000+22,500 = 

45,000 เฟรม แบ่งเป็นการสอบแบบปกติ หรือสุจริต 

(innocent) = 35,000 เฟรม และการสอบแบบทุจริต 

( cheat) = 10,000 เฟรม  และกํ าห นด ป้ ายกํ ากับ 

(labeled data) โดย ใช้ วิ ธีก า ร ระบุ ช่ ว ง เ วลาของ

พฤตกิรรมที�เกดิขึ�นในวดิโีอ พรอ้มทั �งมผีูเ้ชี�ยวชาญที�มี

ความรูแ้ละประสบการณ์ จากสํานักทะเบยีนและวดัผล 

มหาวทิยาลยัสุโขทยัธรรมาธริาช (2566) (บนระบบการ

สอบแบบออนไลน์) ตัดสินการกําหนดข้อมูลที�มีป้าย

กํากบัที�ถูกต้อง สําหรบัการกําหนดใบหน้าที�เป็นแบบ

สุจรติ (innocent) คอืใบหน้าที�มอีงศาใบหน้า ตําแหน่ง

ตา รปูแบบการมอง การหนัศรีษะ อยู่ในบรเิวณหน้าจอ 

ตามระยะเวลาที�กําหนด และใบหน้าที�เป็นแบบทุจรติ 

(cheat) คอืการแสดงใบหน้าที�มตีําแหน่งองศาใบหน้า

Video recording of 

the online exam 

Preprocessing the video 

1) Extract frames: 25 frames per second 

2) Detect faces: use a Mediapipe 

Facial Landmark Detection 

Feature Extraction 

 1) Landmark vectorization 

 2) CNN feature extraction 

 3) Combine features (concatenate the 

landmark vector with the CNN feature vector) 

Build a model with CNN + MLP 

 

Real-Time Alert 

 

Post-exam report 

generation 

 

 

 

 

 

 

 

Figure 4 The workflow of STOU-ASFER

	 จาก Figure 4 แสดงขั้้�นตอนการทำงานของ STOU-

ASFER ซึ่่�งประกอบด้้วย 7 ขั้้�นตอน ได้้แก่่ 1. การบัันทึึกวิิดีีโอ

การสอบออนไลน์์ 2. การประมวลผลวิิดีีโอ ซึ่่�งประกอบด้้วย 

2 ขั้้�นตอนย่่อย ได้้แก่่ การแยกเฟรม และการตรวจจัับใบหน้้า

โดยใช้้ Mediapipe 3. การตรวจจับัจุดุสังัเกตบนใบหน้้า 4. การ

สกััดคุณุลักัษณะ ซึ่่�งประกอบด้้วย 3 ขั้้�นตอนย่อ่ย ได้้แก่ ่1) การ

สร้้างเวกเตอร์์แลนด์์มาร์์ก 2) การสกััดคุุณลัักษณะด้้วย CNN 

และ 3) รวมคุุณลัักษณะเข้้าด้้วยกัน โดยการเชื่่�อมเวกเตอร์์

แลนด์์มาร์์กกัับเวกเตอร์์คุุณลัักษณะของ CNN 5. การสร้้าง

แบบจำลองแบบผสานด้้วย CNN+MLP 6. การแจ้้งเตืือนแบบ

เรีียลไทม์์ และ 7. การสร้้างรายงานหลัังสอบ รายละเอีียดดัังนี้้�

	 1.	 การบัันทึึกวิิดีีโอการสอบออนไลน์์ (Video 

recording of the online exam)

		  เป็น็การนำเข้้าข้้อมููลจากการรวบรวมข้้อมููลของ

กลุ่่�มตััวอย่า่ง ซ่ึ่�งประกอบด้้วยข้้อมููลไฟล์์วิดิีโีอใบหน้้าของอาสา

สมััครผู้้�เข้้าร่่วมในโครงการวิิจััยนี้้�จำนวน 80 คน โดยแบ่่งเป็็น 

2 กลุ่่�ม กลุ่่�มแรกสำหรัับฝึึกสอนแบบจำลอง และทดสอบแบบ

จำลอง จำนวน 50 คน และกลุ่่�มที่่�สองสำหรัับทดสอบการใช้้

งานจริิง จำนวน 30 คน (ตามหนัังสืือแสดงความยิินยอมเข้้า

ร่่วมโครงการวิิจััยสำหรัับผู้้�เข้้าร่่วมโครงการอายุุ 18 ปีีขึ้้�นไป) 

		ตั  ัวอย่่างไฟล์์วิิดีีโอของกลุ่่�มตััวอย่่าง ที่่�ทำการ

สอบเสมืือนจริิง โดยทำการสอบครั้้�งละ 5, 10 และ 15 นาทีี 

ตามจำนวนเฟรม โดย 5 นาทีี = 5*60*25 เฟรม, 10 นาทีี = 

10*60*25 และ 15 นาทีี = 15*60*25 เฟรม รวมเป็็นชุุดข้้อมููล

ทั้้�งหมด 7,500+15,000+22,500 = 45,000 เฟรม แบ่่งเป็น็การ

สอบแบบปกติิ หรืือสุุจริิต (innocent) = 35,000 เฟรม และการ

สอบแบบทุจริิต (cheat) = 10,000 เฟรม และกำหนดป้้าย

กำกัับ (labeled data) โดยใช้้วิิธีีการระบุุช่่วงเวลาของ

พฤติิกรรมที่่�เกิิดขึ้้�นในวิิดีีโอ พร้้อมทั้้�งมีีผู้้�เชี่่�ยวชาญที่่�มีีความรู้้�

และประสบการณ์ ์จากสำนักัทะเบียีนและวัดัผล มหาวิทิยาลัยั

สุุโขทััยธรรมาธิิราช (2566) (บนระบบการสอบแบบออนไลน์์) 

ตััดสิินการกำหนดข้้อมููลที่่�มีีป้้ายกำกัับที่่�ถููกต้้อง สำหรัับการ

กำหนดใบหน้้าที่่�เป็น็แบบสุจุริติ (innocent) คือืใบหน้้าที่่�มีอีงศา

ใบหน้้า ตำแหน่่งตา รููปแบบการมอง การหัันศีีรษะ อยู่่�ใน

บริเวณหน้้าจอ ตามระยะเวลาที่่�กำหนด และใบหน้้าที่่�เป็น็แบบ

ทุุจริิต (cheat) คืือการแสดงใบหน้้าที่่�มีีตำแหน่่งองศาใบหน้้า

ผิิดรููปแบบการมองหน้้าจอคอมพิิวเตอร์์ ดำเนิินการกำหนด

ใบหน้้าที่่�เป็็นแบบทุุจริิตตามระเบีียบมหาวิิทยาลััยสุโขทััย 

ธรรมาธิิราช ว่่าด้้วยการสอบออนไลน์์ของนัักศึึกษาระดัับ

ปริญิญาตรีแีละระดับัต่่ำกว่า่ปริญิญา พ.ศ. 2563 หมวด 4 แนว

ปฎิิบััติิตนในการเข้้าสอบของนัักศึึกษา และจากงานวิิจััยของ 

Noorbehbahani et al. (2022) กำหนดพฤติิกรรมการทุุจริิต
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ในการสอบออนไลน์์ ดัังนี้้� 1) การใช้้หนัังสืือ หรืือแหล่่งข้้อมููล

ออนไลน์ข์ณะทำการสอบ 2) การกำหนดให้้บุคุคลอื่่�นสอบแทน 

3) การขอความช่่วยเหลืือจากบุุคคลที่่�สามในการสอบ 4) การ

รัับหรืือเผยแพร่คำถามจากบุุคคลอื่่�น 5) การคััดลอกและ

จำหน่่ายข้้อสอบให้้นักัศึกึษาท่า่นอื่่�นหรือืนำไปใช้้ในปีตี่อ่ๆ ไป  

และ 6) การใช้้อุปุกรณ์เ์คลื่่�อนที่่�เพื่่�อการสื่่�อสารแบบคัดัลอก ดังั 

Figure 5

 
 

Video streaming 

Preprocessing the video 

ผิดรูปแบบการมองหน้าจอคอมพวิเตอร์ ดําเนินการ

กํ าห นดใบห น้ าที� เ ป็ น แบบ ทุจริตต าม ร ะ เบียบ

มหาวิทยาลัยสุโขทัยธรรมาธิราช ว่าด้วยการสอบ

ออนไลน์ของนักศึกษาระดบัปริญญาตรีและระดับตํ�า

กว่าปรญิญา พ.ศ. ���� หมวด � แนวปฎบิตัตินในการ

เ ข้ า สอ บข อง นัก ศึกษา  แ ละ จ าก ง าน วิจ ัย ขอ ง 

Noorbehbahani et al. (2022) กําหนดพฤติกรรมการ

ทุจรติในการสอบออนไลน์ ดงันี� �) การใช้หนังสอื หรอื

แหล่งขอ้มลูออนไลน์ขณะทําการสอบ �) การกําหนดให้

บุคคลอื�นสอบแทน �) การขอความช่วยเหลือจาก

บุคคลที�สามในการสอบ �) การรบัหรอืเผยแพร่คาํถาม

จากบุคคลอื�น �) การคดัลอกและจําหน่ายขอ้สอบให้

นักศกึษาท่านอื�นหรอืนําไปใชใ้นปีตอ่ๆ ไป และ �) การ

ใช้อุปกรณ์เคลื�อนที�เพื�อการสื�อสารแบบคัดลอก ดัง 

Figure 5 

 
(ก.)                (ข.)                  (ค.) 

Figure 5 Examples of Cheating Behaviors During 

Online Exams 
 

จาก Figure 5 ตัวอย่างพฤติกรรมการทุจริต

ระหว่างการสอบออนไลน์ โดย (ก.) แสดงการใช้

โทรศพัท์เพื�อตดิต่อสอบถาม (ข.) แสดงการใชอุ้ปกรณ์

เคลื�อนที�เพื�อการสื�อสารหรือค้นหาขอ้มูลเพิ�มเตมิ และ 

(ค.) แสดงการขอความช่วยเหลือจากบุคคลอื�นหรอืมี

บุคคลอื�นร่วมอยู่ดว้ยในระหว่างการสอบ 
 

2. ก า ร ป ร ะ ม ว ล ผ ล วิ ดี โ อ 

(Preprocessing the video) 

เ ป็นการนําไฟล์วิดีโอจากขั �นตอนที� 1 มา

ดําเนินการ�) การแยกเฟรม (extract frames) และ �) 

การตรวจจบัใบหน้า (detect faces) โดยใช ้Mediapipe 

ซึ�งเป็นเฟรมเวริ์กของ Google ซึ�งผูว้จิยัไดใ้ชส่้วนของ

ฟั ง ก์ ช ั น  Mediapipe Face Mesh (Google AI for 

Developers, 2022) ซึ�งสามารถพล็อต (plot) จุดบน

ใบหน้าได้สูงสุดถึง 468 ตําแหน่ง มาทําการตรวจจบั

ใบหน้า และนําค่าการเคลื�อนไหวของแต่ละภาพ ดงั

Figure 6 

 

 

 

 

 

 

 

 

Figure 6 The video preprocessing step 
 

จาก Figure 6 การแยกเฟรมดําเนินการโดย

การแปลงไฟล์วิดีโอให้เป็นเฟรมด้วยอตัราเฟรมคงที� 

(fixed frame rate) ซึ�งกําหนดใหม้ค่ีาเป็น �� เฟรมต่อ

วนิาท ีสําหรบัเพิ�มประสทิธผิลการจดจําการแสดงออก

บนใบหน้าได้อย่างเหมาะสม และทําการลบหรอืขา้ม

เฟรมที�ซํ�าซอ้นเพื�อลดภาระในการคาํนวณ จากนั �นการ

ตรวจจับใบหน้าด้วย Mediapipe เพื�อระบุตําแหน่ง

ใบหน้าในแต่ละเฟรม และแยกเฉพาะส่วนของใบหน้า

เพื�อใชใ้นการวเิคราะห ์ดงั Figure 7 

         
             (ก.)                           (ข.) 

Figure 7 Cropped face images extracted 

from individual frames 
 

จาก Figure 7 (ก.) จากต้นฉบบั จากนั �นทําการ

ครอบตดัเฉพาะส่วนใบหน้า ซึ�งแสดงในภาพ (ข.) และ

จดัเกบ็ขอ้มลูเป็นไฟล์ภาพ 

3. การตรวจจับจุดสังเกตบนใบหน้า 

(Facial Landmark Detection) 

เป็นการนําภาพใบหน้าจากขั �นตอนที� � มา

ดาํเนินการกําหนดการตรวจจบัจุดสงัเกตบนใบหน้า ซึ�ง

กําหนดที� �� จุด สําหรบัการตรวจ �) กราม (jawline) 

โดยกําหนดจุดสังเกตตั �งแต่เลขที� �–�� เพื�อกําหนด

รูปร่างของกรามจากหขูา้งหนึ�งไปยงัอกีขา้งหนึ�ง �) คิ�ว 

(eyebrows) โดยกําหนดจุดสังเกตที�คิ�วขวาด้วยเลข 

Extract frames 

Detect faces 

Figure 5 Examples of Cheating Behaviors During 

Online Exams

		  จาก Figure 5 ตััวอย่่างพฤติิกรรมการทุุจริิต

ระหว่่างการสอบออนไลน์์ โดย (ก.) แสดงการใช้้โทรศััพท์์เพื่่�อ

ติิดต่่อสอบถาม (ข.) แสดงการใช้้อุุปกรณ์์เคลื่่�อนที่่�เพื่่�อการ

สื่่�อสารหรืือค้้นหาข้้อมููลเพิ่่�มเติิม และ (ค.) แสดงการขอความ

ช่่วยเหลืือจากบุุคคลอื่่�นหรืือมีีบุุคคลอื่่�นร่่วมอยู่่�ด้้วยในระหว่่าง

การสอบ

	 2.	 การประมวลผลวิิดีีโอ (Preprocessing the video)

		  เป็็นการนำไฟล์ว์ิดิีโีอจากขั้้�นตอนที่่� 1 มาดำเนินิ

การ1) การแยกเฟรม (extract frames) และ 2) การตรวจจัับ

ใบหน้้า (detect faces) โดยใช้้ Mediapipe ซึ่่�งเป็็นเฟรมเวิิร์์ก

ของ Google ซ่ึ่�งผู้้�วิจัิัยได้้ใช้้ส่วนของฟัังก์ช์ันั Mediapipe Face 

Mesh (Google AI for Developers, 2022) ซึ่่�งสามารถพล็็อต 

(plot) จุดุบนใบหน้้าได้้สููงสุดุถึงึ 468 ตำแหน่ง่ มาทำการตรวจ

จัับใบหน้้า และนำค่่าการเคลื่่�อนไหวของแต่่ละภาพ ดััง Figure 6

 
 

Video streaming 

Preprocessing the video 

ผิดรูปแบบการมองหน้าจอคอมพวิเตอร์ ดําเนินการ

กํ าห นดใบห น้ าที� เ ป็ น แบบ ทุจริตต าม ร ะ เบียบ
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	 จาก Figure 6 การแยกเฟรมดำเนิินการโดยการ

แปลงไฟล์์วิิดีีโอให้้เป็็นเฟรมด้้วยอััตราเฟรมคงที่่� (fixed frame 

rate) ซึ่่�งกำหนดให้้มีีค่่าเป็็น 25 เฟรมต่่อวิินาทีี สำหรัับเพิ่่�ม

ประสิิทธิิผลการจดจำการแสดงออกบนใบหน้้าได้้อย่่างเหมาะ

สม และทำการลบหรืือข้้ามเฟรมที่่�ซ้้ำซ้้อนเพื่่�อลดภาระในการ

คำนวณ จากนั้้�นการตรวจจับัใบหน้้าด้้วย Mediapipe เพื่่�อระบุุ

ตำแหน่ง่ใบหน้้าในแต่ล่ะเฟรม และแยกเฉพาะส่ว่นของใบหน้้า

เพื่่�อใช้้ในการวิิเคราะห์์ ดััง Figure 7
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	 จาก Figure 7 (ก.) จากต้้นฉบับั จากนั้้�นทำการครอบ

ตััดเฉพาะส่่วนใบหน้้า ซึ่่�งแสดงในภาพ (ข.) และจััดเก็็บข้้อมููล

เป็็นไฟล์์ภาพ

	 3.	 การตรวจจัับจุุดสัังเกตบนใบหน้้า (Facial 

Landmark Detection)

		  เป็็นการนำภาพใบหน้้าจากขั้้�นตอนที่่�  2 

มาดำเนิินการกำหนดการตรวจจัับจุดสัังเกตบนใบหน้้า ซึ่่�ง

กำหนดที่่� 68 จุุด สำหรัับการตรวจ 1) กราม (jawline) โดย

กำหนดจุุดสัังเกตตั้้�งแต่่เลขที่่� 0–16 เพื่่�อกำหนดรููปร่่างของ

กรามจากหููข้้างหนึ่่�งไปยัังอีีกข้้างหนึ่่�ง 2) คิ้้�ว (eyebrows) โดย

กำหนดจุดุสังัเกตที่่�คิ้้�วขวาด้้วยเลข 17–21 และคิ้้�วซ้้ายด้้วยเลข 

22–26 3) จมููก (nose) โดยกำหนดจุุดสัังเกตของสัันจมููกด้้วย

เลข 27–30 และรููปทรงรููจมููกด้้วยเลข 31–35 4) ตา (eyes) 

โดยกำหนดจุุดสัังเกตของตาขวาด้้วยเลข 36–41 และตาซ้้าย

ด้้วยเลข 42–47 เพื่่�อแสดงรููปร่่างของดวงตา และใช้้เพื่่�อตรวจ

จัับการเคลื่่�อนไหวของดวงตาหรืือการกระพริิบตา 5) ปาก 

(mouth) โดยกำหนดจุุดสัังเกตที่่�รููปทรงริิมฝีีปากด้้านนอกด้้วย

เลข 48–59 และรููปทรงริิมฝีีปากด้้านในด้้วยเลข 60–67 เพื่่�อ

ตรวจจับัการเคลื่่�อนไหวของริิมฝีปีาก เช่่น การพููดคุุยกับบุคุคล

อื่่�น ดััง Figure 8
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Figure 8 Setting up facial landmark detection with 68 

points on the face

	 4.	 การสกััดคุุณลัักษณะ (Feature extraction)

		  เป็็นการนำจุุดสัังเกตบนใบหน้้าทั้้�ง 68 จุุด มา

ดำเนิินการดัังนี้้� 1) การสร้้างเวกเตอร์์จุุดสัังเกต (landmark 

vectorization) โดยแบ่่งจุุดสัังเกตให้้แบนราบเป็็นเวกเตอร์์

เดีียว [, , , , ..., , ,] 2) การดึึงคุุณลัักษณะของ CNN (CNN 

feature extraction) นำภาพใบหน้้าส่่งเข้้าสู่่�แบบจำลอง CNN 

และ 3) รวมคุุณลัักษณะ (combine features) ทำการเชื่่�อม 

เวกเตอร์์จุุดสัังเกตกัับเวกเตอร์์คุุณลัักษณะของ CNN ให้้เป็็น

เวกเตอร์์คุุณลัักษณะอิินพุุตเดีียว ดััง Figure 9

Figure 9 The Feature Extraction Step

	 5.	 การสร้้างแบบจำลองแบบผสานด้ว้ย CNN+MLP  

(Build a model with CNN + MLP)

		  เป็็นการนำข้้อมููลจากการรวมคุุณลักษณะ (com-

bine features) ของขั้้�นตอนที่่� 4 ที่่�แสดงเป็็นอาร์์เรย์์ (array) 

แบบ 2 มิิติิประกอบด้้วย โดย คืือความสููงของภาพ คืือความ

กว้้างของภาพ และ คืือจำนวนช่่องสััญญาณสีี มาดำเนิินการ

ฝึึกสอน (training) ซึ่่�งใน CNN เริ่่�มต้้นจากชั้้�นคอนโวลููชัันที่่� 1, 

2,… ตามลำดัับ จากนั้้�นดำเนิินการโดยใช้้ตััวกรองของภาพ 

และสร้้างแผนผัังคุุณลัักษณะ ดัังสมการที่่� (1) 

	

 
 

��–�� และคิ�วซ้ายด้วยเลข ��–�� �) จมูก (nose) 

โดยกําหนดจุดสงัเกตของสนัจมกูดว้ยเลข ��–�� และ

รปูทรงรจูมกูดว้ยเลข ��–�� �) ตา (eyes) โดยกําหนด

จุดสงัเกตของตาขวาด้วยเลข ��–�� และตาซ้ายดว้ย

เลข ��–�� เพื�อแสดงรูปร่างของดวงตา และใช้เพื�อ

ตรวจจบัการเคลื�อนไหวของดวงตาหรอืการกระพรบิตา 

�) ปาก (mouth) โดยกําหนดจุดสังเกตที�รูปทรงริม

ฝีปากด้านนอกด้วยเลข ��–�� และรูปทรงริมฝีปาก

ด้านในด้วยเลข ��–�� เพื�อตรวจจบัการเคลื�อนไหว

ของรมิฝีปาก เช่น การพดูคุยกบับุคคลอื�น ดงั Figure 8 
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             𝑍𝑍  = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝐴𝐴(𝑛))                     (4) 
 

ที� MLP เริ�มต้นจากชั �นอินพุตไปยังชั �นซ่อน 

𝐻𝐻(𝑛)จะทําการคํานวณโดยใช้ค่าถ่วงนํ�าหนัก 𝑊𝑊(𝑛)

และค่าเอนเอียง 𝑏𝑏(𝑛) ไปที�เวกเตอร์ 𝑍𝑍 ที�ถูกปรับให้

แบนราบ ดงัสมการที� (5) 

            𝐻𝐻(𝑛)  =  (𝑊𝑊(𝑛)𝑍𝑍 + 𝑏𝑏(𝑛))          (5) 
 

โดย   คอื activation function (ReLU) จากนั �น

ที�ชั �นเอาต์พุต จะคํานวณค่าความน่าจะเป็นของคลาส
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       𝐻𝐻(𝑘)  =  (𝑊𝑊(𝑘)𝐻𝐻(𝑘��) + 𝑏𝑏(𝑘))                (6) 

จากสมการที� (6) กําหนดให้ 𝑘𝑘 คือจํานวนชั �น

ซ่อน และฟังกช์นั 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑥𝑥�) = 
𝑒𝑥�

∑ 𝑒𝑥��𝑐𝑙𝑎��𝑒�
�=�

 

 

6. การแจ้งเตือนแบบเรียลไทม์ (Real-

Time Alert) 

เป็นการวิเคราะห์ภาพแบบเฟรมต่อเฟรม 

สําหรบัตรวจจบัใบหน้า สกัดคุณลกัษณะ (landmark 

detection + CNN) และการจําแนกประเภทคลาสดว้ย 

MLP เพื�อทําการแจง้เตอืนแบบเรยีลไทมห์ากตรวจพบ

พฤติกรรมการทุจริต โดยจะปรากฏกรอบสีแดง

ล้อมรอบภาพของนักศกึษาแต่ละคนสําหรบัแจ้งเตอืน

แก่ผู้คุมสอบ ใหเ้ฝ้าระวงัเป็นพเิศษ พร้อมทั �งแจง้เตอืน

นักศกึษาหากมพีฤตกิรรมที�กําลงัจะนําไปสู่การทุจรติ 

7. การสร้างรายงานหลังสอบ (Post-

exam report) 

เป็นขั �นตอนสุดท้าย ซึ�งดําเนินการโดยทําการ

สรา้งรายงานสรุปผลการสอบและพฤตกิรรมต่างๆ ของ

นักศึกษาแต่ละคน ตลอด � ชั �วโมง ซึ�งประกอบด้วย

ขอ้มูลนักศกึษา จาํนวนครั �งของการทุจรติ และเวลา 

 

ผลการดาํเนินงาน 

1. ชดุขอ้มูล และสภาพแวดล้อม 

ชุดขอ้มูลวชิาจํานวน � ชุดวชิา ได้แก่ ชุดวชิา 

����� การจดัการระบบฐานขอ้มูล ����� ความมั �นคง

ปลอดภัยไซเบอร์ ����� การโปรแกรมเว็บ และ 

����� การบรหิารโครงการดา้นเทคโนโลยสีารสนเทศ 

ที�มกีารสอบเป็นเฉพาะแบบปรนัยซึ�งนักศกึษาจะต้อง

มองขอ้สอบและเลอืกคําตอบที�ถูกต้องผ่านหน้าจอ โดย

ชุดวชิาเหล่านี�มจีํานวนขอ้สอบเท่ากนัทั �งหมด ��� ขอ้ 

และใช้เวลาสอบ � ชั �วโมง สําหรับเครื�องเซิฟเวอร์ 

( server) GPU NVIDIA A1 0 0  Tensor Core ที� มี

หน่วยความจํา GPU 40 GB. และติดตั �งโปรแกรมไพ

ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 

	 (4)
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ทุจริต (Cheat) โดยใช้ฟังก์ช ัน Softmax ดังสมการที� 

(6) 

       𝐻𝐻(𝑘)  =  (𝑊𝑊(𝑘)𝐻𝐻(𝑘��) + 𝑏𝑏(𝑘))                (6) 

จากสมการที� (6) กําหนดให้ 𝑘𝑘 คือจํานวนชั �น

ซ่อน และฟังกช์นั 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑥𝑥�) = 
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6. การแจ้งเตือนแบบเรียลไทม์ (Real-

Time Alert) 

เป็นการวิเคราะห์ภาพแบบเฟรมต่อเฟรม 

สําหรบัตรวจจบัใบหน้า สกัดคุณลกัษณะ (landmark 

detection + CNN) และการจําแนกประเภทคลาสดว้ย 

MLP เพื�อทําการแจง้เตอืนแบบเรยีลไทมห์ากตรวจพบ

พฤติกรรมการทุจริต โดยจะปรากฏกรอบสีแดง

ล้อมรอบภาพของนักศกึษาแต่ละคนสําหรบัแจ้งเตอืน

แก่ผู้คุมสอบ ใหเ้ฝ้าระวงัเป็นพเิศษ พร้อมทั �งแจง้เตอืน

นักศกึษาหากมพีฤตกิรรมที�กําลงัจะนําไปสู่การทุจรติ 

7. การสร้างรายงานหลังสอบ (Post-

exam report) 

เป็นขั �นตอนสุดท้าย ซึ�งดําเนินการโดยทําการ

สรา้งรายงานสรุปผลการสอบและพฤตกิรรมต่างๆ ของ

นักศึกษาแต่ละคน ตลอด � ชั �วโมง ซึ�งประกอบด้วย

ขอ้มูลนักศกึษา จาํนวนครั �งของการทุจรติ และเวลา 

 

ผลการดาํเนินงาน 

1. ชดุขอ้มูล และสภาพแวดล้อม 

ชุดขอ้มูลวชิาจํานวน � ชุดวชิา ได้แก่ ชุดวชิา 

����� การจดัการระบบฐานขอ้มูล ����� ความมั �นคง

ปลอดภัยไซเบอร์ ����� การโปรแกรมเว็บ และ 

����� การบรหิารโครงการดา้นเทคโนโลยสีารสนเทศ 

ที�มกีารสอบเป็นเฉพาะแบบปรนัยซึ�งนักศกึษาจะต้อง

มองขอ้สอบและเลอืกคําตอบที�ถูกต้องผ่านหน้าจอ โดย

ชุดวชิาเหล่านี�มจีํานวนขอ้สอบเท่ากนัทั �งหมด ��� ขอ้ 

และใช้เวลาสอบ � ชั �วโมง สําหรับเครื�องเซิฟเวอร์ 

( server) GPU NVIDIA A1 0 0  Tensor Core ที� มี

หน่วยความจํา GPU 40 GB. และติดตั �งโปรแกรมไพ

ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 
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การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 

 คืือ activation function (ReLU) จากนั้้�นที่่�

ชั้้�นเอาต์์พุุต จะคำนวณค่่าความน่่าจะเป็็นของคลาสซึ่่�งในงาน

วิจิัยันี้้�เป็น็แบบ 2 คลาสหรือืไบนารีคีลาส (binary class) ได้้แก่่

คลาสสุุจริิต (Innocent) และคลาสทุุจริิต (Cheat) โดยใช้้

ฟัังก์์ชััน Softmax ดัังสมการที่่� (6)

	

 
 

             𝑍𝑍  = 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹(𝐴𝐴(𝑛))                     (4) 
 

ที� MLP เริ�มต้นจากชั �นอินพุตไปยังชั �นซ่อน 

𝐻𝐻(𝑛)จะทําการคํานวณโดยใช้ค่าถ่วงนํ�าหนัก 𝑊𝑊(𝑛)

และค่าเอนเอียง 𝑏𝑏(𝑛) ไปที�เวกเตอร์ 𝑍𝑍 ที�ถูกปรับให้

แบนราบ ดงัสมการที� (5) 

            𝐻𝐻(𝑛)  =  (𝑊𝑊(𝑛)𝑍𝑍 + 𝑏𝑏(𝑛))          (5) 
 

โดย   คอื activation function (ReLU) จากนั �น

ที�ชั �นเอาต์พุต จะคํานวณค่าความน่าจะเป็นของคลาส

ซึ�งในงานวิจัยนี�เป็นแบบ 2 คลาสหรือไบนารีคลาส 

(binary class) ไดแ้ก่คลาสสุจรติ (Innocent) และคลาส

ทุจริต (Cheat) โดยใช้ฟังก์ช ัน Softmax ดังสมการที� 

(6) 

       𝐻𝐻(𝑘)  =  (𝑊𝑊(𝑘)𝐻𝐻(𝑘��) + 𝑏𝑏(𝑘))                (6) 

จากสมการที� (6) กําหนดให้ 𝑘𝑘 คือจํานวนชั �น

ซ่อน และฟังกช์นั 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 (𝑥𝑥�) = 
𝑒𝑥�

∑ 𝑒𝑥��𝑐𝑙𝑎��𝑒�
�=�

 

 

6. การแจ้งเตือนแบบเรียลไทม์ (Real-

Time Alert) 

เป็นการวิเคราะห์ภาพแบบเฟรมต่อเฟรม 

สําหรบัตรวจจบัใบหน้า สกัดคุณลกัษณะ (landmark 

detection + CNN) และการจําแนกประเภทคลาสดว้ย 

MLP เพื�อทําการแจง้เตอืนแบบเรยีลไทมห์ากตรวจพบ

พฤติกรรมการทุจริต โดยจะปรากฏกรอบสีแดง

ล้อมรอบภาพของนักศกึษาแต่ละคนสําหรบัแจ้งเตอืน

แก่ผู้คุมสอบ ใหเ้ฝ้าระวงัเป็นพเิศษ พร้อมทั �งแจง้เตอืน

นักศกึษาหากมพีฤตกิรรมที�กําลงัจะนําไปสู่การทุจรติ 

7. การสร้างรายงานหลังสอบ (Post-

exam report) 

เป็นขั �นตอนสุดท้าย ซึ�งดําเนินการโดยทําการ

สรา้งรายงานสรุปผลการสอบและพฤตกิรรมต่างๆ ของ

นักศึกษาแต่ละคน ตลอด � ชั �วโมง ซึ�งประกอบด้วย

ขอ้มูลนักศกึษา จาํนวนครั �งของการทุจรติ และเวลา 

 

ผลการดาํเนินงาน 

1. ชดุขอ้มูล และสภาพแวดล้อม 

ชุดขอ้มูลวชิาจํานวน � ชุดวชิา ได้แก่ ชุดวชิา 

����� การจดัการระบบฐานขอ้มูล ����� ความมั �นคง

ปลอดภัยไซเบอร์ ����� การโปรแกรมเว็บ และ 

����� การบรหิารโครงการดา้นเทคโนโลยสีารสนเทศ 

ที�มกีารสอบเป็นเฉพาะแบบปรนัยซึ�งนักศกึษาจะต้อง

มองขอ้สอบและเลอืกคําตอบที�ถูกต้องผ่านหน้าจอ โดย

ชุดวชิาเหล่านี�มจีํานวนขอ้สอบเท่ากนัทั �งหมด ��� ขอ้ 

และใช้เวลาสอบ � ชั �วโมง สําหรับเครื�องเซิฟเวอร์ 

( server) GPU NVIDIA A1 0 0  Tensor Core ที� มี

หน่วยความจํา GPU 40 GB. และติดตั �งโปรแกรมไพ

ธอนรุ่น 3.10.15 โดยกําหนดให้ใน � หน้าจอการสอบ 

แสดงรูปภาพแบบตารางขนาด �x� = �� ช่อง (สาํหรบั 

�� คน) และแต่ละหน้าจอย่อยมขีนาดประมาณ 200 x 

200 พกิเซล (แสดงผลแบบสี�เหลี�ยมจตัุรสั) 

2. การกาํหนดค่าพารามิเตอร์ของแต่ละ

อลักอริธึม 

Table 1 Example of Parameter Settings for the 

CNN and MLP Algorithms 

Algorithms Types Settings 

CNN Conv1 32 filters, kernel size (3, 

3), ReLU 

MaxPool1 Pool size (2, 2) 

Conv2 64 filters, kernel size (3, 

3), ReLU 

MaxPool2 Pool size (2, 2) 

Conv3 128 filters, kernel size (3, 

3), ReLU 

MaxPool3 Pool size (2, 2) 

Dropout 0.25 after pooling layers 

MLP Dense1 512 units, ReLU 

Dropout 0.5 

Dense2 256 units, ReLU 

Dropout 0.3 

Dense3 128 units, ReLU 

Dropout 0.3 

Final 

Dense 

layer 

1 unit, sigmoid (for 

binary classification) 

 

จาก Table 1 ที� CNN layer กําหนดจาํนวนของ

การกรองเริ�มต้นที� 32, 64 และ 128 ตัวกรอง และ

กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 
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กํ าหนดขนาดของพูลลิ�ง เ ป็น  2*2 ของแต่ละชั �น 

	 6.	 การแจ้ง้เตือืนแบบเรียีลไทม์ ์(Real-Time Alert)

		  เป็น็การวิิเคราะห์์ภาพแบบเฟรมต่่อเฟรม สำหรัับ 

ตรวจจัับใบหน้้า สกััดคุุณลัักษณะ (landmark detection + 

CNN) และการจำแนกประเภทคลาสด้้วย MLP เพื่่�อทำการแจ้้ง

เตืือนแบบเรียีลไทม์ห์ากตรวจพบพฤติกิรรมการทุจุริติ โดยจะ

ปรากฏกรอบสีแดงล้้อมรอบภาพของนัักศึึกษาแต่่ละคนสำหรัับ

แจ้้งเตืือนแก่่ผู้้�คุุมสอบ ให้้เฝ้้าระวัังเป็็นพิิเศษ พร้้อมทั้้�งแจ้้ง

เตืือนนัักศึึกษาหากมีีพฤติิกรรมที่่�กำลัังจะนำไปสู่่�การทุุจริิต
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	 7.	 การสร้า้งรายงานหลัังสอบ (Post-exam report)

		  เป็็นขั้้�นตอนสุุดท้้าย ซ่ึ่�งดำเนิินการโดยทำการ

สร้้างรายงานสรุุปผลการสอบและพฤติิกรรมต่่างๆ ของ

นัักศึึกษาแต่่ละคน ตลอด 3 ชั่่�วโมง ซึ่่�งประกอบด้้วยข้้อมููล

นัักศึึกษา จำนวนครั้้�งของการทุุจริิต และเวลา

ผลการดำเนิินงาน
	 1.	ชุ ุดข้้อมููล และสภาพแวดล้้อม

		ชุ  ุดข้้อมููลวิิชาจำนวน 4 ชุุดวิิชา ได้้แก่่ ชุุดวิิชา 

96408 การจััดการระบบฐานข้้อมููล 99419 ความมั่่�นคง

ปลอดภััยไซเบอร์์ 99420 การโปรแกรมเว็็บ และ 96412 การ

บริหารโครงการด้้านเทคโนโลยีีสารสนเทศ ที่่�มีีการสอบเป็็น

เฉพาะแบบปรนััยซ่ึ่�งนัักศึึกษาจะต้้องมองข้้อสอบและเลืือกคำ

ตอบที่่�ถููกต้้องผ่่านหน้้าจอ โดยชุดวิชิาเหล่่านี้้�มีจีำนวนข้้อสอบ

เท่่ากัันทั้้�งหมด 120 ข้้อ และใช้้เวลาสอบ 3 ชั่่�วโมง สำหรัับ

เครื่่�องเซิิฟเวอร์์ (server) GPU NVIDIA A100 Tensor Core 

ที่่�มีีหน่่วยความจำ GPU 40 GB. และติิดตั้้�งโปรแกรมไพธอ

นรุ่่�น 3.10.15 โดยกำหนดให้้ใน 1 หน้้าจอการสอบ แสดง

รููปภาพแบบตารางขนาด 5x5 = 25 ช่อ่ง (สำหรัับ 25 คน) และ

แต่่ละหน้้าจอย่่อยมีีขนาดประมาณ 200 x 200 พิิกเซล (แสดง

ผลแบบสี่่�เหลี่่�ยมจััตุุรััส)

	 2.	 การกำหนดค่าพารามิเิตอร์์ของแต่่ละอััลกอริิธึมึ

Table 1	Example of Parameter Settings for the CNN and 

MLP Algorithms

Algorithms Types Settings

CNN Conv1 32 filters, kernel size (3, 3), ReLU

MaxPool1 Pool size (2, 2)

Conv2 64 filters, kernel size (3, 3), ReLU

MaxPool2 Pool size (2, 2)

Conv3 128 filters, kernel size (3, 3), ReLU

MaxPool3 Pool size (2, 2)

Dropout 0.25 after pooling layers

MLP Dense1 512 units, ReLU

Dropout 0.5

Dense2 256 units, ReLU

Dropout 0.3

Dense3 128 units, ReLU

Dropout 0.3

Final Dense 

layer

1 unit, sigmoid

(for binary classification)

		  จาก Table 1 ที่่� CNN layer กำหนดจำนวนของ

การกรองเริ่่�มต้้นที่่� 32, 64 และ 128 ตัวักรอง และกำหนดขนาด

ของพููลลิ่่�งเป็็น 2*2 ของแต่่ละชั้้�น Convolution และที่่� MLP 

layer เริ่่�มต้้นกำหนดแผนที่่�คุุณลัักษณะที่่� 512, 256 และ 128 

หน่ว่ย และในชั้้�น final layer ใช้้ฟังัก์ช์ันั sigmoid สำหรับัไบนารีี

คลาส

	 3.	 การแบ่่งข้้อมููล

		  การแบ่่งข้้อมููลออกเป็็น 3 ส่่วนได้้แก่่ข้้อมููล

ฝึึกสอน (training data) ข้้อมููลตรวจสอบ (validation data) 

และข้้อมููลทดสอบ (testing data) และ โดยกำหนดเป็็น 

64:16:20 ตามลำดัับ ซึ่่�งเป็็นสััดส่่วนมาตรฐานที่่�เหมาะสมกัับ

ข้้อมููลชุุดนี้้�ที่่�มีีจำนวนมากพอในการสร้้างและทดสอบแบบ

จำลอง และลดความเอนเอีียงหรืืออคติิในการแบ่่งข้้อมููลโดย

การใช้้ cross validation เป็็น 5-fold cross-validation เพื่่�อ

ประเมินิผลแบบจำลองในระหว่า่งการฝึกึสอนแบบจำลอง โดย

การใช้้ 5-fold cross validation กัับชุุดข้้อมููลนี้้�ที่่�มีีขนาดใหญ่่ 

ทำให้้แต่่ละ fold มีีขนาดที่่�เพีียงพอสำหรัับการฝึึกสอนแบบ

จำลอง (หากกำหนดเป็็น 10-fold cross validation ทำให้้ข้้อมููล

ในแต่่ละ fold เล็็กเกิินไป ซึ่่�งผลที่่�ได้้ไม่่ถููกต้้องเท่่ากัับ 5-fold 

cross validation) 

	 4.	 การประเมิินประสิิทธิิผลแบบจำลอง

		  การประเมิินผลแบบจำลองด้้วย 4 อััลกอริิธึึม 

ได้้แก่ ่CNN, CNN+RNN โดย RNN คือืโครงข่า่ยประสาทแบบ

เวีียนซ้้ำ (Recurrent Neural Network: RNN), CNN+LSTM 

และ CNN+MLP ซึ่่�งในงานวิิจััยนี้้�วิิดีีโอไฟล์์บัันทึึกการสอบจะ

เกี่่�ยวข้้องกัับอนุุกรมเวลา จึึงนำอััลกอริิธึึม RNN และ LSTM 

มาทดสอบการสร้้างแบบจำลอง และประเมิินผลแบบจำลอง

ด้้วย 4 เมตริิกได้้แก่่ ค่า่ความถููกต้้อง ค่า่ความแม่่นยำ ค่า่ความ

ครบถ้้วน ดััง Figure 10 

Figure 10 Compares four algorithms using a confusion 

matrix
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		  จาก Figure 10 จะเห็็นได้้ว่่าอััลกอริิธึึม CNN+ 

MLP มีีค่่าความถููกต้้อง = 85.5% ค่่าความแม่่นยำ = 75.0% 

ค่่าความครบถ้้วน = 94.9% และค่่าประสิิทธิิผลโดยรวม = 

83.7% สููงกว่่าอัลักอริิธึึมอื่่�น ดังันั้้�นงานวิิจััยนี้้�จึงึเลืือกใช้้อัลกอริิธึมึ 

CNN+MLP สำหรัับสร้้างแบบจำลอง

	 5.	 การปรัับแต่่พารามิิเตอร์์

		  นำแบบจำลองมาดำเนิินการปรัับแต่ง่พารามิิเตอร์์ 

ต่า่งๆ ด้้วย GridSearchCV พบว่า่ Optimizer choices กำหนด

เป็็น adam, conv_filter = 32, dense_units = 512, drop-

out_rate = 0.3, epochs = 200 ซึ่่�งทำให้้แบบจำลองมีี

ประสิิทธิิผลดีีขึ้้�นดััง Table 2

Table 2	Hyperparameter tuning for CNN+MLP models

CNN+MLP

Before Hyperparameter

tuning

After Hyperparameter 

tuning

Accuracy 85.5 86.2

Precision 75.0 77.3

Recall 94.9 95.7

F1 83.7 85.6

		  จาก Table 2 การเปรีียบเทีียบประสิิทธิิผลแบบ

จำลองก่่อนและหลัังจากการปรัับแต่พ่ารามิิเตอร์์ แสดงให้้เห็็น

ว่่าแบบจำลองมีีประสิิทธิิผลสููงขึ้้�น โดยค่าความถููกต้้อง = 

86.2% ค่า่ความแม่น่ยำ = 77.34% ค่า่ความครบถ้้วน = 95.7% 

และค่่าประสิิทธิิผลโดยรวม = 85.6%

	 6.	 การประเมินิค่่าการสููญเสียี และค่า่ความถูกูต้อ้ง

		  นำแบบจำลองที่่�ปรัับแต่่พารามิิเตอร์์เรีียบร้้อย

มาดำเนิินการประเมิินค่่าการสููญเสีีย (loss) และค่่าความถููก

ต้้องของแต่่ละ epoch โดยกำหนดค่่าเป็็น 50, 100, 200 และ 

500 ดััง Figure 11

Figure 11 Test Loss and Accuracy for Each Epoch (50, 

100, 200, 500)

	 7.	 การปรัับใช้้แบบจำลอง

		  เป็็นกระบวนการนำแบบจำลองการเรีียนรู้้�เชิิง

ลึึกที่่�ได้้พััฒนา และทดสอบเรีียบร้้อยแล้้ว ไปประยุุกต์์ปรัับใช้้

งานในสภาพแวดล้้อมจริิง โดยในการทดลองนี้้� ทางทีีมผู้้�วิิจััย

ใช้้ทดสอบการใช้้งานจริิงในสภาพแวดล้้อมการสอบจำลอง กับั

ไฟล์ว์ิดิีโีอ 4 ชุดุวิชิาได้้แก่่ ชุดุวิชิา 96408 การจััดการระบบฐาน

ข้้อมููล 99419 ความมั่่�นคงปลอดภััยไซเบอร์์ 99420 การ

โปรแกรมเว็็บชุุดวิิชา และ 96412 การบริิหารโครงการด้้าน

เทคโนโลยีีสารสนเทศ ดััง Table 3

Table 3	compares the model performance results with 

four courses

Course ID

A
cc

ur
ac

y

Pr
ec

is
io

n

R
ec

al
l

F1

96408 85.4 76.1 95.2 84.6

99419 87.4 79.4 96.5 87.1

99420 84.5 78.2 92.7 84.9

96412 87.5 76.0 98.7 85.8

		  จาก Table 3 จะเห็น็ได้้ว่าแบบจำลองมีปีระสิทิธิผิลสููง 

เมื่่�อนำไปประยุุกต์์ใช้้งานจริิง โดยมีีค่่าความถููกต้้อง ค่่าความ

แม่่นยำ ค่่าความครบถ้้วน และค่่าประสิิทธิิผลโดยรวมของ 4 

ชุุดวิิชาได้้แก่่ ชุุดวิิชา 96408 การจััดการระบบฐานข้้อมููล 

99419 ความมั่่�นคงปลอดภััยไซเบอร์์ 99420 การโปรแกรมเว็็บ

ชุุดวิิชา และ 96412 การบริหารโครงการด้้านเทคโนโลยีี

สารสนเทศ มีคี่า่เฉลี่่�ยของค่า่ความถููกต้้อง = 86.2 ค่า่เฉลี่่�ยของ
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ค่่าความแม่่นยำ = 77.4 ค่่าเฉลี่่�ยของค่่าครบถ้้วน = 95.7 และ

ค่า่เฉลี่่�ยของค่่าประสิิทธิิผลโดยรวมของระบบในการใช้้งานจริิง 

= 85.6

อธิิปรายผลและข้้อเสนอแนะ
	 1.	 อภิิปรายผล

		  จากผลการดำเนินิการพัฒันาระบบการประเมินิ

พฤติกิรรมทุจุริติระหว่า่งการสอบออนไลน์ด์้้วยปัญัญาประดิษิฐ์์

บนระบบการรัับรู้้�การแสดงออกทางสีีหน้้าของนัักศึึกษาแบบ

อััตโนมััติิ ที่่�มีีชื่่�อเรีียก STOU-ASFER ย่่อมาจาก STOU- 

Automatic Student Facial Expression Recognition Model 

เป็็นการนำข้้อมููลเข้้าจากไฟล์์วิิดีีโอที่่�ได้้จากการสอบออนไลน์์ 

ส่ง่เข้้าไปในกระบวนการเตรีียมข้้อมููล (data preparation) เพื่่�อ

ตััด VDO ออกเป็็นเฟรมภาพใบหน้้า แล้้วส่่งเฟรมภาพนี้้�เข้้าสู่่�

การสร้้างแบบจำลองการรัับรู้้�อััตโนมััติิจากท่่าทางของหน้้า 

(STOU-ASFER) ด้้วยอัลกอริิธึมึ Convolution Neural Network  

เพื่่�อกรองคุุณลัักษณะ (feature) ที่่�สำคััญที่่�อยู่่�บนใบหน้้าตาม

ท่่าทางที่่�แตกต่่างกััน ซึ่่�งคล้้ายกัับงานวิิจััยของ Bargal et al. 

(2016) ที่่�นำเสนอการใช้้วิิธีีการวิิเคราะห์์ภาพโดยใช้้การ

ประมวลผลภาพและโครงข่่ายประสาทเทีียมคอนโวลููชัน 

(CNN) เพื่่�อใช้้ในการสอบและตรวจสอบความถููกต้้องของการ

สอบออนไลน์์ (eExam) และการคุุมสอบออนไลน์์ (online 

proctoring) โดยมีลักัษณะสำคัญัของใบหน้้าที่่�จับั และงานวิจิัยั

ของ Panlima and Sukvichai (2023) ที่่�พััฒนาระบบการรัับรู้้�

อัตัโนมััติ ิ(automatic recognition system) ของอารมณ์์ที่่�แสดง

ผ่า่นใบหน้้าด้้วยอัลักอริธิึมึ CNN+MLP แต่ใ่นงานวิจิัยันี้้�ดำเนินิ

การขยายขีดความสามารถโดยการเพิ่่�มประสิทิธิผิลการทำงาน

ของแบบจำลอง โดยใช้้อััลกอริิธึึม MLP เพื่่�อหาความสััมพัันธ์์

ของแต่่ละเฟรมภาพตามอนุุกรมเวลา โดยความสััมพัันธ์์นี้้�จะ

นำไปใช้้ในการให้้น้้ำหนัักและผลทำนายทุุจริิตการสอบ 

		  การประเมินิประสิทิธิผิลของแบบจำลอง จากค่า่

ความถููกต้้อง ค่่าความแม่่นยำ ค่่าความครบถ้้วน และค่่า

ประสิทิธิผิลโดยรวมของระบบในการใช้้งานจริงิ (จากไฟล์ว์ิดิีโีอ

การสอบออนไลน์)์ จำนวน 4 ชุดุวิชิาได้้แก่ ่ชุดุวิชิา 96408 การ

จััดการระบบฐานข้้อมููล 99419 ความมั่่�นคงปลอดภััยไซเบอร์์ 

99420 การโปรแกรมเว็็บชุุดวิิชา และ 96412 การบริิหาร

โครงการด้้านเทคโนโลยีีสารสนเทศ มีคี่า่เฉลี่่�ยของค่่าความถููก

ต้้อง = 86.2 ค่า่เฉลี่่�ยของค่่าความแม่่นยำ = 77.4 ค่า่เฉลี่่�ยของ

ค่่าครบถ้้วน = 95.7 และค่่าเฉลี่่�ยของค่่าประสิิทธิิผลโดยรวม

ของระบบในการใช้้งานจริิง = 85.6 และมีีค่่าความถููกต้้องของ

แบบจำลองสำหรัับการใช้้งานจริิง

	 2.	ข้ ้อเสนอแนะ

		  เครื่่�องคอมพิิวเตอร์์สำหรัับรัันโปรแกรมมีีพื้้�นที่่�

จััดเก็็บไฟล์์มากกว่่า 25 GB. (ต่่อการสอบ 1 ครั้้�งสำหรัับ

นัักศึึกษา 25 - 50 คน และเป็็นข้้อสอบปรนััย)

		  กรณีกีารสอบออนไลน์์ ที่่�มีนีักัศึกึษาเกิิน 25 คน 

โปรแกรม WebeX จะทำการสุ่่�ม (random) สลัับใบหน้้ากลัับ

ไปกลัับมาของแต่่ละตำแหน่่งใหม่่ ทำให้้แบบจำลองเกิิดข้้อ

จำกััดของงานวิจิัยั ที่่�ต้้องมีีการระบุตุำแหน่่งของนักัศึกึษาแบบ

คงที่่� เพื่่�อให้้แบบจำลองแสดงผลได้้ถููกต้้อง 

		  รายงานสรุุปผลการทำงาน สามารถใช้้เป็็น

เอกสารเพื่่�อสนัับสนุุนหรืือประกอบการพิิจารณาตััดสิิน

พฤติิกรรมส่่อทุุจริิตเท่่านั้้�น

		  การสอบออนไลน์ข์องนักัศึกึษา นอกจากจะต้้อง

แสดงภาพใบหน้้าทั้้�งหมด 25 ใบหน้้าต่่อครั้้�งแล้้ว จะต้้องมีีพื้้�นที่่�

สำหรัับการสนทนา หรืือ chat ของกรรมการคุุมสอบและ

นักัศึึกษาอีีกด้้วย ทำให้้พื้้�นที่่�แสดงใบหน้้าของนัักศึึกษามีีขนาด

เล็็กลง ดัังนั้้�นในการพััฒนาต่่อยอดงานวิิจััยนี้้� ควรพััฒนาให้้

โปรแกรมมีคีวามสามารถเพิ่่�มมากขึ้้�นในจดจำภาพใบหน้้าของ

นัักศึึกษาที่่�มีีขนาดเล็็กได้้อย่่างถููกต้้อง และแม่่นยำ
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		บทคััดย่่อ
การศึกษาวิจัิัยนี้้�มีวีัตัถุุประสงค์์เพ่ื่�อเข้้าใจความคิิดเห็็นของผู้้�เล่่นที่่�มีตี่อ่เกมและต้้องการเปรีียบเทีียบให้้เห็็นลักษณะของตััวแบบที่่�

ใช้้ในการจำแนกประเภทโดยเป็็นข้้อมููลภาษาไทยในกรณีีถ้้ามีีทรััพยากรที่่�จำกััด จากการประเมิินประสิิทธิิภาพของตััวแบบ  

Machine learning ได้้แก่่ วิิธีีการ Naïve bayes และ Support vector machine ในส่่วนของตััวแบบ Convolutional neural  

network model ได้้แก่่ 1D-CNN ซึ่่�งนำมาเปรีียบเทีียบกัับตััวแบบ Transformer ได้้แก่่ เทคนิิค BERT Multilingual และ 

WangchanBERTa ในการวิเิคราะห์ค์วามคิดิเห็น็เกี่่�ยวกับเกมซ่ึ่�งใช้้ชุดข้้อมููลที่่�เป็น็การแสดงความคิดิเห็น็ที่่�ใช้้ภาษาไทยเป็น็หลักั 

ในงานวิิจััยได้้ใช้้เทคนิิค Bag of words, TF-IDF และ Word2Vec ในการสกัดคุุณลัักษณะพิิเศษจากข้้อความสำหรัับตัวแบบ 

Machine learning ในขณะที่่�ตััวแบบ Transformer ใช้้การ Embedding ที่่�ผ่่านการ pre-trained มาก่่อน จากผลการทดลองแสดง

ให้้เห็็นว่า WangchanBERTa เป็็นตัวแบบที่่�มีปีระสิทิธิิภาพดีที่่�สุดุ โดยมีค่า่ความถููกต้้องสููงถึงึ 82.16% ค่า่ Precision ที่่� 87.06% 

ค่่า Recall ที่่� 86.18% และ ค่่า F1-score ที่่� 86.62% ในขณะที่่�วิิธีีการ Support vector machine ที่่�ใช้้ เทคนิิค BoW เป็็นตััวแบบ

ที่่�แสดงผลลััพธ์์ที่่�ดีีที่่�สุุดในกลุ่่�มของตััวแบบ Machine learning ด้้วยค่่าความถููกต้้องที่่� 81.26% ส่่วนผลการทดลองในกลุ่่�มของ

เทคนิิคการแปลงข้้อความแสดงให้้เห็็นว่่าการสกััดคุุณลัักษณะพิิเศษจากข้้อความมีีความสำคััญต่่อตััวแบบ Machine learning 

โดยจากการศึึกษาพบว่่าการสกััดคุุณลัักษณะพิิเศษจากข้้อความที่่�สนใจเฉพาะคำ เช่่นเทคนิิค BoW และ TF-IDF สามารถสกััด

คุุณลัักษณะพิิเศษจากข้้อความได้้ดีีกว่่าการสนใจบริิบทของคำ เช่่นเทคนิิค Word2Vec เมื่่�อวิิเคราะห์์ถึึงผลการทดลองจะเห็็นว่่า

ค่่าความถููกต้้องของวิิธีีการที่่�ดีีที่่�สุุดของทั้้�ง 2 ประเภทตััวแบบห่่างกัันเพีียงประมาณ 1% โดยตััวแบบ Machine learning ได้้ค่่า

ความถููกต้้องที่่�ใกล้้เคีียงกัันกัับตััวแบบ Transformer แต่่ใช้้ทรััพยากรน้้อยกว่่าจึึงเหมาะสำหรัับสถานการณ์์ที่่�มีีข้้อจำกััดด้้าน

ทรััพยากร

คำสำคััญ: การวิิเคราะห์์ความรู้้�สึึก, การเรีียนรู้�ของเคร่ื่�อง, การสกัดคุุณลัักษณะพิิเศษ, การประมวลผลภาษาธรรมชาติิ, 

บทวิิจารณ์์เกม

Abstract
This research aimed to examine game reviews and compare the characteristics of classification models using Thai 

language data, particularly in contexts with limited resources. The experiment evaluates the performance of machine 
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learning models, including Naïve Bayes, support vector machines, and 1D-CNN, and compares them with transformer- 

based models, namely BERT Multilingual and WangchanBERTa, in analyzing game-related reviews using a dataset 

primarily consisting of Thai-language comments. This research employs Bag of words, TF-IDF, and word2vec  

techniques to generate text transformations for machine learning models and CNN model. In contrast, transformer 

models employ pre-trained embeddings. The experimental results indicate that WangchanBERTa achieves the highest 

overall performance, with an accuracy of 82.16%, a precision of 87.06%, a recall of 86.18%, and an F1-score of 

86.62%. Meanwhile, the support vector machine method employing the Bag of Words technique demonstrates the 

best performance among the machine learning models, with an accuracy of 81.26%. The experimental findings within 

the text transformation methods indicate that feature extraction is a critical factor in optimizing the performance of 

machine learning models. The study reveals that feature extraction methods focusing exclusively on individual words, 

such as Bag-of-Words and TF-IDF, demonstrate greater effectiveness in feature extraction compared to context-aware 

approaches such as word2vec. An analysis of the experimental results reveals that the accuracy of the best-performing 

models in both categories differs by approximately 1%. The machine learning models achieve accuracy levels  

comparable to those of the transformer models while requiring fewer resources, making them well-suited for resource-

constrained environments. 

Keywords: Sentiment analysis, machine learning, feature extraction, natural language processing, game reviews

บทนำ
ในปััจจุุบััน ประเทศไทยมีผู้้�เล่่นเกมผ่่านคอมพิิวเตอร์์ส่่วนตัว 

(PC) ประมาณ 16.3 ล้้านคน ซึ่่�งประมาณหนึ่่�งในสามของผู้้�เล่น่

เกมเหล่่านี้้�เป็็นผู้้�หญิิง (Gimme, 2018) นอกจากนี้้� ข้้อมููลจาก 

Marketeer Online ยัังแสดงให้้เห็็นว่่าอุุตสาหกรรมเกมใน

ประเทศไทยมีการใช้้จ่ายเงินิเล่น่เกมเฉลี่่�ยปีลีะ 2,200 บาทต่อ่

คน (Eukeik, 2011) สำหรัับการอััตราการเติิบโตของผู้้�ชม 

อีสีปอร์์ตในประเทศไทย มีกีารคาดการณ์ว่า่จะเพิ่่�มขึ้้�นประมาณ 

30% ระหว่่างปีี 2560 ถึึง 2564 นี่่�แสดงให้้เห็็นถึึงการเติิบโตที่่�

รวดเร็็วของตลาดเกมในประเทศไทย ไม่่เพีียงแต่่ในด้้านของ

การเล่่นเกมเท่่านั้้�น แต่่ยัังรวมถึึงด้้านการชมการแข่่งขััน 

อีสีปอร์์ตด้้วย เน่ื่�องด้้วยการเติิบโตของตลาดเกมในประเทศไทย 

ทำให้้แพลตฟอร์์มจำหน่่ายเกมชื่่�อดัังอย่่าง Steam มีีผู้้�ใช้้งาน

จากประเทศไทยมากขึ้้�นในทุุกๆ ปีี ตามข้้อมููลในปี 2024 

แพลตฟอร์์มเกม Steam เป็็นแพลตฟอร์์มร้้านค้้าออนไลน์์

สำหรัับตลาดเกม PC ในการจัดจำหน่า่ยจากค่า่ยเกมต่่างๆ ให้้

สามารถเข้้าถึงึกันัได้้ทั่่�วโลก มีผีู้้�ใช้้งานในประเทศไทยประมาณ 

1.2 ล้้านคน ซึ่่�งสะท้้อนถึงึวัฒันธรรมการเล่น่เกมที่่�แข็ง็แกร่ง่ใน

ประเทศ และในระดัับโลก (Wresearch, 2022) Steam ยัังคง

เติิบโตอย่า่งต่อ่เนื่่�องโดยมีจีำนวนผู้้�ใช้้งานที่่�เพิ่่�มขึ้้�น ซึ่่�งจำนวน

ผู้้�ใช้้งานพร้้อมกันั 31 ล้้านคนทั่่�วโลกในปี ี2024 และ Steam มีี

เกมให้้เลืือกมากมายโดยมีีเกมให้้เล่่นเกืือบ 50,361 เกม และ

มีีเกมใหม่่ๆ ที่่�กำลัังเปิิดตััวในปีี 2024 (Shewale, 2024) ด้้วย

การที่่�มีเีกมให้้เล่่นมากมายนี้้� ทำให้้ผู้้�บริโิภคส่่วนใหญ่่จะทำการ

สืืบค้้นข้้อมููลเกี่่�ยวกัับตััวเกม เช่่น ประเภทของเกม, คุุณภาพ

ของเกม, ราคาของเกม และปััจจััยที่่�สำคััญที่่�ส่่งผลกระทบต่อ

การเลืือกซื้้�อเกมของผู้้�บริิโภคนั้้�นก็็คืือ ข้้อมููลการแสดงความ

คิดิเห็น็ หรืือบทวิิจารณ์จ์ากผู้้�ที่่�เคยซื้้�อไปแล้้ว Steam จะมีกีาร

เปิิดให้้มีการเขีียนบทวิิจารณ์์เกมจากผู้้�ซื้้�อต่่อตััวเกมดัังกล่่าว 

ทำให้้ผู้้�ที่่�สนใจที่่�จะซื้้�อตััวเกมนั้้�นสามารถเข้้าไปอ่่านเพ่ื่�อประกอบ 

การตััดสิินใจ ซ่ึ่�งบทวิิจารณ์จากผู้้�ซื้้�อนั้้�นเป็็นการแสดงความ

รู้้�สึึกในรููปแบบข้้อความที่่�มีีต่่อตััวเกมพร้้อมกัับการให้้คะแนน

ความนิิยมเพื่่�อสรุุปว่่าแนะนำหรืือไม่่แนะนำให้้ซื้้�อเกม  จาก

กรณีนี้้�มัักพบปััญหาที่่�เกิิดขึ้้�น คืือบทวิิจารณ์นั้้�นและคะแนนที่่�

ให้้มีีความขััดแย้้งกัันจากการวิิจารณ์์แนวประชดประชััน การ

ใช้้ถ้้อยคำเสีียดสีี และความคลุุมเครืือในการใช้้ภาษา ทำให้้

สร้้างความสัับสนทั้้�งผู้้�ซื้้�อที่่�ต้้องการข้้อมููลเพ่ื่�อประกอบการ

ตััดสิินใจซื้้�อและนัักพััฒนาเกมที่่�จะนำข้้อมููลบทวิิจารณ์์เหล่่านี้้�

ไปประกอบการปรัับปรุุงในตััวเกม

	 Bais et al. (2017) ศึึกษาเกี่่�ยวกัับการจำแนกความ

รู้้�สึึกของรีีวิิวเกมบน Steam โดยการจำแนกความรู้้�สึึกใน

ข้้อความ มีีความน่่าสนใจโดยเฉพาะการใช้้ภาษาที่่�มีีความซัับ

ซ้้อน เช่่น การใช้้ภาษาที่่�แสดงถึึงการเสีียดสีี, การใช้้ภาษา

อัังกฤษที่่�ไม่่ถููกหลัักไวยากรณ์ และความรู้้�สึึกที่่�ผสมผสามกััน 

ในงานวิิจััยนี้้�มีีการจำแนกข้้อความที่่�เป็็นเชิิงบวกและเชิิงลบ 

โดยพิิจารณ์์จากภาษาเขีียนของผู้้�ใช้้ Steam ผู้้�วิิจััยได้้มีีการใช้้

อัลักอริทึิึม ได้้แก่่  Support Vector Machine (SVM), Logistic 

Regression, Naïve Bayes และTurney Algorithm ซึ่่�งข้้อมููล

ทดสอบเป็็นแบบ Unsupervised Sentiment นอกจากนี้้�ยััง

พิจิารณาลัักษณะที่่�สำคัญัอื่่�นๆ ในการวิเิคราะห์ค์วามรู้้�สึึก เช่น่ 
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เปอร์์เซ็็นของผู้้�ที่่�พบว่่ารีีวิิวมีประโยชน์์หรืือตลก และจำนวน

ชั่่�วโมงที่่�ผู้้�รีีวิิวเล่่นเกมที่่�รีีวิิว ผลการทดลองพบว่่า Logistic 

Regression มีีค่่าความถููกต้้องสููงที่่�สุุด ที่่� 93.5% รองลงมาคืือ 

Linear SVM ที่่�ค่่าความถููกต้้อง 93.1%

	วนั สัวรรณ มีปีระเสริฐิ และเอกรัฐั รัฐักาญจน์ ์(2564) 

ได้้ศึกึษาเกี่่�ยวกับัการวิเิคราะห์์ความคิดิเห็น็จากทวิติเตอร์์ของ

ลููกค้้าบริิษััทช้้อปปี้้�ประเทศไทย โดยใช้้เทคนิิคการเรีียนรู้้�ของ

เครื่่�อง (Machine Learning) โดยใช้้ Random Forest, SVM 

และ Logistic Regression สำหรัับการจำแนกหััวข้้อ ใช้้ 

Model ที่่�มีีผู้้�พัฒันาไว้้แล้้วในการแยกความรู้้�สึกึ คืือ Wangchan 

BERTa และมีีการคััดเลืือกคุุณลัักษะด้้วย Bag of Words และ 

TF-IDF สำหรัับการจำแนกความรู้้�สึึก ซึ่่�งให้้ประสิิทธิิภาพที่่�ดีี

ที่่�สุุดสำหรัับข้้อความภาษาไทย จากการวิิจััยพบว่่าวิิธีีการ

วิเิคราะห์์ข้้อมููลเพ่ื่�อจัดัหมวดหมู่่�ประเด็็นปัญัหาที่่�มีีประสิทิธิิภาพ 

มากที่่�สุดุคืือวิธิี ีRandom Forest ส่ว่นวิธิีกีารวิเิคราะห์ข์้้อมููลที่่�

มีปีระสิทิธิภิาพมากที่่�สุดุเพื่่�อวิเิคราะห์ค์วามรู้้�สึกึแต่ล่ะประเด็น็

สำคััญ คืือ WangchanBERTa

	 ปราชญภาคย์ ์เหล่า่สังัข์ส์ุขุ และคณะ (2560) ในงาน

วิิจััยนี้้�เสนอระบบวิิเคราะห์์และสรุุปความคิิดเห็็นเกี่่�ยวกัับร้้าน

อาหารจากเว็็บไซต์รีีวิิวโดยอัตโนมัติิที่่�ใช้้เทคนิิคการตัดคำใน

ประโยคโดยอาศััยฐานคำศััพท์ ์การวิเิคราะห์์ประเภทคำและรููป

ประโยค เพื่่�อหาความหมายเชิิงบวกหรืือเชิิงลบของประโยค 

และนำมาคำนวณเป็็นค่่าคะแนนความพึึงพอใจสำหรัับปัจจััย

ด้้านการบริกิารต่า่งๆ ซึ่่�งจากผลการประเมินิความพึงึพอใจของ

ผู้้�ใช้้ในด้้านความสอดคล้้องของผลสรุปจากระบบและผลสรุป

จากผู้้�ใช้้พบว่าการสรุปความคิิดเห็็นด้้านบริกิารและอาหารอยูู

ในระดัับดีี ขณะที่่�ด้้านอื่่�นๆ อยู่่�ในระดัับพอใช้้

	ร วิิสุุดา เทศเมืือง และนิิเวศ จิิระวิิชิิตชััย (2560) นำ

เสนอวิิธีีการจำแนกความคิิดเห็็นโดยการวิิเคราะห์์ความคิิด

เห็น็ภาษาไทย เกี่่�ยวกับัการรีวิวิสินิค้้าออนไลน์ ์ด้้านการบริกิาร

ห้้องพััก โรงแรม รีีสอร์์ท จาก Agoda Thailand และ Twitter 

Thailand โดยใช้้เทคนิคิเหมืืองข้้อความวิเิคราะห์์ความคิิดเห็็น

ภาษาไทยเกี่่�ยวกัับการรีีวิิวการบริิการห้้องหััก และสร้้างแบบ

จำลองด้้วยอััลกอริิทึึม 4 วิิธีี ได้้แก่่ ซััพพอร์์ตเวกเตอร์์แมทชีีน 

ต้้นไม้้ตััดสิินใจ นาอีีฟเบย์์ และเคเนีียเรสเนเบอร์์ เพื่่�อเปรีียบ

เทียีบประสิทิธิภิาพการวิเิคราะห์ค์วามคิดิเห็็นภาษาไทยเกี่่�ยว

กัับการรีีวิิวบริิการห้้องพััก มีีการใช้้การแทนค่่าดััชนีีด้้วยค่่า 

TF-IDF และลดคุุณลัักษณะด้้วยค่่า ChiSquare พบว่่า อััลกอ

ริิทึึมซััพพอร์์ทเวกเตอร์์แมชชีีนให้้ประสิิทธิิภาพในการจำแนก

ดีีที่่�สุุดที่่� 83.38%

	วสวั ัตติ์์� อิินทร์์แปลง และจารีี ทองคํํา (2563) งาน

วิิจัยันี้้�มีวัีัตถุุประสงค์์เพ่ื่�อค้้นหาเทคนิคิการจำแนก จาก 5 เทคนิคิ 

ที่่�มีปีระสิทิธิภิาพ คืือ เทคนิคิ Naïve Bayes, SVM, K-Nearest 

Neighbor เทคนิิคต้้นไม้้ตััดสิินใจ C4.5 และเทคนิิค Random 

Forest โดยเก็็บรวบรวมข้้อมููลความคิิดเห็็นต่่อเกมมืือถืือผัับจีี

จำนวน 3,798 ข้้อความ ในกระบวนการคััดเลืือกคํําาบ่่งชี้้�เพื่่�อ

ใช้้ในการแยกคุุณลัักษณะได้้เลืือกใช้้คําาวิเิศษณ์ ์และคํําาสแลง

บางคําําที่่�ความหมายของคํําาเป็็นคําําวิเิศษณ์์เพื่่�อทำการแยก

คุุณลัักษณะเชิิงบวกและเชิิงลบ งานวิิจััยยัังมีีการปรัับความ

สมดุลุของข้้อมููลด้้วยวิธิี ีSMOTEและใช้้หลักัการ 10-fold cross 

validation ในการแบ่่งกลุ่่�มข้้อมููลเป็็นชุดข้้อมููลเรีียนรู้�และชุุด

ข้้อมููลทดสอบ เมื่่�อทำการทดสอบและวัดัประสิทิธิภิาพของตัวั

แบบพบว่่า เทคนิิค K-Nearest Neighbor ให้้ผลดีีที่่�สุุดในการ

วิิเคราะห์์ความคิิดเห็็น โดยให้้ค่าความแม่่นยําา 99.75% ค่่า

ความระลึึก 100% และค่่าความถููกต้้อง 99.87%

	 การศึกึษาครั้้�งนี้้�ผู้้�วิจิัยัมีแีนวคิดที่่�จะสร้้างตัวัแบบการ

วิเิคราะห์ค์วามรู้้�สึึกทางอารมณ์ ์สำหรับัจำแนกบทวิจิารณ์จ์าก

ผู้้�ซื้้�อ โดยใช้้เทคนิิค Machine Leaning แบบการเรีียนรู้้�แบบ 

Supervised Leaning ส่่วนข้้อมููลที่่�ใช้้ คืือบทวิิจารณ์์เกมจาก

แพลตฟอร์์ม steam ที่่�เป็็นภาษาไทย เพื่่�อให้้การวิิเคราะห์์มีี

ความแม่่นยำ ข้้อมููลที่่�ใช้้ในการฝึึกตััวแบบถููกแปลงเป็็น

คุณุลักัษณะหลายประเภท ได้้แก่่ Bag of Words, TF-IDF และ 

Word Embedding (Word2Vec) ซึ่่�งเป็็นวิิธีีการที่่�ช่่วยในการ

แทนค่่าคำในลัักษณะที่่�สามารถนำไปใช้้ในการฝึึกตััวแบบได้้

อย่่างมีีประสิิทธิิภาพ ในการศึึกษาได้้เลืือกใช้้เทคนิิคการเรีียน

รู้้�ของเคร่ื่�องที่่�หลากหลายเพื่่�อเปรีียบเทีียบผลลััพธ์์ เช่่น ตััว

แบบ Machine Learning อย่่าง Naïve Bayes, SVM และ 

1D-CNN (One-dimensional Convolutional Neural Network) 

ซึ่่�งเป็็นเทคนิคิที่่�มีคีวามหลากหลายในการจัดการกับข้้อมููลที่่�มีี

ลัักษณะต่่างๆ นอกจากนี้้�ยัังได้้ใช้้ตััวแบบ Transformer อย่่าง 

BERT Multilingual และ WangchanBERTa ซึ่่�งถููกออกแบบ

มาเพื่่�อจัดัการกับข้้อมููลภาษาธรรมชาติใินหลายภาษาและโดย

เฉพาะสำหรัับภาษาไทย

	 งานวิิจััยฉบัับนี้้� จะนำเสนอการวิิเคราะห์์ความรู้้�สึึก

จากบทวิิจารณ์์เกมบน Steam โดยมุ่่�งเน้้นที่่�การรัับรู้้�และ

ทำนายความรู้้�สึึกหรืือทััศนคติิที่่�ปรากฏในบทวิิจารณ์์ โดยใช้้

เทคนิิคด้้านการประมวลผลภาษาธรรมชาติิ (Natural  

Language Processing: NLP) การวิเิคราะห์์ความรู้้�สึกึ (Sentiment  

Analysis) และเทคนิคิการจำแนกข้้อความ (Text Classification) 

เพื่่�อสร้้างตััวแบบที่่�เหมาะสมสำหรัับการวิิเคราะห์์ความรู้้�สึึก

จากบทวิิจารณ์์เกมบน Steam เนื่่�องจากบทวิิจารณ์์เกม 

มัักจะเต็็มไปด้้วยคำแสลง คำหยาบ หรืือคำเฉพาะกลุ่่�มที่่�

เกี่่�ยวข้้องกับัการเล่น่เกม ซึ่่�งทำให้้การวิเิคราะห์์และการทำนาย

ความรู้้�สึึกเป็็นเร่ื่�องที่่�ท้้าทาย ดัังนั้้�นจึงจำเป็็นต้้องพััฒนาและ
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ปรัับแต่่งตััวแบบการวิิเคราะห์์ความรู้้�สึึกนี้้�เพ่ื่�อให้้สามารถ

จััดการกัับความหลากหลายของภาษาที่่�พบในบทวิิจารณ์์เกม

ได้้อย่่างมีีประสิิทธิิภาพ

	 ในงานวิิจััยมีีส่่วนที่่�เป็็น Research Contribution ดััง

ต่่อไปนี้้�

	 1)	 ในงานวิจัิัยมีการเปรีียบเทีียบให้้เห็็นประสิทิธิิภาพ 

ของตััวแบบ 3 ประเภทในการวิิเคราะห์์ความรู้้�สึึกกัับความคิิด

เห็็นที่่�เป็็นภาษาไทย ซ่ึ่�งประกอบด้้วย machine learning 

model, CNN model และ transformer model

	 2)	ขั้้ �นตอนของการเตรีียมข้้อมููลมีีกระบวนการใน

จััดการข้้อมููลที่่�เป็็น imbalanced data ด้้วยวิิธีี oversampling 

ซึ่่�งทำให้้ประสิิทธิิภาพด้้านความถููกต้้องของตััวแบบทั้้�ง 3 

ประเภทเพิ่่�มขึ้้�น

	 3) 	 เปรีียบเทีียบวิิธีีการสกัดคุุณลัักษณะพิิเศษที่่�จะ

นำไปใช้้งานร่ว่มกับัตัวัแบบ machine learning โดยคุณุลักัษณะ

พิิเศษที่่�สนใจจำนวนคำที่่�ปรากฏในเอกสาร เช่่น BoW และ 

TF-IDF และคุุณลัักษณะพิิเศษที่่�สนใจบริิบทของคำ เช่่น 

Word2Vec

วิิธีีการดำเนิินการวิิจััย
	 ขั้้�นตอนการดำเนิินการจะประกอบไปด้้วย 5 ส่่วนที่่�

สำคััญ ดัังแสดงที่่� Figure 1 ซึ่่�งมีีรายละเอีียดดัังนี้้�

			 1. 	 การรวบรวมข้้อมููล (Data collection)

		  การวิิเคราะห์์ความรู้้�สึึกจากบทวิิจารณ์์เกมบน

สตรีีม ใช้้ข้้อมููลจากเว็็บไซต์์ Kaggle (https://www.kaggle.

com/datasets/boatlnwza/steam-review-thai) ซึ่่�งเป็็นข้้อมููล

การแสดงความคิิดเห็็นเกี่่�ยวกัับเกม โดยชุุดข้้อมููลมีีจำนวน 

45,891 แถวแบ่่งเป็็น 2 คลาส ได้้แก่่ คลาส True ที่่�แสดงถึึง

ความคิิดเห็็นเชิิงบวก มีีจำนวน 31,238 แถว และคลาส false 

ที่่�แสดงถึึงความคิิดเห็็นเชิิงลบ มีีจำนวน 14,653 แถว แสดง

ดัังตััวอย่่างที่่� Table 1 โดยที่่�ชุุดข้้อมููลทั้้�งหมดยัังไม่่ได้้ผ่่าน

การเตรีียมข้้อมููล

	 2. 	 การเตรีียมข้้อมููล (Preprocessing Data)

	 	 2.1 	 การทำความสะอาดข้อ้ความ (Text Cleaning)

			   เป็็นขั้้�นตอนที่่�ช่่วยจััดการและปรัับปรุุง

ข้้อความให้้อยู่่�ในรููปแบบที่่�เหมาะสมสำหรัับการนำไปใช้้

วิเิคราะห์์หรืือสร้้างตััวแบบ โดยเริ่่�มต้้นจากการลบข้้อความที่่�มีี

อีโีมจิิ เน่ื่�องจากอีีโมจิิมักัจะไม่่สอดคล้้องกัับการวิเิคราะห์์เนื้้�อหา

Figure 1 Framework of the sentiment analysis process based on game reviews on Steam

			น   อกจากนี้้�ยัังเลืือกเก็็บไว้้เฉพาะตััวอัักษร 

โดยการลบสัญลัักษณ์์ หรืือตััวอัักษรที่่�ไม่่ใช่่ภาษาไทยและ

ภาษาอัังกฤษออกเพื่่�อให้้ข้้อมููลเป็็นไปในรููปแบบที่่�ถููกต้้อง 

ชััดเจนยิ่่�งขึ้้�น และคำภาษาอัังกฤษจะเปลี่่�ยนเป็็นตััวพิิมพ์์เล็็ก

ทั้้�งหมดเพื่่�อให้้อยู่่�ในรููปแบบเดีียวกััน ดัังแสดงตััวอย่่างที่่� Table 2 

			   หลังัจากการทำความสะอาดข้้อความ หาก

ในคอลััมน์์ของข้้อมููลที่่�ทำความสะอาดแล้้วมีข้้อความใดที่่�ว่่าง

เปล่่าไม่่มีขี้้อมููล ข้้อมููลแถวนั้้�นจะถููกลบออกซ่ึ่�งมีีจำนวนทั้้�งหมด 

404 แถว ข้้อมููลจะเหลืือทั้้�งหมด 45,487 แถว จากการลบแถว

ที่่�ว่่าง 404 แถว โดยแบ่่งเป็็น 2 คลาส ได้้แก่่ true ที่่�แสดงถึึง

ความคิิดเห็็นเชิิงบวก มีจีำนวน 30,910 แถว และ false ที่่�แสดง

ถึึงความคิิดเห็็นเชิิงลบ มีีจำนวน 14,577 แถว แสดงดััง Figure 2

	 	 2.2 	การตััดคำ (Word Tokenization)

			   การตัดคำเป็็นกระบวนการสำคััญในงาน

ประมวลผลภาษาธรรมชาติิ โดยมีีเป้้าหมายในการแยก

ข้้อความออกเป็็นหน่่วยย่อยหรืือ “Token” ซ่ึ่�งแต่่ละ Token มักั

จะเป็น็คำหรืือวลีทีี่่�มีคีวามหมายในตัวัเอง แต่ส่ำหรับัภาษาไทย

ซึ่่�งไม่่มีีการเว้้นวรรคระหว่่างคำ กระบวนการนี้้�จึึงมีีความซัับ
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ซ้้อนมากขึ้้�น จำเป็็นต้้องใช้้อัลกอริทึิึมเฉพาะในการแยกคำออก

จากกััน โดยมีีเทคนิิคที่่�น่่าสนใจ 3 เทคนิิค ได้้แก่่ newmm, 

multi-cut และ deepcut ดัังแสดงใน Table 3 จากตารางแสดง

ให้้เห็น็การเปรียีบเทียีบการตัดัคำระหว่า่ง newmm, multi-cut 

และ deepcut แต่ล่ะเทคนิคิมีจุีุดเด่น่ต่า่งกันั โดยเทคนิคิnewmm 

เหมาะกัับการแยกคำที่่�พบในรููปแบบทั่่�วไปและ 

			   คำที่่�ตรงกับัพจนานุกุรม มีกีารแยกคำค่อ่น

ข้้างครบ แต่่บางครั้้�งอาจไม่่เหมาะสำหรัับรีวีิวิที่่�มีกีารใช้้คำผสม

ไทยและอัังกฤษหรืือคำที่่�ไม่่ได้้อยู่่�ในพจนานุุกรม เช่่น “2D” 

เทคนิิค multi-cut มีีความสามารถแยกคำที่่�รวมกัันเป็็นวลีีได้้ 

เช่่น “เกมดีีมากครัับ” ทำให้้เห็็นเนื้้�อหาโดยรวมได้้ดีีขึ้้�น แต่่จะ

มีีปััญหากัับการแยกคำเชิิงละเอีียด ซ่ึ่�งอาจจำเป็็นในการ

วิเิคราะห์์รีวีิวิที่่�เน้้นไปที่่�คำแสดงอารมณ์์หรืือคำแสดงความรู้้�สึกึ

เชิิงบวกและลบ เทคนิิค deepcut สามารถแยกคำละเอีียดได้้

มากที่่�สุุด โดยเฉพาะประโยคที่่�ผสมระหว่่างคำภาษาไทยและ

ภาษาอัังกฤษที่่�ปะปนกััน ช่่วยให้้สามารถจัับคำในเชิิงราย

ละเอีียดได้้ดีี เหมาะกัับงานที่่�ต้้องการข้้อมููลแบบคำต่่อคำเพื่่�อ

นำไปวิิเคราะห์์ต่่อ

			   โดยสรุปุหากต้้องการการวิเิคราะห์ร์ีวีิวิเกม

หรืือความคิดิเห็น็ที่่�ต้้องการความละเอียีดสููงในเชิงิอารมณ์ ์และ

มีีการผสมคำภาษาไทยและภาษาอัังกฤษ จึึงเหมาะสมที่่�จะ

เลืือกใช้้เทคนิิค deepcut เทคนิิค deepcut สามารถแยกคำได้้

ละเอีียดโดยเฉพาะคำภาษาไทย เช่่น “ดีี”, “มาก” และ “ครัับ” 

ที่่�ตััดออกมาเป็็นคำเดี่่�ยว ซึ่่�งทำ

Table 1 Example of game reviews.

Review Recommended

เกมดีีมากครัับ เล่่นได้้ยาวๆ เล่่นกับเพ่ื่�อนสนุกมาก True

สนุุกมากๆแนะนำเลย True

โคตรดีี โคตรมัันส์์ โคตรเพลิิน True

โลกกว้้างก็็จริิง แต่่ไม่่ได้้รู้้�สึึกตื่่�นตากัับอะไรเลย False

โคตรของโคตรของโคตรบััค ทั้้�งบััคทั้้�งหน่่วง False

Table 2 Text cleaning example.

Text Text cleaning

เกมดีีมากครัับ เล่่นได้้ยาวๆ เล่่น

กัับเพื่่�อนสนุุกมาก

เกมดีีมากครัับ เล่่นได้้ยาว เล่่นกัับ

เพื่่�อนสนุุกมาก

ผู้้�พััฒนาแย่่มากที่่�ปล่่อย DLC ที่่�

เสีียหายอยู่่�เสมอ

ผู้้�พััฒนาแย่่มากที่่�ปล่่อย dlc ที่่�เสีีย

หายอยู่่�เสมอ

เป็็นเกมที่่�ดีี ฝึึกความ Creative 

สมเป็็นเกมต้้นเเบบ 2D

เป็็นเกมที่่�ดีี ฝึึกความ creative 

สมเป็็นเกมต้้นเเบบ 2d

 เกมไม่่ดีี!!!!!!!!! เกมไม่่ดีี

null

			   ให้้สามารถจัับคำแสดงอารมณ์์หรืือคำ

คุุณศััพท์์ได้้ดีีกว่่า นอกจากนี้้� deepcut สามารถตััดคำผสม

ภาษาไทยและภาษาอัังกฤษได้้ดีี เช่่น “2d” ซึ่่�งมีีความสำคััญ

ในรีีวิิวเกมที่่�อาจมีีคำศััพท์์เฉพาะในภาษาอัังกฤษ การแยกคำ

ออกมาได้้ชััดเจนทำให้้การวิิเคราะห์์ในขั้้�นถััดไปแม่่นยำขึ้้�น

		  2.3 	การลบคำหยุุด (Stop words removal)

			   การลบคำหยุดุเป็น็กระบวนการที่่�เป็น็ส่ว่น

สำคัญัในการประมวลผลข้้อความ เพื่่�อลดขนาดของข้้อมููลและ

เพิ่่�มประสิทิธิิภาพในการทำนาย ทำให้้สามารถเน้้นคำที่่�สำคัญั

และมีีความหมายมากขึ้้�น โดยใน stop word list มีีทั้้�งหมด 

1030 คำ ซ่ึ่�งจะแบ่ง่ออกเป็็น 1) คำสรรพนาม เช่่น “ฉััน”, “คุุณ”, 

“เธอ” 2) คำเชื่่�อม เช่่น “และ”, “กัับ”, “แต่่” 3) คำบุุพบท เช่่น 

“ใน”, “บน”, “ที่่�” 4) คำบ่่งบอกเวลา เช่่น “เมื่่�อ”, “ก่่อน”, “หลััง” 

5) คำช่่วยหรืือคำบอกอารมณ์์ เช่่น “ครัับ”, “ค่่ะ”, “นะ” 6) คำ

แสดงความเป็น็เจ้้าของ เช่น่ “ของ”, “นั้้�น”, “นี้้�” และ 7) คำทั่่�วไป

ที่่�ไม่จ่ำเป็น็ต่อ่ความหมายหลักั เช่น่ “แล้้ว”, “ก็”็, “ด้้วย” เป็น็ต้้น 

ดัังแสดงตััวอย่่างที่่� Table 4

Figure 2 Graph comparing the number of instances in both 

classes after text cleaning

	

			   เมื่่�อทำการลบคำหยุุดจะทำให้้บางแถวเป็็น

ค่่าว่่าง ซึ่่�งมีีจำนวนทั้้�งหมด 1,908 แถว จากนั้้�นจะทำการลบ

แถวที่่�เป็น็ค่า่ว่า่งนั้้�นทิ้้�ง ชุดุข้้อมููลจะเหลืือทั้้�งหมด 43,579 แถว 

โดยมีแถวที่่�เป็็นคลาส true ที่่�แสดงถึึงความคิิดเห็็นเชิิงบวก 

มีีจำนวน 29,402 แถว และคลาส false ที่่�แสดงถึึงความคิิด

เห็็นเชิิงลบ มีีจำนวน 14,177 แถว

	 	 2.4	 การแบ่่งข้้อมููล (Data splitting)

			   กระบวนการนี้้�เริ่่�มจากการนำข้้อมููลทั้้�งหมด

แบ่่งออกเป็็นชุุดฝึึกสอน (train) 70% และชุุดทดสอบ (test) 

30% หลัังจากการแบ่่งข้้อมููลจากชุุดข้้อมููล 43,579 แถวจะได้้

ชุุด train 70% จำนวน 30,505 แถว โดยแบ่่งเป็็นคลาส true 

จำนวน 20,640 แถว และคลาส false จำนวน 9,865 แถว และ
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ชุุด test 30% จำนวน 13,074 แถว โดยแบ่่งเป็็นคลาส true 

จำนวน 8,762 แถว และคลาส false จำนวน 4,312 แถว ดััง

แสดง Table 5

		  2.5	 	การจััดการข้้อมููลที่่�ไม่่สมดุุล (Improving 

imbalanced data)

			   การจััดการข้้อมููลที่่�ไม่่สมดุุลเป็็นกระบวน

การที่่�สำคััญต่่อ machine learning model เนื่่�องจากข้้อมููลที่่�

ไม่ส่มดุลุอาจทำให้้ตัวแบบเรียีนรู้้�ข้้อมููลไม่่เต็ม็ที่่�และมีแีนวโน้้ม

ที่่�จะคาดการณ์ไ์ปยังัคลาสที่่�มีตีัวัอย่า่งมากกว่า่ ส่ง่ผลให้้ความ

แม่น่ยำของการทำนายลดลง โดยเทคนิคิที่่�นิยิมใช้้ในการแก้้ไข

ปััญหานี้้�คืือ Random Oversampling (ROS) และ Random 

Undersampling (RUS) (Rojarath et al., 2024)

			   วิิ ธีีการ ROS เป็็นวิิธีีการเพิ่่�มจำนวน

ตัวัอย่า่งข้้อมููลในคลาสที่่�มีจีำนวนน้้อย โดยการคัดัลอกตัวัอย่า่ง

ที่่�มีีอยู่่�แล้้วในคลาสนั้้�นมาเพิ่่�ม ทำให้้คลาสที่่�มีีจำนวนน้้อยมีี

จำนวนตััวอย่่างเพิ่่�มขึ้้�นจนใกล้้เคีียงกัับคลาสที่่�มีีจำนวนมาก 

วิิธีีการนี้้�ช่่วยให้้ตััวแบบสามารถเรีียนรู้้�จากตััวอย่่างที่่�มากขึ้้�น

จากคลาสที่่�มีีจำนวนน้้อย ซ่ึ่�งจะช่่วยลดความลำเอีียง (bias) 

ของตััวแบบต่่อคลาสที่่�มีีจำนวนมาก ในงานวิิจััยมีี training 

dataset จำนวน 30,505 แถว เป็็นคลาส true จำนวน 20,640 

แถว 

Table 3 Examples of word tokenization

Word segmentation techniques Word segmentation

newmm
[‘เกม’, ‘ดีีมาก’, ‘ครัับ’, ‘เล่่น’, ‘ได้้’, ‘ยาว’, ‘เล่่น’, ‘กัับ’, ‘เพื่่�อน’, ‘สนุุก’, ‘มาก’]

[‘เป็็น’, ‘เกม’, ‘ที่่�’, ‘ดีี’, ‘ฝึึก’, ‘ความ’, ‘creative’, ‘สม’, ‘เป็็น’, ‘เกม’, ‘ต้้น’, ‘เเบบ’, ‘2’, ‘d’]

Multi_cut
[‘เกมดีีมากครัับ’, ‘เล่่น’, ‘ได้้’, ‘ยาว’, ‘เล่่น’, ‘กัับ’, ‘เพื่่�อน’, ‘สนุุก’, ‘มาก’]

[‘เป็็น’, ‘เกมที่่�’, ‘ดีี’, ‘ฝึึก’, ‘ความ’, ‘creative’, ‘สม’, ‘เป็็น’, ‘เกมต้้น’, ‘เเบบ’, ‘2’, ‘d’]

deepcut
[‘เกม’, ‘ดีี’, ‘มาก’, ‘ครัับ’, ‘เล่่น’, ‘ได้้’, ‘ยาว’, ‘เล่่น’, ‘กัับ’, ‘เพื่่�อน’, ‘สนุุก’, ‘มาก’]

[‘เป็็น’, ‘เกม’, ‘ที่่�’, ‘ดีี’, ‘ฝึึก’, ‘ความ’, ‘creative’, ‘สม’, ‘เป็็น’, ‘เกม’, ‘ต้้น’, ‘เเบบ’, ‘2d’]

			   คลาส false จำนวน 9,865 แถว เมื่่�อใช้้ 

ROS แล้้วชุดฝึกึสอนจะมีีจำนวน 41,280 แถว โดยมีคลาส true 

จำนวน 20,640 แถว และ คลาส false จำนวน 20,640 แถว

เท่า่กันั ดังัแสดงที่่� Figure 3 วิธีิีการ RUS เป็็นวิธิีกีารลดจำนวน

ตัวัอย่า่งในคลาสที่่�มีจีำนวนมากลง โดยการสุ่่�มลบตัวอย่า่งบาง

ส่่วนออกจากคลาสที่่�มีีจำนวนมาก เพ่ื่�อให้้จำนวนข้้อมููลใน

คลาสนั้้�นมีี

Figure 3 Graph after performing Random Oversampling 

(ROS) technique

Figure 4 Graph after performing Random Undersam-

pling (RUS) technique

			   ความสมดุุลกัับคลาสที่่�มีีจำนวนน้้อย วิิธีีนี้้�

มัักใช้้เม่ื่�อมีีจำนวนข้้อมููลในคลาสใดคลาสหนึ่่�งมากเกิินไปและ
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แถว และ คลาส false จำนวน 9,865 แถว เมื่่�อใช้้ RUS แล้้ว
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Figure 4

	 3.	 การสกัดัคุณุลักัษณะพิเิศษ (Feature Extraction)

	 	 3.1	 การสร้้างคลัังคำศััพท์์ (Bag of Words) 
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ความถี่่�ของคำศััพท์์ที่่�ปรากฏในเอกสาร ดัังสมการที่่� 1
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และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 
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𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 
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Figure 5 Top 10 most frequent words
   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 	 (2)

			ดั   ังนั้้�น นำการคำนวณทั้้�งสองส่่วนมารวม

กััน จะได้้การคำนวณหาค่่า TF-IDF โดยจะนำค่่า TF กัับค่่า 
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และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

	 (3)

		  3.3	 การคัดัเลือืกคุณุลักัษณะด้ว้ย Word2Vec

			   เป็็นหนึ่่�งในเทคนิิคหลัักที่่�ใช้้ในการสร้้าง 

Word Embedding ซ่ึ่�งเป็็นวิธีิีการที่่�แปลง text ให้้เป็็นเวกเตอร์์ 

ซึ่่�งสามารถใช้้ในการจัับความหมายของคำและความสััมพัันธ์์

ระหว่่างคำได้้ดีขึ้้�น โดยใช้้ Continuous Bag of Words (CBoW) 

ในการเรีียนรู้้� word embeddings โดยตััวแบบจะพยายาม

ทำนายคำที่่�เป็็นเป้้าหมาย หรืือคำตรงกลางจากคำที่่�อยู่่�รอบ

ข้้างที่่�อยู่่�รอบๆ คำนั้้�นในประโยค ซึ่่�งช่ว่ยให้้ตัวัแบบเรีียนรู้้�การ

แทนความหมายของคำในบริิบทที่่�หลากหลาย ดัังสมการที่่� 4

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

 	 (4)

			ส   ำหรัับคำเป้้าหมาย 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น
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ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  
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เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่
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สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

 ในประโยค คำ

รอบๆ จะถููกกำหนดเป็็น 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

ซึ่่�งอาจจะมีีขนาด 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น
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ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

ตัวัอักัษรที่่�อยู่่�

ด้้านซ้้ายและด้้านขวา โดยคำรอบๆ จะถููกแทนที่่�ด้้วยเวกเตอร์์ 

CBoW ใช้้เวกเตอร์์ของคำใน context เพ่ื่�อคาดการณ์คำเป้้า

หมาย 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  
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3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 
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Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  
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โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

		  (5)
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Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

 คืือเวกเตอร์์เฉลี่่�ยของ context words, 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น

)       

 

ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

 คืือ เวก

เตอร์์ของคำเป้้าหมาย และ 

   

  

                   

Table 4 Examples of stop word removal. 

 

Table 5 Data splitting. 

 

และยงัคาํนวณค่านํ�าหนักใหแ้ก่คาํศพัทท์ี�มคีวามสําคญัสงู

ในเอกสารทั �งหมดของชุดขอ้มลู 

Term Frequency (TF) เป็นค่าที�บอกความถี�

ของคาํศพัทท์ี�ปรากฏในเอกสาร ดงัสมการที� 1 

 

𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡) =  จาํนวนครั�งที�คาํศพัท ์𝑡 ปรากฏในเอกสาร 𝑑
จาํนวนคาํทั�งหมดในเอกสาร 𝑑

  

 

Inverse Document Frequency (IDF) เป็นการ

คํานวณค่านํ�าหนักที�แสดงถึงความถี�ในการใชค้ําหนึ�งคํา

โดยคาํที�ใชบ้่อยในเอกสารจะมค่ีา IDF ตํ�า ซึ�งหมายถงึคํา

นั �นไม่สาํคญัมากในเชงิความหมายของเอกสารนั �นๆ ส่วน

คาํที�ถูกนํามาใชน้้อยในเอกสารจะมคี่า IDF สงู ดงัสมการ

ที� 2 

 

Figure 5 Top 10 most frequent words. 

𝐼𝐼𝐼𝐼𝐼𝐼(𝑡𝑡𝑡 𝑡𝑡) = log ( จาํนวนเอกสารทั�งหมดในชุดขอ้มูล 𝐷
จาํนวนเอกสารที�มีคาํศพัท ์𝑡 ปรากฏในนั�น
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ดงันั �น นําการคํานวณทั �งสองส่วนมารวมกนั จะ

ได้การคํานวณหาค่า TF-IDF โดยจะนําค่า TF กับค่า 

IDF มาคูณเข้าด้วยกัน ซึ� ง เป็นการคัดแยกคําตาม

ความสําคญัโดยการให้นํ�าหนักคําในแต่ละคําในเอกสาร

แต่ละรายการ ดงัสมการที� 3  

 

𝑇𝑇𝑇𝑇 𝑇 𝑇𝑇𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡𝑡 𝑡𝑡) = 𝑇𝑇𝑇𝑇(𝑡𝑡𝑡 𝑡𝑡)  ∙  𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼 𝐼𝐼𝐼  (3) 

 

3.3 ก า ร คั ด เ ลื อ ก คุ ณ ลั ก ษ ณ ะ ด้ ว ย 

Word2Vec 

เป็นหนึ�งในเทคนิคหลกัที�ใช้ในการสร้าง Word 

Embedding ซึ�งเป็นวธิกีารที�แปลง text ใหเ้ป็นเวกเตอร์ 

ซึ� งสามารถใช้ ในการจับความหมายของคํ าและ

ความสัมพันธ์ระหว่างคําได้ดีขึ�น โดยใช้ Continuous 

Bag of Words (CBoW) ใ น ก า ร เ รี ย น รู้  word 

embeddings โดยตัวแบบจะพยายามทํานายคําที�เป็น

เป้าหมาย หรือคําตรงกลางจากคําที�อยู่รอบข้างที�อยู่

รอบๆ คํานั �นในประโยค ซึ�งช่วยให้ตัวแบบเรียนรู้การ

แทนความหมายของคาํในบรบิทที�หลากหลาย ดงัสมการ

ที� 4 

 

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶  𝐶𝐶𝐶𝑡−�,𝑤𝑤 𝑡−�+1, … ,𝑤𝑤 𝑡−1,𝑤𝑤 𝑡+1, … ,𝑤𝑤 𝑡+�}     (4) 
 

สําหรบัคําเป้าหมาย 𝑤𝑤𝑡ในประโยค คํารอบๆ 

จะถูกกําหนดเป็น 𝐶𝐶 ซึ�งอาจจะมขีนาด 𝐶𝐶 ตัวอกัษรที�อยู่

ด้านซ้ายและด้านขวา โดยคํารอบๆ จะถูกแทนที�ด้วย

เวกเตอร ์ 

CBoW ใช้เวกเตอร์ของคําใน context เพื� อ

คาดการณ์คาํเป้าหมาย 𝑊𝑊𝑡 ดงัสมการที� 5  

 

𝑃𝑃(𝑤𝑤𝑡|𝐶𝐶𝐶𝐶𝐶   𝑒�𝑤𝑡∙ℎ
𝑇

∑ 𝑒
�𝑤𝑡∙ℎ

𝑇
𝑤∈𝑉

 

 

โดยที� ℎ คอืเวกเตอรเ์ฉลี�ยของ context words, 

𝑉𝑉𝑤𝑡 คอืเวกเตอร์ของคําเป้าหมาย และ 𝑉𝑉 คอืชุดของคํา

ทั �งหมดในคลงัคาํ 

 

words words + stop words 

[เกม, ด,ี มาก, ครบั, เล่น, 

ได,้ ยาว, เล่น, กบั, เพื�อน, 

สนุก, มาก] 

[ เกม , ดี , เ ล่น , เ ล่น , 

เพื�อน, สนุก] 

[สนุก, มาก, เกม, ก็, เล่น, 

ลื�น, แต่, คอื, ยงั, ไง, อยาก

, เล่น, ต่อ, นะ, ขอรอ้ง, ล่ะ] 

[สนุก, เกม, เล่น, ลื�น, 

เล่น, ขอรอ้ง] 

Dataset Instances True False 

Training set  30,505 20,640 9,865 

Test set  13,074 8,762 4,312 

(5) 

(1) 

(2) 

คืือชุุดของคำทั้้�งหมดในคลัังคำ

﻿	 4. 	 การสร้้างตััวแบบ

	 	 4.1 	Naïve Bayes Multinomial 

			   Naïve Bayes Multinomial เป็็นอัลักอริทึิึม

การจำแนกประเภทที่่�ใช้้ในการประมวลผลข้้อมููลประเภท

ข้้อความ เช่่น การจัดประเภทเอกสาร หรืือการวิเิคราะห์์ความ

คิดิเห็็น โดยอิงตามทฤษฎีขีอง Bayes และมีีสมมติิฐานว่าแต่่ละ

ฟีีเจอร์์เป็็นอิิสระจากกััน หลัักการพื้้�นฐานของทฤษฎีี Bayes 

สมการสำหรับัการคำนวณความน่า่จะเป็น็ที่่�ข้้อมููล 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

 จะอยู่่�ใน

คลาส 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย
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hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 
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4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ
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(6) 

 คืือ  

	

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 
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โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ
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4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก
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ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั
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 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ
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จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 
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โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์
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ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
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ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

 ซึ่่�งคำนวณด้้วยสมการที่่� 7

	

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
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ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

		  (7)

			   หลัังจากคำนวณความน่่าจะเป็็นของคำ

แต่่ละคำแล้้ว ความน่่าจะเป็็นของทั้้�งข้้อความ 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
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(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
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และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

และทำการเลืือกคลาสที่่�มีคี่า่ความน่า่จะเป็็นสููงสุดุเป็็นคำตอบ

	 	 4.2 	Support Vector Machine แบบ Linear 

			   Support Vector Machine แบบ linear เป็็น

อััลกอริิทึึมการจำแนกประเภทที่่�ใช้้เส้้นตรงในการแยกข้้อมููล

ออกเป็็นสองคลาส โดยมีวััตถุุประสงค์์ในการหาขอบเขตการ

ตััดสิินใจที่่�ดีีที่่�สุุดซึ่่�งเรีียกว่่า hyperplane โดย hyperplane ที่่�

ดีีที่่�สุุด คืือเส้้นที่่�ทำให้้ระยะห่่างระหว่่างข้้อมููลจากสองคลาสที่่�

ใกล้้ hyperplane ที่่�สุดุมีคี่า่มากที่่�สุดุ ซึ่่�งข้้อมููลที่่�อยู่่�ใกล้้ hyper-

plane นี้้�เรีียกว่่า support vectors หรืือจุุดข้้อมููลที่่�อยู่่�ใกล้้กัับ

เส้้นแบ่่งระหว่่างคลาสและถููกใช้้ในการกำหนดขอบเขตของการ

ตััดสิินใจ 

			   SVM พยายามหาค่่าของเวกเตอร์์น้้ำหนััก   

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

และค่่า bias 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

เพื่่�อหาฟัังก์์ชัันสมการของเส้้นตรง ดััง

สมการที่่� 9

	

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

			   (9)

			   โดยเส้้น hyperplane นี้้�จะแยกข้้อมููลจาก

สองคลาสได้้ ข้้อมููลจากคลาสหนึ่่�งต้้องอยู่่�ฝั่่�งหนึ่่�งของเส้้นและ

ข้้อมููลจากอีีกคลาสหนึ่่�งต้้องอยู่่�ฝั่่�งตรงข้้าม ซึ่่�งสามารถเขีียน

เงื่่�อนไขการจำแนกได้้เป็็น ดัังสมการที่่� 10

	

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 

 

 𝑓𝑓(𝑥𝑥) =  𝑤𝑤𝑇𝑥𝑥 + 𝑏𝑏  (9) 

 

โดยเส้น hyperplane นี�จะแยกข้อมูลจากสอง

คลาสได ้ขอ้มูลจากคลาสหนึ�งต้องอยู่ฝั �งหนึ�งของเสน้และ

ข้อมูลจากอีกคลาสหนึ�งต้องอยู่ฝั �งตรงขา้ม ซึ�งสามารถ

เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย

ที� 𝑦𝑦𝑖 คือคลาสของข้อมูล ซึ�ง  𝑦𝑦𝑖 = 1 หรือ  𝑦𝑦𝑖 = −1 

ขึ�นอยู่กับคลาสของข้อมูล ซึ�ง svm พยายามที�จะหา 

hyperplane ที�ทําให้ระยะห่างระหว่าง support vectors 

จากสองคลาสมคี่าสูงสุด โดยระยะห่างนี�เรยีกว่า margin 

ซึ�งสมการในการหาค่า margin ดงัสมการที� 11 

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 =  
2

||𝑤𝑤||
 

  

(11) 

โดยการหา ||𝑤𝑤|| หมายถึง การหาขนาดของเวกเตอร์

นํ�าหนัก 𝑤𝑤 ดังนั �น SVM จะพยายามหาค่า 𝑤𝑤 ที�ทําให้ 

margin มากที�สุด ซึ�งแปลงเป็นการแก้ปัญหาในรูปแบบ

ฟังกช์นั ไดด้งัสมการที� 12  
 

𝑚𝑚𝑚𝑚𝑚𝑚
𝑤,𝑏

1
2

||𝑤𝑤||2 
 

(12) 

  

ภายใต้เงื�อนไข  𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1 
 

4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ

หนึ�ง ที�ใชส้าํหรบัประมวลผลขอ้มูลที�เป็นลําดบั จะทาํการ 

convolution กับข้อมูลในรูปของเวกเตอร์ข้อมูล แบบ 1 

(6) 

	           (10)

			ส   ำหรับัข้้อมููลทุกุตัวั 

   

  

                   

4. การสร้างตวัแบบ 
4.1 Naïve Bayes Multinomial  

Naïve Bayes Multinomial เป็นอลักอริทึมการ

จําแนกประเภทที�ใช้ในการประมวลผลข้อมูลประเภท

ขอ้ความ เช่น การจดัประเภทเอกสาร หรอืการวเิคราะห์

ความคิดเห็น โดยอิงตามทฤษฎีของ Bayes และมี

สมมติฐานว่าแต่ละฟีเจอร์เป็นอิสระจากกัน หลักการ

พื�นฐานของทฤษฎี Bayes สมการสําหรับการคํานวณ

ความน่าจะเป็นที�ขอ้มลู 𝑥𝑥 จะอยู่ในคลาส 𝐶𝐶𝑘 คอื   

 

𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) =  
𝑃𝑃(𝑥𝑥|𝐶𝐶𝑘) ∙ 𝑃𝑃(𝐶𝐶𝑘)

𝑃𝑃(𝑥𝑥)
 

สําหรับ Naïve Bayes Multinomial วิธีนี�จะใช้

ตัวแบบการคํานวณความน่าจะเป็นของการเกิดฟีเจอร์ 

คอืคําในขอ้ความ โดยการนับจาํนวนครั �งของคาํแต่ละคาํ

ที�ปรากฏในคลาส 𝐶𝐶𝑘 ซึ�งคํานวณดว้ยสมการที� 7 

 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  
𝑁𝑁𝑥𝑖,𝐶𝑘 +  𝛼𝛼

𝑁𝑁𝐶𝑘 +  𝛼𝛼 ∙ 𝑉𝑉
 

(7) 

 

หลงัจากคํานวณความน่าจะเป็นของคาํแต่ละคาํ

แล้ว ความน่าจะเป็นของทั �งขอ้ความ 𝑥𝑥 สามารถคํานวณ

ไดจ้ากสมการที� 8 
 

𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘) =  � 𝑃𝑃(𝑥𝑥𝑖|𝐶𝐶𝑘)
𝑛

𝑖=1

 
 

(8) 

 

โดย 𝑥𝑥𝑖 คือ ลําดบัคําที�ปรากฏในข้อความนั �น 

และ n คอื จาํนวนคาํทั �งหมดในขอ้ความ 

จากนั �นตัวแบบ Naïve Bayes Multinomial จะ

ทําการคํานวณความน่าจะเป็นของแต่ละคลาส 𝑃𝑃(𝐶𝐶𝑘|𝑥𝑥) 

และทําการเลือกคลาสที�มีค่าความน่าจะเป็นสูงสุดเป็น

คาํตอบ 

 

4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ

ตดัสนิใจ  

SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั

สมการที� 9 
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เขยีนเงื�อนไขการจาํแนกไดเ้ป็น ดงัสมการที� 10 

 

𝑦𝑦𝑖(𝑤𝑤𝑇𝑥𝑥𝑖 + 𝑏𝑏) ≥ 1  (10) 

 

สาํหรบัขอ้มลูทุกตวั 𝑥𝑥𝑖 ในชุดขอ้มลูการฝึก โดย
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4 . 3  1 D-CNN (1 D Convolutional Neural 

Networks)  

1D-CNN เป็นโครงข่ายประสาทเทียมรูปแบบ
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(6) 

 หรืือ 

   

  

                   

4. การสร้างตวัแบบ 
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4.2 Support Vector Machine แบบ Linear  

Support Vector Machine แ บ บ  linear เ ป็ น

อลักอริทึมการจําแนกประเภทที�ใช้เส้นตรงในการแยก

ข้อมูลออกเป็นสองคลาส โดยมีวตัถุประสงค์ในการหา

ขอบเขตการตัดสินใจที�ดีที�สุดซึ�งเรียกว่า hyperplane 

โดย hyperplane ที�ดีที� สุด  คือเส้นที�ทํา ให้ระยะห่าง

ระหว่างขอ้มลูจากสองคลาสที�ใกล้ hyperplane ที�สุดมค่ีา

มากที� สุด ซึ� งข้อมูลที�อยู่ ใกล้ hyperplane นี� เรียกว่า 

support vectors หรือจุดข้อมูลที�อยู่ ใกล้กับเส้นแบ่ง

ระหว่างคลาสและถูกใช้ในการกําหนดขอบเขตของการ
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SVM พยายามหาค่าของเวกเตอรนํ์�าหนัก (𝑤𝑤)  

และค่า bias (𝑏𝑏) เพื�อหาฟังก์ชนัสมการของเส้นตรง ดงั
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layers และการใช้ activation functions เพื�อดึงลักษณะ

เด่นที�เกี�ยวขอ้งกบัลําดบัขอ้มลู 

เลเยอร์ Conv1D แรก จะทําการคํานวณการ
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𝑤𝑤𝑤𝑤𝑤𝑤คอืฟิลเตอร์คอนโวลูชนัที�มขีนาด 𝑘𝑘 และใชฟั้งก์ชนั

การกระตุ้นแบบ ReLU เพื�อเพิ�มความ non-linearity 

ใหก้บัตวัแบบ 

หลังจากการคอนโวลูชันครั �ง แรก  จะใช้  

MaxPooling เพื�อย่อขนาดของ feature map การทํา 

MaxPooling จะลดมติขิอ้มลูโดยเลอืกค่ามากที�สุดจากทกุ

ตําแหน่งที�กําหนดที�อยู่ติดกันบน feature map ซึ�งช่วย

สรุปฟีเจอร์และลดความซับซ้อนของข้อมูล การทํา 

pooling นี�ช่วยคงฟีเจอร์สําคัญไว้ขณะที�ลดขนาดของ 
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𝑦𝑦(𝑡𝑡) = 𝑚𝑚𝑚𝑚𝑚𝑚 (𝑥𝑥(𝑡𝑡), 𝑥𝑥(𝑡𝑡 + 1))  (14) 

 

จากนั �นจะทําการคอนโวลูชนัและ pooling ซํ�า 

โดยใช้ฟิลเตอร์ 64 และ 32 ตัวตามลําดบั และยงัคงใช้

ขนาดฟิลเตอร์เท่ากับ 5 เลเยอร์ ซึ�งจะช่วยดึงลักษณะ

ซับซ้อนมากขึ�นจากข้อมูลเมื�อประมวลผลต่อไปใน

เครอืขา่ย ขั �นตอนต่อไปจะทาํการลดมติขิอ้มลูดว้ยการนํา

ค่ามากที�สุดจาก feature map ทั �งหมดออกมา การทํา 
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แบบ ReLU และเลเยอร์ที�สองมีหน่วยประมวลผล 1 
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Figure 7 The structure of Mask Language Model

			   จาก Figure 6 แสดงการวิิเคราะห์์ผลลััพธ์์

จะเป็็นการทำนายว่าข้้อความนั้้�นมีความคิิดเห็็นเชิิงบวกหรืือ

เชิิงลบ โดยโครงสร้้างของ BERT จะใช้้กระบวนการ embed-

ding สามแบบประกอบด้้วยกระบวนการ ได้้แก่่ 1) token 

embedding กระบวนการแปลงคำหรืือ token ในข้้อความให้้

อยู่่�ในรููปแบบของเวกเตอร์์ เช่่น [CLS], [SEP] และคำอื่่�น ๆ 

ซึ่่�งแต่่ละเวกเตอร์์จะมีีข้้อมููลเชิิงความหมายที่่�ช่่วยให้้ตัวแบบ

เข้้าใจบริิบทของคำในประโยค 2) position embedding เวก

เตอร์์นี้้�ระบุุตำแหน่่งของคำในประโยค ทำให้้ตััวแบบสามารถ

เข้้าใจลำดัับของคำในข้้อความได้้ เช่่น ตำแหน่่งของ [CLS] ที่่�

แสดงถึึงจุุดเริ่่�มต้้นของข้้อความ 3) segment embedding ใช้้

เพื่่�อระบุวุ่า่ token ใดอยู่่�ในประโยคไหน หากมีกีารเปรียีบเทียีบ

ประโยคหรืือวิิเคราะห์์ความสััมพัันธ์์ระหว่่างข้้อความสองชุุด 

เช่่น ประโยคคำถามและคำตอบ เมื่่�อ embeddings ทั้้�งสาม

ส่่วนรวมกัันจะถููกส่่งผ่่านเข้้าตััวแบบ BERT โดยที่่� BERT จะ

คำนวณและทำการเรีียนรู้้�จากข้้อมููลในทุกตำแหน่่งของคำใน

ข้้อความ จากนั้้�นผลลััพธ์์ที่่�ได้้จากตำแหน่่ง [CLS] ซ่ึ่�งเป็็น

ตำแหน่่งพิเิศษที่่�ใช้้สำหรัับการทำนายประเภทของข้้อความ จะ

ถููกใช้้ในการพิิจารณาว่่าข้้อความนั้้�นมีีความคิิดเห็็นเชิิงบวก

หรืือเชิิงลบ โดยปกติิจะใช้้ชั้้�นสุุดท้้ายของ BERT เพื่่�อคำนวณ

ค่่า ความน่่าจะเป็็นของแต่่ละคลาส 

		  4.5 	WangchanBERTa 

			   WangchanBERTa เป็น็ Thai Transformer 

-based NLP Model ใช้้หลัักการของ RoBERTa ได้้รัับการ

พััฒนาโดยเฉพาะสำหรัับการประมวลผลภาษาธรรมชาติิใน

ภาษาไทยโดยใช้้สองแนวทางหลัักในการฝึึกฝนตัวแบบ คืือ 

encoder only model แสดงที่่�  Figure 6 ซึ่่�งเป็น็สถาปัตัยกรรม

แบบ transformers รููปแบบหนึ่่�งที่่�ใช้้งานส่ว่น encoder เท่า่นั้้�น 

โดยมักัจะถููก pre-train ด้้วยวิธิี ีMasked Language Modeling 

(MLM) แสดงที่่� Figure 7 ซ่ึ่�งเป็็นการเติิมคำที่่�หายไปในวลีหรืือ

ประโยค โดยตััวแบบภาษาประเภทนี้้�จะมีีความถนััดในการ

ทำงานที่่�เกี่่�ยวข้้องกัับการทำความเข้้าใจภาษาธรรมชาติิ  เช่น่ 

ตััวแบบการจำแนกประเภทของข้้อความ หรืือตััวแบบภาษา 

และวิิธีี MLM หรืือการทำนายคำในประโยคที่่�ถููกแทนที่่�ด้้วย 

masked token โดยชุุดข้้อมููลที่่�ใช้้ในการเทรนตััวแบบ จะเป็็น

ชุุดข้้อมููลจากแหล่่งต่่างๆ เช่่น วิิกิิพีีเดีียภาษาไทย ข่่าวจาก

สำนัักข่่าวในประเทศไทย โพสท์ คอมเมนท์จากส่ื่�อโซเชีียลมีี

เดียี ซับัไตเติิลจากโครงการ OpenSubtitles และชุุดข้้อมููลอ่ื่�นๆ 

ที่่�มีกีารเผยแพร่และเปิิดข้้อมููลสู่่�สาธารณะจะสำหรับัการฝึกึฝน

ตัวัแบบการประมวลผลภาษาไทยในโจทย์ต่์่างๆ เช่น่ machine 

translation, sentiment analysis และ text classification รวม

เป็็นข้้อมููลขนาด 78.5 GB เนื่่�องด้้วยการนำชุุดข้้อมููลเข้้าสู่่�ตััว

แบบเพื่่�อทำการทำนาย masked token จะต้้องผ่่าน

กระบวนการตััดแบ่่งคำ 

			   โดยการตัดแบ่่งคำที่่�ใช้้นั้้�นจะเป็็น 4 รููปแบบ

การตัดแบ่่งคำ คืือ 1) การตัดแบ่่งหน่่วยคำย่่อย (subword-

level tokenization) ด้้วยไลบรารี่่� SentencePiece (spm) โดย

ตััวตััดแบ่่งหน่่วยคำย่่อยอาศััยข้้อมููลทางสถิิติิของการปรากฏ

ร่่วมกัันของตััวอัักษรในชุุดข้้อมููลในการกำหนดขอบเขตของ

หน่่วยคำย่่อย 2) การตััดแบ่่งคำจาก dictionary ของคำใน

ภาษาไทยด้้วย maximal matching algorithm (newmm) ด้้วย

ไลบรารี่่� PyThaiNLP 3) การตััดแบ่่งพยางค์์ในภาษาไทยจาก 

dictionary ของพยางค์์ในภาษาไทยด้้วย maximal matching 

algorithm (ชื่่�อย่่อว่่า syllable) ด้้วยไลบรารี่่� PyThaiNLP 4) 

การตััดแบ่่งคำจากตััวแบบ machine learning (sefr) 

	ผลการวิิจััย
	 จากการทดลองจากตััวแบบที่่�ใช้้สถาปััตยกรรม 

Transformer และได้้รับการพัฒนาโดยเฉพาะสำหรัับการ

ประมวลผลภาษาธรรมชาติิในภาษาไทย 

	 1. 	 การตั้้�งค่่าพารามิิเตอร์์

	 	 1.1 	การตั้้�งค่่าพารามิิเตอร์์ Naïve Bayes 

Multinomial

			   ในการทำงานกับข้้อมููลข้้อความสามารถมีี

อิิทธิิพลต่่อประสิิทธิิภาพของตััวแบบได้้ โดยในที่่�นี้้�มีีการตั้้�งค่่า

หลัักๆ ได้้แก่่ 1) alpha หลัักการ คืือควบคุุมการป้้องกัันการ

เกิดิ overfitting และควบคุมุความ bias ของตัวัแบบต่อ่คำที่่�หา

ยาก เป็น็ค่า่ที่่�ใช้้ในการคำนวณความน่า่จะเป็น็ใช้้แก้้ปัญัหาคำ

ที่่�ไม่เ่คยพบในชุดข้้อมููล train โดยสามารถทดลองค่า่ต่า่งๆ เช่น่ 

0.01, 0.1, 1.0, และ 10.0 เพื่่�อดููว่า่ค่า่ที่่�ดีทีี่่�สุดุสำหรับัชุดุข้้อมููล 

ค่่าที่่�สููงจะทำให้้การ smoothing มีีมากขึ้้�น แต่่ก็็อาจทำให้้ตััว

แบบสููญเสีียความสามารถในการเรีียนรู้้�จากข้้อมููลจริิงไป 2) 

fit_prior ค่่าที่่�ใช้้กำหนด prior probabilities ของแต่่ละคลาสที่่�

ได้้จากข้้อมููลฝึึก ถ้้าตั้้�งเป็็น true ตััวแบบจะใช้้ prior probabil-

ities ที่่�ได้้จากข้้อมููลฝึกึ ถ้้าเป็น็ false ตัวัแบบจะสมมุตุิวิ่า่แต่ล่ะ
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คลาสมีี prior ที่่�เท่่ากััน3) class_prior เป็็นค่่าที่่�ใช้้กำหน prior 

probability สำหรับัแต่ล่ะคลาส ซึ่่�งสามารถใช้้ค่า่ที่่�กำหนดเป็็น

ลิิสต์์หรืือ none หากเป็็น none ตััวแบบจะคำนวณ prior จาก

ข้้อมููลการฝึกึ ค่า่ที่่�กำหนดในลิสิต์จ์ะช่ว่ยให้้สามารถปรับัความ

น่่าจะเป็็นให้้เหมาะสมกัับการกระจายของข้้อมููลในชุุดฝึึก

ตััวแบบ Naïve bayes แบบ bag of words ค่่าพารามิิเตอร์์ที่่�

ดีีที่่�สุุดคืือ alpha ที่่� 0.1, ไม่่กำหนด class_prior (เป็็น none) 

และ fit_prior ตั้้�งเป็็น true โดยได้้ค่าความถููกต้้องดีีที่่�สุุดคืือ 

0.8323 ต่่อมาตััวแบบ Naïve bayes แบบ TF-IDF ค่่า

พารามิิเตอร์์ที่่�ดีีที่่�สุุดจากการตั้้�งค่่า alpha ที่่� 0.1, ไม่่กำหนด 

class_prior และ fit_prior ตั้้�งเป็็น true โดยได้้ค่่าความถููกต้้อง

ที่่�ดีทีี่่�สุดุคืือ 0.8313 และสุุดท้้ายการทดลองด้้วยตัวแบบ Naïve 

bayes แบบ word2vec ค่่าพารามิิเตอร์์ที่่�ดีีที่่�สุุดคืือ alpha ที่่� 

15.0, ไม่่กำหนด class_prior และ fit_prior ตั้้�งเป็็น false โดย

ได้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุด คืือ 0.6820

		  1.2 	การตั้้�งค่า่พารามิเิตอร์ ์Support Vector 

Machines (Linear Kernel) 

			   การตั้้�งค่่าพารามิิเตอร์์หลัักสำหรัับ SVM 

ได้้แก่่ ค่่า C ค่่านี้้� คืือพารามิิเตอร์์หลัักสำหรัับ SVM ที่่�ควบคุุม

การกระจายของ hyperplane ในการแยกคลาส หากค่่า C มีี

ค่่าที่่�สููงจะหมายถึงการให้้ความสำคััญกัับการลดข้้อผิิดพลาด

ในการจำแนกประเภทมากขึ้้�น ซึ่่�งอาจนำไปสู่่�การ overfitting 

ในขณะที่่�ค่่าที่่�ต่่ำจะทำให้้ตััวแบบมีีความยืืดหยุ่่�นมากขึ้้�น แต่่ก็็

อาจทำให้้เกิิดการ underfitting ได้้เช่่นกัน การทดลองใช้้ค่า

หลากหลาย เช่่น 0.1, 1, 10, และ 100 จะช่่วยให้้สามารถค้้นหา

ค่่าที่่�เหมาะสมที่่�สุุดสำหรัับข้้อมููลได้้

			ส   ำหรัับตััวแบบ SVM แบบ BoW มีีค่่า C 

ที่่�ดีทีี่่�สุดุ คืือ 1 โดยได้้ค่าความถููกต้้อง คืือ 0.8424 ส่ว่นตัวัแบบ 

SVM แบบ TF-IDF ก็็มีีค่่า C ที่่�ดีีที่่�สุุด คืือ 0.1 โดยได้้ค่่าความ

ถููกต้้องที่่�ดีทีี่่�สุดุคืือ 0.8357 และตััวแบบ SVM แบบ Word2Vec 

มีีค่่า C ที่่�ดีีที่่�สุุด คืือ 0.1 โดยได้้ค่าความถููกต้้องที่่�ดีีที่่�สุุดคืือ 

0.7388

		  1.3 	การตั้้�งค่่าพารามิิเตอร์์ 1D-CNN 

			   ในการประมวลผลข้้อความ มีีหลายองค์์

ประกอบที่่�สำคััญซ่ึ่�งส่่งผลต่่อประสิทิธิิภาพของตััวแบบ  การใช้้ 

Conv1D มีีบทบาทในการจัับลัักษณะของข้้อมููลที่่�เป็็นลำดัับ 

โดยในที่่�นี้้�ได้้กำหนดจำนวนฟิลิเตอร์ท์ี่่� 128 ขนาดของฟิลิเตอร์์

ที่่� 5 และใช้้ฟัังก์์ชัันการเปิิดใช้้งาน ReLU เพื่่�อเพิ่่�ม non-linear 

ให้้กัับตััวแบบ ข้้อมููลที่่�ผ่่านการ convolutions จะถููกส่่งไปยััง 

Max Pooling1D ซ่ึ่�งช่ว่ยลดขนาดของข้้อมููลและเน้้นคุณลักัษณะ 

ที่่�สำคััญ

			   จากนั้้�นมีีการใช้้ Conv1D อีีกสองครั้้�ง โดย

ลดจำนวนฟิิลเตอร์์ลงเหลืือ 64 และ 32 ตามลำดัับ และใช้้ 

MaxPooling1D ในแต่่ละชั้้�นเพื่่�อช่ว่ยลดมิิติขิองข้้อมููลให้้เล็็กลง

อีีก หลัังจากการ convolutions และ pooling หลายชั้้�น ข้้อมููล

จะถููกส่่งไปยััง GlobalMaxPooling1D ซึ่่�งช่่วยในการดึึงค่่าที่่�มีี

ความสำคััญสููงสุุดจากลำดัับทั้้�งหมดในแต่่ละฟีีเจอร์์ และข้้อมููล

จะถููกเชื่่�อมต่่อเข้้าสู่่�ชั้้�น dense ที่่�มีี 64 นิิวรอนและใช้้ฟัังก์์ชััน

การเปิิดใช้้งาน ReLU เพ่ื่�อให้้ตัวแบบสามารถเรีียนรู้�ลัักษณะ

ความสััมพัันธ์์ที่่�ซัับซ้้อนได้้ดีขึ้้�น ชั้้�นสุุดท้้ายคืือ dense ที่่�มี ี

นิิวรอน 1 ตััวและใช้้ฟังก์์ชัันการเปิิดใช้้งาน sigmoid เพื่่�อให้้

ผลลััพธ์์ที่่�เป็็นค่่าความน่่าจะเป็็นระหว่่าง 0 และ 1 สำหรัับการ

จำแนกประเภทที่่�เป็็น binary

			สุ   ดุท้้ายการใช้้ Adam เป็น็ optimizer ที่่�เป็น็

ที่่�นิิยมในงาน deep learning ซึ่่�งช่่วยในการหาค่่าที่่�เหมาะสม

ได้้อย่่างรวดเร็็ว โดยใช้้ loss function เป็็น binary_crossen-

tropy ซ่ึ่�งเหมาะสมสำหรัับปัญหาการจำแนกประเภท binary 

และการตั้้�งค่่า epochs และ batch_size เป็็นส่วนสำคััญในการ

ฝึึกตััวแบบ 1D-CNN ซ่ึ่�งมีีผลต่่อประสิิทธิิภาพและความ

สามารถในการเรีียนรู้้�ของตััวแบบ โดยการตั้้�งค่่า epochs 

จำนวนรอบที่่�ตัวัแบบจะผ่่านข้้อมููลในการฝึกึ โดยการตั้้�งค่่าเป็น็ 

5, 10, 15, หรืือ 20 ช่่วยให้้เห็็นถึึงผลกระทบของการ train ใน

ระยะเวลาต่่างๆ การ train นานขึ้้�นสามารถช่่วยให้้ตัวแบบเรียีน

รู้้�ลัักษณะของข้้อมููลได้้ดีีขึ้้�น แต่่ก็็มีีความเสี่่�ยงที่่�จะ overfit ถ้้า 

train data นานเกิินไป ในส่วนของ batch_size จำนวนตัวอย่า่ง

ที่่�ตัวัแบบจะนำมาใช้้ในการอัปเดตน้้ำหนัักในแต่่ละรอบ การตั้้�ง

ค่่าเป็็น 8, 16, หรืือ 32 จะแสดงให้้เห็็นถึึงความสมดุุลระหว่่าง

ประสิิทธิิภาพและความเร็็วในการ train ขนาด batch ที่่�เล็็กจะ

ทำให้้ตัวัแบบสามารถอัพัเดตค่า่ weight ได้้บ่อ่ย แต่จ่ะใช้้เวลา

ในการ train ที่่�มากกว่่า 

			   เมื่่�อตััวแบบถููก train ด้้วย epochs ที่่�ตั้้�งค่่า

เป็็น 10 และ batch_size ที่่�ตั้้�งค่่าเป็็น 16 ผลลััพธ์์ที่่�ได้้คืือค่่า

ความถููกต้้องที่่� 0.76 ซึ่่�งให้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุดเมื่่�อเทีียบ

กัับตั้้�งค่่าแบบอื่่�นๆ

		  1.4 	การตั้้�งค่่าพารามิิเตอร์์ BERT multilin-

gual และ WangchanBERTa 

			ทั้้   �ง 2 วิิธีีการมีความสำคััญต่่อการฝึึกตััว

แบบเพื่่�อให้้สามารถประมวลผลภาษาต่่างๆ ได้้อย่่างมีปีระสิทิธิิภาพ 

โดยการตั้้�งค่่าที่่�สำคััญ ดัังนี้้�  num_train_epochs เป็็นการ

กำหนดจำนวนรอบที่่�ตัวัแบบจะผ่่านข้้อมููลในระหว่่างการ train 

โดยการตั้้�งค่่าที่่�เหมาะสมช่่วยให้้ตััวแบบเรีียนรู้้�จากข้้อมููลได้้ดีี

ขึ้้�น แต่่ถ้้าตั้้�งค่่าสููงเกิินไปอาจทำให้้เกิิดการ overfitting การตั้้�ง

ค่่า train_batch_size สำหรัับควบคุมจำนวนตัวอย่่างที่่�ใช้้ใน
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การอัพเดตค่่า weight ในแต่่ละรอบขนาดที่่�เหมาะสมจะจะช่่วย

เพิ่่�มความเร็็วในการ train 

Table 6	Performance comparison of different imbalanced 

data handling methods for Naïve Bayes classifi-

cation using bag of words representation.

Evaluation Met-

rics
Imbalanced Data

Balanced Data

ROS RUS

Accuracy 82.00 79.53 79.56

Precision 83.69 87.12 88.31

Recall 90.84 81.51 80.10

F1-Score 87.12 84.22 84.00

			   และให้้ตัวัแบบเรีียนรู้้�จากข้้อมููลได้้ดี สำหรัับ

ตัวัแบบ BERT multilingual มีคี่า่ num_train_epochs ที่่�ดีทีี่่�สุดุ 

คืือ 6 และค่่า train_batch_size ที่่�ดีทีี่่�สุดุ คืือ 64 โดยได้้ค่าความ

ถููกต้้องที่่�ดีีที่่�สุุด คืือ 0.78 ส่่วนตััวแบบ WangchanBERTa มีี

ค่่า num_train_epochs ที่่�ดีีที่่�สุุด คืือ 3 และค่่า train_batch_

size ที่่�ดีีที่่�สุุด คืือ 64 โดยได้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุด คืือ 0.90

﻿	 2. 	 ผลการเปรียีบเทียีบการจัดัการข้อ้มูลูที่่�ไม่ส่มดุลุ

			   ในงานวิิจััยนี้้�วััดประสิิทธิิภาพของตััวแบบ

ด้้วย ค่า่ความถููกต้้อง (Accuracy) ค่า่ความแม่น่ยำ (Precision) 

ค่่าความระลึึก (Recall) ค่่าความถ่่วงดุุล (F1-score) (Khrua-

hong et al., 2022; Phiphitphatphaisit & Surinta, 2024)

			   จากการเปรียีบเทียีบวิธิีกีารจัดัการข้้อมููลที่่�

ไม่่สมุุดล ได้้แก่่ วิิธีี ROS และวิิธีี RUS โดยใช้้วิิธีีการจำแนก

ประเภทด้้วย ตััวแบบ Naïve bayes แบบ BoW และวััด

ประสิิทธิิภาพบนข้้อมููลทดสอบได้้ผลการเปรีียบเทีียบค่าวััด

ประสิิทธิิภาพต่่างๆ แสดงดััง Table 6

			   จาก Table 6 พบว่่าค่่าความถููกต้้องของ

ชุุดข้้อมููลที่่�ไม่่สมดุุลอยู่่�ที่่� 82.00% เมื่่�อเทีียบกัับการใช้้เทคนิิค 

ROS และ RUS ซึ่่�งให้้ค่่า accuracy ใกล้้เคีียงกััน โดย ROS 

อยู่่�ที่่� 79.53% และ RUS อยู่่�ที่่� 79.56% สำหรัับค่่า precision 

ของข้้อมููลเริ่่�มต้้นอยู่่�ที่่� 83.69% ขณะที่่� ROS มีีค่่า precision 

สููงขึ้้�นเป็็น 87.12% และ RUS สููงสุุดที่่� 88.31% ในขณะที่่�ค่่า 

recall ของชุุดข้้อมููลที่่�ไม่่สมดุุลสููงที่่�สุุดที่่� 90.84% ตามด้้วย 

ROS ที่่�มีี recall 81.51% และ RUS ที่่� 80.10% ค่่า F1-score 

ซึ่่�งเป็็นค่่าที่่�สะท้้อนทั้้�ง precision และ recall พบว่่าชุุดข้้อมููล

ที่่�ไม่่สมดุุลมีีค่่า F1-score อยู่่�ที่่� 87.12% ซึ่่�งลดลงเล็็กน้้อยเมื่่�อ

ใช้้ ROS โดยมีีค่่า F1-score อยู่่�ที่่� 84.22% และ RUS ค่่า F1-

score ที่่� 84.00% 

			   เมื่่�อพิิจารณาจากผลลััพธ์์พบว่่า ROS เป็็น

เทคนิิคที่่� เหมาะสมที่่�สุุดในการจัดการข้้อมููลที่่�ไม่่สมดุุล 

เนื่่�องจาก ROS ช่่วยเพิ่่�มจำนวนตััวอย่่างในคลาสที่่�มีีจำนวน

น้้อยโดยการคัดลอกข้้อมููลจากคลาสนั้้�น ซ่ึ่�งทำให้้ตัวแบบเรีียน

รู้้�ลัักษณะของกลุ่่�มน้้อยได้้ดีีขึ้้�น ผลที่่�ได้้คืือค่่า precision ที่่�สููง

ขึ้้�นจาก 83.69% เป็็น 87.12%

Table 7	Performance comparison of machine learning 

models.

Models Features

Evaluation metrics

5-CV (STD) Accu-

racy

Precision Recall F1-Score

Naïve 

Bayes

BoW 0.81  0.0094 79.53 87.12 81.51 84.22

TF-IDF 0.82  0.0097 79.00 87.99 79.52 83.54

Word2Vec 0.68  0.0032 67.12 69.97 89.24 78.44

SVM BoW  0.83  0.0111 81.26 85.80 86.33 86.06

TF-IDF 0.82  0.0100 80.70 86.98 83.73 85.32

Word2Vec 0.74  0.0051 72.79 86.03 70.91 77.74

			   เนื่่�องจากตัวัแบบสามารถทำนายคลาสกลุ่่�ม

น้้อยได้้แม่่นยำขึ้้�น แม้้ว่า recall จะลดลงเม่ื่�อเทีียบกับชุดข้้อมููล

ที่่�ไม่่สมดุุลจาก 90.84% เป็็น 81.51% แต่่ค่่า recall   ของ ROS 

ยัังสููงกว่่าค่่า recall ของ RUS ที่่� 80.10% ซึ่่�งแสดงว่่า ROS 

ยังัคงสามารถจับัคลาสกลุ่่�มน้้อยได้้ดีแีม้้จะเพิ่่�มจำนวนตัวัอย่า่ง

ในกลุ่่�มน้้อยขึ้้�น F1-Score ของ ROS อยู่่�ที่่� 84.22% ซึ่่�งแม้้จะ

ลดลงจากข้้อมููลเริ่่�มต้้นที่่� 87.12% แต่ย่ังัคงอยู่่�ในระดับัที่่�เหมาะ

สมเมื่่�อเทีียบกัับการใช้้ RUS ที่่�มีีค่่า F1-score ที่่� 84% ซึ่่�ง

หมายความว่่า ROS สามารถรัักษาสมดุุลระหว่่าง precision 

และ recall ได้้ดีีกว่่า และเนื่่�องจาก ROS ไม่่ได้้ลบข้้อมููลจาก

คลาสกลุ่่�มใหญ่่เหมืือนกัับ RUS การใช้้ ROS จึึงไม่่ทำให้้สููญ

เสีียข้้อมููลที่่�อาจมีีความสำคััญ จากคลาสใหญ่่ไป ทำให้้ตััวแบบ

ยัังคงสามารถเรีียนรู้้�จากข้้อมููลทั้้�งหมดได้้ 

			ดั   ังนั้้�น จากผลลััพธ์์ที่่�ได้้นี้้� ROS จึึงเป็็นวิิธีี

ที่่� เหมาะสมกว่่าในการจัดการกับข้้อมููลที่่�ไม่่สมดุุล เพราะช่่วย

เพิ่่�มความแม่่นยำในการทำนายคลาสกลุ่่�มน้้อย โดยไม่่ทำให้้

ตััวแบบเสีียสมดุุลในการเรีียนรู้้�จากข้้อมููลทั้้�งสองคลาส

	

	 	3. 	 ผลการวิิจััย Machine Learning Model

		ส่  ่วนนี้้�จะเป็็นการเปรีียบเทีียบผลลััพธ์์ที่่�ได้้จาก

การประเมิิณประสิิทธิิภาพของ machine learning model 

ได้้แก่่ Naïve bayes และ SVM สำหรัับการจำแนกความคิิด
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เห็น็ของผู้้�เล่่นเกม โดยใช้้วิธิี ีfeature extraction ร่ว่มกันักับตัว

แบบ machine learning model ได้้แก่ ่Bag of Words, TF-IDF 

และ Word2ฮec และ CNN model ได้้แก่ ่1D-CNN จาก Table 

7 ที่่�แสดงการเปรียีบเทียีบประสิทิธิภิาพระหว่า่ง 2 ประเภทตัวั

แบบพบว่า machine learning model ได้้แก่่ วิิธีี SVM ที่่�

ประมวลผลร่่วมกัันกัับเทคนิิค BoW (SVM+BoW) มีีค่่าเฉลี่่�ย

ของค่่า accuracy ที่่�ได้้จากการทดสอบตัวแบบแบบ 5 fold 

cross validation เท่่ากัับ 0.83 หรืือ 83% ซึ่่�งมากที่่�สุุดและมีี

ค่่า standard deviation เท่่ากัับ 0.0111 หมายความได้้ว่่าการ

เปลี่่�ยนแปลงของค่่า accuracy ระหว่่างแต่่ละ fold มีีค่่าเบี่่�ยง

เบนเพีียงเล็็กน้้อยแสดงว่่าตัวัแบบมีความเสถียรดีเมื่่�อทดสอบ

กัับ fold ที่่�ต่่างกััน และเม่ื่�อเทีียบประสิิทธิิภาพกัับ CNN 

model ที่่�แสดงบน Table 9 การวััดค่่าเมตริิกซ์์ของทั้้�ง 7 ตััว

แบบแสดงให้้เห็น็ว่า่ SVM+BoW เป็น็วิธิีกีารที่่�ให้้ค่า่ accuracy 

สููงที่่�สุุดที่่� 81.26% ส่่วน CNN model ซึ่่�งก็็คืือ 1D-CNN ให้้ค่่า 

accuracy ที่่�ต่่ำกว่่าที่่� 72.96%

﻿	 4. 	 ผลการวิิจััย Transformer Model

		  การวิิเคราะห์์ประสิิทธิิภาพของตััวแบบ trans-

former ในการจำแนกประเภทความคิิดเห็็น โดยได้้ทดสอบกับ 

2 ตััวแบบ ได้้แก่่ BERT Multilingual และ WangchanBERTa 

ผลลััพธ์์ที่่�ได้้จากการทดลองแสดงดััง Table 8 ซึ่่�งแสดงถึึงค่่า 

mean และค่่า standard deviation ของ 5-fold cross valida-

tion จากชุุด train และค่่า accuracy, ค่่า precision, ค่่า recall 

และค่่า F1-score จากชุุดทดสอบ 

Table 8	 Performance comparison of transformer models.

Transformer 

Models

Evaluation metrics

5-CV

( STD)
Accuracy Precision Recall

F1-

Score

BERT Multilingual
0.79  

0.0079
78.03 83.74 83.57 78.03

WangchanBERTa
0.79  

0.1492
82.16 87.06 86.18 86.62

Table 9 Performance comparison of 1D-CNN model.

Model Features
Evaluation metrics

Accuracy Precision Recall F1-Score

1D-CNN

BoW 60.31 68.85 74.45 71.54

TF-IDF 50.85 73.03 42.28 53.55

Word2Vec 72.96 85.90 71.37 77.97

		  จาก Table 8 ที่่�แสดงการเปรีียบเทีียบ

ประสิิทธิิภาพของทั้้�ง 2 ตััวแบบพบว่า WangchanBERTa 

และ mBERT มีคี่า่เฉลี่่�ยของค่่า accuracy ที่่�ได้้จากการทดสอบ

ตััวแบบแบบ 5 fold cross validation เท่่ากััน คืือ 0.79 หรืือ 

79% แต่่เมื่่�อพิิจารณาที่่�ค่่า standard deviation ซึ่่�ง mBERT 

มีีค่่า STD ที่่�น้้อยกว่่า คืือ 0.0079 ซึ่่�งหมายความว่่า mBERT 

เป็น็ตัวแบบที่่�มีคีวามเสถียรมากกว่่าในการทดสอบด้้วย 5-CV 

ในส่วนของการวัดประสิิทธิภิาพของตัวัแบบพบว่า่ Wangchan-

BERTa ให้้ค่่า accuracy ที่่�สููงกว่่าคืือ 82.16% ซึ่่�งสููงที่่�สุุดเมื่่�อ

เปรีียบเทีียบกัันแล้้ว ดัังนั้้�นจึึงอาจวิิเคราะห์์ได้้ว่่า Wangchan-

BERTa เป็็นตััวแบบที่่�มีีค่่า accuracy ที่่�สููงที่่�สุุดในตัวแบบ

ประเภท transformer model สามารถประมวลผลได้้ดีีในบาง 

fold แต่่ประสิิทธิิภาพไม่่คงที่่�เม่ื่�อทำการ cross-validation 

ระหว่่างแต่่ละ fold และเมื่่�อเปรีียบเทีียบกัับ 1D-CNN ตััวแบบ

ประเภท CNN model ที่่� Table 9 แล้้ว WangchanBERTa มีี

ประสิิทธิิภาพของการจำแนกคลาสที่่�ดีีกว่่าถึึง 10% โดย 1D-

CNN มีีค่่า accuracy อยู่่�ที่่� 72.96% เมื่่�อพิิจารณาที่่�ตััวแบบทั้้�ง 

2 ประเภทแล้้วพบว่่า transformer model มีีค่่า accuracy ที่่�

มากที่่�สุุด

	 5. 	 ผลการเปรีียบเทีียบ Training Time ในงาน

วิิจััยนี้้�ได้้ทำการเปรีียบเทีียบระยะเวลา

		  ในการ train ตัวัแบบที่่�ใช้้ในการจำแนกข้้อความ

คิดิเห็น็ โดยได้้ทำการเปรียีบเทียีบตัวัแบบที่่�แตกต่า่งกันั 3 ตัวั

แบบ ได้้แก่่ SVM แบบ BoW, 1D-CNN แบบ Word2Vec และ 

WangchanBERTa เพื่่�อวิิเคราะห์์ประสิิทธิิภาพในด้้านของ 

training time โดยการทดลองทั้้�งหมดดำเนิินการบน google 

colab โดยใช้้ T4 GPU เพ่ื่�อเพิ่่�มประสิทิธิิภาพในการประมวลผล

		  จากผลการทดลอง Table 10 พบว่่า SVM แบบ 

BoW ใช้้เวลาในการ train ที่่� 56.30 วิินาทีี ซึ่่�งน้้อยที่่�สุุดเมื่่�อ

เทีียบกัับตััวแบบอื่่�น เนื่่�องจาก SVM เป็็นวิิธีีการที่่�มีีโครงสร้้าง

ที่่�เข้้าใจง่า่ยและรวมเข้้ากับัคุณุลักัษณะการแปลงข้้อความจาก

เทคนิิค BoW ที่่�ไม่่ต้้องการการเรีียนรู้้�เชิิงลึึกของลำดัับข้้อมููล 

ในขณะที่่� 1D-CNN แบบ Word2Vec ใช้้เวลา 218.62 วิินาทีี 

ซึ่่�งมีีการประมวลผลที่่�มากขึ้้�นเนื่่�องจากต้้องทำการเรีียนรู้้�เชิิง

ลึึกจากเวกเตอร์์ของคำที่่�ได้้จาก Word2Vec 
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Figure 13 Comparative analysis of the accuracy performance across the three model categories

Figure 14 Comparison of accuracy and training time across the best-performing model categories

Table 10	 A comparison of the training time of sentiment 

analysis models

Models Training time (seconds)

SVM (Bag of Words) 56.30

1D-CNN (Word2Vec) 218.62

WangchanBERTa 513.07

	

	ดั  งนั้้�น ส่ว่นของตัวัแบบที่่�ใช้้เวลาฝึกึสอนมากที่่�สุดุ คืือ 

WangchanBERTa โดยมีี training time ที่่� 513.07 วิินาทีี ซึ่่�ง

เกิิดจากโครงสร้้างของตััวแบบที่่�เป็็นแบบ transformer และมีี

จำนวนพารามิิเตอร์์สููง ส่่งผลให้้ต้้องใช้้ทรััพยากรในการ

คำนวณมากขึ้้�น ถึึงแม้้ว่่าตััวแบบ WangchanBERTa จะใช้้

เวลาในการ train มากสุุดแต่่เมื่่�อเทีียบค่่าความถููกต้้องในการ

เรีียนรู้�บริิบทของภาษาไทยแล้้ว จะเห็็นได้้ว่่า Wangchan-

BERTa ให้้ค่่าความถููกต้้องที่่�ดีีที่่�สุุดเมื่่�อเทีียบกัับตััวแบบอื่่�น

วิิ			จารณ์์ผลการวิิจััย
จาก Figure 13 แสดงการเปรียีบเทียีบค่าความถููกต้้องจากทุกุ

ตััวแบบด้้วยกราฟ stack column ซึ่่�งในงานวิิจััยของเรามีี

ทั้้�งหมด 9 ตัวัแบบ จากรููปภาพแสดงการเปรียีบเทียีบแบ่ง่เป็น็ 

3 ประเภทตััวแบบ จะเห็็นได้้ว่่า WangchanBERTa ซึ่่�งอยู่่�ใน

ประเภท transformer model มีีค่่าความถููกต้้องสููงที่่�สุุดที่่� 

82.16% รองลงมาคืือ SVM แบบ BoW ค่่าความถููกต้้องอยู่่�ที่่� 

81.26% ซ่ึ่�งเป็็นตัวแบบประเภท machine learning model 

ส่่วนตััวแบบประเภท CNN ให้้ค่่าความถููกต้้องในการประมวล

ผลชุุดข้้อมููลภาษาไทยต่่ำสุุดในสามประเภทตััวแบบอยู่่�ที่่� 

72.96% คืือ 1D-CNN  

	ส่ วนของวิิธีีการแปลงข้้อความให้้อยู่่�ในรููปแบบ 

เวกเตอร์ท์ี่่�สามารถนำไปใช้้กับัตัวัแบบต่า่งๆ ทั้้�ง 3 วิธิี ีได้้แก่ ่BoW,  

TF-IDF และ Word2Vec จากกราฟ stack column แล้้ว BoW 

เมื่่�อนำไปใช้้กัับ machine learning เดีียวกััน โดย SVM+BoW 

ให้้ค่่าความถููกต้้องที่่� 81.26% ซึ่่�งมีีค่่าสููงกว่่า SVM+TFIDF ที่่�
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มีคี่า่ความถููกต้้องที่่� 80.7% และตัวัแบบ Naïve bayes ก็ใ็ห้้ค่า่

ความถููกต้้องที่่�สููงกว่า่เช่่นเดียีวกัน เนื่่�องจากวิธีิีการ BoW อาจ

จะเหมาะสำหรัับการทำ sentiment analysis แบบพื้้�นฐาน ไม่่

ใช้้การตัดคำที่่�ละเอีียดเกิินไปจึึงเหมาะสมกัับการนำไปใช้้กับ

ประโยคสั้้�นๆ อย่่างเช่่นข้้อความแสดงความคิิดเห็็นได้้ดีี ถึึง

แม้้ว่า่ TF-IDF จะเป็น็วิธิีกีารที่่�พัฒันาเพิ่่�มเติมิให้้มีปีระสิิทธิภิาพ

ที่่�ดีีขึ้้�นจาก BoW แต่่จากผลการทดลองจะเห็็นได้้ว่่าเมื่่�อนำไป

ใช้้กัับ machine learning ตััวแบบเดีียวกัันวิิธีีการ BoW ให้้ค่่า

ความถููกต้้องสููงกว่่า TF-IDF

	 เมื่่�อวิิเคราะห์์ถึึงหลัักการของวิิธีีการแปลงข้้อความ

ทั้้�ง 2 วิิธีี และการทดลองของเราใช้้ชุุดข้้อมููลที่่�เป็็นภาษาไทย 

โดยข้้อความในภาษาไทยจะไม่ม่ีกีารเว้้นวรรคระหว่า่งคำ และ

มัักจะมีีคำที่่�ใช้้บ่่อย ซ้้ำๆ สำคััญต่่อความหมาย ด้้วยหลัักการ

ของ BoW ที่่�ไม่่ได้้ทำการปรัับ weight ด้้วย IDF จึงึสามารถจัับ

ลัักษณะพิิเศษนี้้�ได้้ดีี เพราะ BoW จะให้้ความสำคััญกัับคำที่่�

ปรากฏบ่่อยตามธรรมชาติิของภาษา แต่่ TF-IDF จะลดความ

สำคัญัของคำที่่�ปรากฏบ่อ่ยในชุดุข้้อมููลข้้อความคิดิเห็น็ ซึ่่�งบาง

ครั้้�งคำที่่�ปรากฏบ่่อยๆ ที่่�ถููกตััดออกไปตามหลัักการอาจมีี

ความสำคััญต่่อการจำแนกคำในข้้อความคิิดเห็็นได้้ จึึงอาจส่่ง

ผลให้้ประสิทิธิิภาพของ machine learning เม่ื่�อรวมกัับ TF-IDF 

แล้้วอาจจะทำให้้ค่า่ความถููกต้้องลดลงได้้ อีกีหนึ่่�งเหตุผุลในการ

ทดลองของเรา TF-IDF จะเหมาะสมกัับ deep learning  

models และ Transformers model ที่่�สามารถเรียีนรู้้�จากข้้อมููล

ที่่�ปรัับ weight ได้้มากกว่่า

	 ความแตกต่่างระหว่่าง BERT และ Wangchan-

BERTa เป็็นเรื่่�องที่่�สำคััญในงานวิิจััยที่่�ใช้้เทคนิิค transformer 

เพื่่�อประมวลผลภาษาธรรมชาติิ โดย BERT มีีความสามารถ

ในการเรีียนรู้้�บริิบทของคำทั้้�งด้้านซ้้ายและขวา โดยใช้้

โครงสร้้าง transformer ที่่�ช่่วยให้้มันสามารถจัับลำดัับและ

ความสััมพัันธ์์ระหว่่างคำในประโยคได้้ดีี ข้้อมููลจะถููกประมวล

ผลแบบพร้้อมกัันทั้้�งประโยค BERT ถููกออกแบบมาเพื่่�อการ

ใช้้งานทั่่�วไปและไม่ไ่ด้้เน้้นเฉพาะกับัภาษาใดภาษาหนึ่่�ง ซึ่่�งอาจ

ทำให้้ไม่่เหมาะสมกัับการประมวลผลภาษาไทยที่่�มีีลัักษณะ

เฉพาะที่่�แตกต่่างจากภาษาอัังกฤษ ในขณะที่่� Wangchan-

BERTa ได้้รับัการพัฒันาโดยเน้้นการปรับัปรุงุการประมวลผล

ภาษาไทยโดยเฉพาะ โดยจะทำการ train ตััวแบบให้้สามารถ

เข้้าใจลัักษณะเฉพาะของภาษาไทย เช่่น การใช้้พยางค์์ที่่�ซัับ

ซ้้อนและการสะกดคำที่่�ไม่่เป็็นระเบีียบ แต่่ข้้อมููลที่่�ใช้้ต้้องเป็็น

ข้้อความล้้วนไม่่มีี HTML หรืือ markup ทำให้้ Wangchan-

BERTa มีีประสิิทธิิภาพดีีกว่่า BERT ในการทำงานกัับภาษา

ไทย ดัังแสดง Table 8

	 จาก Table 8 แสดงให้้เห็็นว่่า  WangchanBERTa 

มีีประสิิทธิิภาพในการประมวลผลชุุดข้้อมููลรีีวิิวเกมที่่�ดีีกว่่า 

BERT ในทุกค่า่การวัดัประสิทิธิิภาพ เพราะคุุณสมบัติัิหลักัของ 

WangchanBERTa สามารถจัับความหมายของคำและ

โครงสร้้างภาษาไทยได้้แม่น่ยำกว่่า BERT ที่่�ไม่่ได้้รับการ train 

โดยเฉพาะกัับภาษาไทย ดัังนั้้�นการใช้้ WangchanBERTa จึึง

เหมาะสมกว่่าในการประมวลผลภาษาไทย เพราะเป็็นเทคนิิค

ที่่�เหมาะกัับภาษาที่่�ไม่่มีีการเว้้นวรรคระหว่่างคำอย่่างเช่่น

ภาษาไทย เน่ื่�องจาก WangchanBERTa ใช้้  SentencePiece 

แบบ Unigram ที่่�ไม่่ต้้องอาศััยการเว้้นวรรคในการตััดคำและ

ภาษาไทยไม่่มีีช่่องว่่างระหว่่างคำ อีีกทั้้�ง WangchanBERTa 

ใช้้แนวทางของ RoBERTa ซ่ึ่�งเป็น็วิธีิีการที่่�พัฒันาจาก BERT 

ให้้มีปีระสิทิธิภิาพของการประมวลผลข้้อความที่่�ดีขีึ้้�น นอกจาก

นี้้� WangchanBERTa ยัังสามารถเข้้าใจคำแสลง คำย่่อ และ

ศััพท์์โซเชีียลที่่�มัักจะอยู่่�ในข้้อความรีีวิิวต่่างๆ นั้้�นได้้ดีีกว่่า 

BERT ที่่�เน้้นภาษาอัังกฤษที่่�เป็น็ทางการ จึงึทำให้้ Wangchan-

BERTa มีีประสิิทธิิภาพในการวิิเคราะห์์ข้้อมููลภาษาไทยได้้ดี

กว่่า BERT

	น อกจากการวัดประสิิทธิิภาพด้้วยเมตริกิซ์์ต่่างๆ แล้้ว 

ระยะเวลาที่่�ใช้้ในการ train ตัวัแบบก็เ็ป็น็ส่ว่นสำคัญัโดยเฉพาะ

การประมวลผลบนอุปุกรณ์ท์ี่่�มีขี้้อจำกัดัเรื่่�องทรัพัยากร Figure 

14 แสดงการเปรีียบเทีียบด้้วยกราฟเส้้นจากตััวแบบที่่�มีีค่่า

ความถููกต้้องสููงสุุดของแต่่ละประเภทตััวแบบจะเห็็นได้้ว่า 

WangchanBERTa เป็็นตััวแบบที่่�มีีประสิิทธิิภาพดีีที่่�สุุด โดย

มีีค่่าความถููกต้้องสููงถึึง 82.16% ในขณะที่่�วิิธีีการ Support 

Vector Machines ที่่�ใช้้ เทคนิิค BoW เป็็นตััวแบบที่่�แสดง

ผลลัพัธ์ท์ี่่�ดีทีี่่�สุดุในกลุ่่�มของ machine learning model ด้้วยค่า

ความถููกต้้องที่่� 81.26% เม่ื่�อวิเิคราะห์ถ์ึงึผลการทดลองจะเห็็น

ว่่าค่่าความถููกต้้องของวิิธีีการที่่�ดีีที่่�สุุดของทั้้�ง 2 ประเภทตััว

แบบมีค่า่ห่า่งกัันเพีียงเล็็กน้้อย โดยตัวแบบ machine learning 

ได้้ค่่าความถููกต้้องที่่�ใกล้้เคีียงกัันกัับ transformer model แต่่

ใช้้ทรััพยากรน้้อยกว่่า ในกรณีีนี้้�จึึงเหมาะสำหรัับสถานการณ์์

ที่่�มีีข้้อจำกััดด้้านทรััพยากร ข้้อมููลเชิิงลึึกนี้้�มีีประโยชน์์สำหรัับ

งานการวิิเคราะห์์ความคิิดเห็็นที่่�มีีลัักษณะเป็็นข้้อความรีีวิิว

สามารถใช้้ตัวัแบบ machine learning ในการประมวลผลข้้อมููล

ที่่�เป็็นข้้อความคิิดเห็็นได้้

สรุุปผลการวิิจััย
	 จากผลการทดลองแสดงให้้เห็น็ถึงประสิทิธิภิาพของ

ตััวแบบทั้้�งในกลุ่่�ม machine learning และ  transformer พบ

ว่่าในกลุ่่�ม machine learning ตััวแบบที่่�ทำงานได้้ดีีที่่�สุุดคืือ 

SVM ที่่�ใช้้ BoW ซึ่่�งมีีค่่า  accuracy ที่่� 81.26% และมีีค่่า 
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precision ค่่า recall ค่่า F1-score ที่่�ให้้ผลลััพธ์์ที่่�ดีี โดยค่่า 

precision และค่่า recall อยู่่�ที่่� 85.80% และ 86.33% ตามลำดัับ 

โดยวิิธีีแบบ BoW มีีคุุณสมบััติิที่่�ดีีกัับการจัับคำโดยไม่่ต้้อง

เข้้าใจโครงสร้้างประโยคเหมาะกับัข้้อความที่่�เป็น็รีวีิวิ การแสดง

ความคิิดเห็็น จากผลการทดลองจึึงแสดงให้้เห็็นว่่าตััวแบบนี้้�

สามารถจัับข้้อมููลได้้แม่่นยำและมีีการจำแนกข้้อมููลได้้ดีส่ว่นใน

กลุ่่�ม transformer ตััวแบบที่่� มีีประสิิทธิิภาพดีีที่่�สุุดคืือ 

WangchanBERTa โดยมีคี่า่ accuracy ที่่� 82.16% ซึ่่�งสููงที่่�สุดุ

ในกลุ่่�ม transformer models และมีีค่่า precision ค่่า recall 

และค่่า F1-score ที่่�ดีีที่่�สุุดเมื่่�อเทีียบกัับ BERT Multilingual 

เน่ื่�องจากข้้อความรีวีิวิที่่�เป็น็ภาษาไทยไม่ม่ีชี่อ่งว่า่งระหว่า่งคำ

ในประโยค จึึงไม่่ต้้องทำการTokenization จึึงอาจทำให้้ to-

kenizer ของ BERT มีีการตััดคำผิิดพลาดได้้และส่่งผลให้้การ

ประมวลผลของ BRET เข้้าใจ context ผิิด 

	น อกจากนี้้�  WangchanBERTa สามารถจัับความ

หมายของคำได้้ดีโดยไม่่ต้้องเข้้าใจความหมายของทั้้�งประโยค

และจัับความหมายในประโยคที่่�ไม่่เป็็นทางการได้้ดีีกว่่าจาก

ข้้อมููลที่่�เป็็นข้้อความรีีวิิวที่่�เป็็นลัักษณะของประโยคที่่�มีีคำที่่�

เป็็นภาษาโซเชีียล หรืือมีีคำสแลงอยู่่�ด้้วย จากผลการทดลอง

และคุุณสมบััติิของตััวแบบจึึงแสดงให้้เห็็นว่่า Wangchan-

BERTa เหมาะสมที่่�สุุดในการวิิเคราะห์์ข้้อมููลภาษาไทยในชุุด

ข้้อมููลนี้้� แม้้ว่า่ตัวัแบบ machine learning จะให้้ผลลัพัธ์ท์ี่่�ดีี แต่่

ตัวัแบบ transformer อย่่าง WangchanBERTa แสดงถึึงความ

สามารถที่่�ดีีกว่่าในด้้านความถููกต้้องและการจำแนกประเภท

ข้้อความที่่�ซัับซ้้อนโดยเฉพาะข้้อมููลภาษาไทย ผลการทดลอง

แสดงให้้เห็็นว่่าการทำ feature extraction มีีความสำคััญต่่อ 

machine learning model โดยจากการศึกษาพบว่า วิิธีีการ 

feature extraction ที่่�สนใจเฉพาะคำซึ่่�งได้้แก่่ BoW และ TF-

IDF สามารถแยกคุณุลักัษณะได้้ดีกีว่า่วิธิีกีารที่่�สนใจบริบิทของ

คำ เช่่น Word2Vec

	 งานวิิจััยในอนาคตมีีแนวคิดที่่�จะเพิ่่�มการทดลองใน

ส่ว่นของกระบวนการสร้้าง feature ด้้วยวิธิีกีาร word embed-

dings ที่่�หลากหลายขึ้้�น เช่่น Word2Vec, GloVe รวมถึึงการ

ผสมผสานระหว่่างวิิธีีการต่่าง ๆ เพื่่�อเพิ่่�มความแม่่นยำในการ

จับัความหมายโดยเฉพาะข้้อมููลที่่�เป็็นภาษาไทย และส่่วนของ

ตััวแบบ transformer อาจจะเพิ่่�มการทดลองโดยใช้้ตััวแบบที่่�

หลากหลายขึ้้�น เช่่น GPT, RoBERTa เพื่่�อเปรีียบเทีียบและ

ปรัับปรุุงประสิิทธิิภาพให้้ดีีขึ้้�นต่่อไป
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บทคััดย่่อ 
การจััดการข้้อมููลสููญหายด้้วยการเติิมข้้อมููลมีีความท้้าทายต่่อการวิิเคราะห์์ข้้อมููล โดยเฉพาะข้้อมููลที่่�มีีน้้อยและมีีความสำคััญไม่่

สามารถตััดออกได้้ โดยทั่่�วไปข้้อมููลสููญหายอาจเติิมโดยใช้้ค่่ากลางของข้้อมููล เช่่น ค่่าเฉลี่่�ยหรืือฐานนิิยม (Mean/Mode) อย่่างไร

ก็ต็าม วิธิีกีารดัังกล่่าวไม่่เหมาะสมสำหรัับข้อมููลที่่�มีกีารกระจายตัวที่่�หลากหลาย การประยุุกต์์ใช้้การเรีียนรู้้�ของเครื่่�องเพื่่�อทำนาย

ค่่าที่่�สููญหายไปจึึงเป็็นทางเลืือกหนึ่่�ง งานวิิจััยนี้้�ศึึกษาผลกระทบของวิิธีีการเติิมค่่าข้้อมููลสููญหายต่่อประสิิทธิิภาพในการจััดกลุ่่�ม

โดยใช้้ข้้อมููลจำลองสองมิิติิและข้้อมููลจริิงเกี่่�ยวกับลูกค้้าธนาคาร ซึ่่�งแต่่ละชุุดข้้อมููลได้้ทดลองให้้มีีอััตราการสููญหายสามระดัับ 

 ต่่อมาเปรีียบเทีียบการเติิมค่่าข้้อมููลสููญหาย 5 วิิธีี ได้้แก่่ วิิธีี Mean/Mode วิิธีี K-Nearest Neighbors (KNN) วิิธีี Multivariate 

Imputation by Chained Equations (MICE) KNN วิิธีี MICE Random Forest และวิิธีี MICE Bayesian Ridge จากนั้้�นจััดกลุ่่�ม

ด้้วยวิิธีี Hierarchical Clustering และวิิธีี Density-based Spatial Clustering of Applications with Noise (DBSCAN)  

Clustering โดยกำหนดค่่าพารามิิเตอร์์หลากหลาย เพื่่�อเปรีียบเทีียบประสิิทธิิภาพ ผลการทดลองพบว่่า การเติิมข้้อมููลสููญหาย

ในข้้อมููลที่่�มีีอัตัรการสููญหายทั้้�งสามระดัับด้วยวิธีิี KNN วิธีิี MICE KNN และ วิธีิี MICE Random Forest จะให้้ค่่า Adjusted Rand 

Index (ARI) ค่่า Normalized Mutual Information (NMI) ค่่า Fowlkes-Mallows Index (FMI) และ ค่่า Purity สููงสุุดเป็็นอัันดัับ

ต้้นเสมอ นอกจากนี้้� แต่่ละชุุดข้้อมููลจะพบวิิธีีการจััดกลุ่่�มที่่�เหมาะสมแตกต่่างกัันไป ดัังนั้้�น การใช้้วิิธีีการที่่�เหมาะสมทั้้�งวิิธีีการจััด

กลุ่่�มและวิิธีีการเติิมข้้อมููลสููญหายแทนที่่�จะใช้้วิิธีีการเติิมด้้วยค่่ากลางแบบดั้้�งเดิิมจะช่่วยเพิ่่�มประสิิทธิิภาพการจััดกลุ่่�มได้้มากขึ้้�น 

โดยได้้ค่่าประสิิทธิิภาพที่่�ดีีของตััวชี้้�วััดเหล่่านี้้�อยู่่�ในช่่วงค่่า 0.81 ถึึงค่่าใกล้้ 1

คำสำคััญ: การจััดกลุ่่�มแบบลำดัับชั้้�น, การจััดกลุ่่�ม DBSCAN, ข้้อมููลสููญหาย, วิิธีีการเติิมค่่าสููญหาย

Abstract 
Managing missing data by data imputation always challenges the subsequent data analysis process. Especially when 

a small amount of important data cannot be eliminated. In General, missing data can be imputed by filling its central 

value, such as the mean or mode value, although such methods might be unsuitable for every dataset with various 

distributions. Therefore, machine learning approaches to predict missing values are an interesting option. In this 

research, the impact of five missing data imputation methods was experimented with by clustering data with three 

missing rate levels. Two simulated 2D datasets and one real-world bank customer dataset were used in this work. 

Five missing data imputation methods, including Mean/Mode, K-Nearest Neighbors (KNN), Multivariate Imputation by 

Chained Equations (MICE), KNN, MICE Random Forest, and MICE Bayesian Ridge methods, were compared. After 

imputation, the data were clustered by both Hierarchical Clustering and Density-based Spatial Clustering of  
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Applications with Noise (DBSCAN) Clustering approaches with various parameter setups for comparison. The  

experimental results show that KNN, MICE KNN, and MICE Random Forest imputation methods usually perform well, 

and consistently yield high values of Adjusted Rand Index (ARI), Normalized Mutual Information (NMI), Fowlkes-

Mallows Index (FMI), and Purity regardless of data missing rate level. In addition, each clustering method may be 

suitable for each dataset differently. Therefore, using both an appropriate clustering approach and an imputation 

method to fill up data in this study, rather than traditional mean and mode imputation techniques, can expressively 

enhance clustering performance values ranging from 0.81 to nearly 1.

Keywords: Hierarchical clustering, DBSCAN clustering, missing data, imputation method

บทนำ
การดำเนิินธุุรกิิจในปััจจุุบัันให้้ความสำคััญการจััดการข้้อมููล

ลููกค้้าเป็็นอย่่างยิ่่�ง การทำความเข้้าใจความต้้องการและการ

วิเิคราะห์์กลุ่่�มลููกค้้าปััจจุุบันัและอนาคตเป็็นเรื่่�องที่่�กำลัังท้้าทาย

การดำเนิินธุุรกิิจ โดยเฉพาะธุุรกิิจการเงิิน การบริิการ

อสัังหาริิมทรััพย์์ การศึึกษา และ	การซื้้�อสิินค้้า เป็็นต้้น การจััด

กลุ่่�มลููกค้้า (Customer clustering) คืือ การจััดให้้กลุ่่�มลููกค้้าที่่�

มีีพฤติิกรรมใกล้้เคีียงกัันหรืือเหมืือนกัันไว้้ในกลุ่่�มเดีียวกัน 

(Maryani, 2018) วิิธีีการจััดกลุ่่�มลููกค้้ามีีหลากหลายรููปแบบ 

ซึ่่�งการจััดกลุ่่�มแบบลำดัับชั้้�น (Hierarchical Clustering) เป็็น

หนึ่่�งในวิิธีีที่่�นิิยมใช้้ โดยสามารถจััดกลุ่่�มลููกค้้าได้้โดยไม่่ต้อง

กำหนดจำนวนกลุ่่�มล่่วงหน้า้ และสร้้างโครงสร้า้งการจัดักลุ่่�มที่่�

สามารถแสดงความสัมัพันัธ์ข์องข้อ้มูลูในระดับัต่่าง ๆ  ได้้อย่่าง

ชััดเจน แต่่ในการวิิเคราะห์์กลุ่่�มลููกค้้าจากข้้อมููลที่่�ได้้จากการ

เก็็บรวบรวมจริิง มั กประสบปัญหาข้้อมููลสููญหาย  (Missing 

Data) ซึ่่�งส่่งผลให้้การจััดกลุ่่�มลููกค้้าอาจไม่่แม่่นยำ ดัังนั้้�น การ

จััดการข้้อมููลสููญหายจึึงมีีความสำคััญอย่่างยิ่่�ง ดั ังนั้้�นจึึงต้้อง

ทำการทำความสะอาดข้้อมููล (Data Cleansing) ซึ่่�งเป็็น 

กระบวนการในการตรวจสอบ แก้ไ้ข ลบ แทนที่่� และจัดัรูปูแบบ

ของข้้อมููลที่่�ไม่่สมบููรณ์์หรืือข้้อมููลที่่�ผิิดพลาด เพื่่�อให้้ข้้อมููล 

มีคีวามถููกต้อ้งเป็็นระเบีียบพร้้อมสำหรัับการนำไปใช้้งานอย่่าง

มีปีระสิิทธิภิาพ นอกจากนี้้� การจัดัการข้อ้มูลูสูญูหายยังัจำเป็น็

ต้้องดำเนิินการผ่่านกระบวนการนี้้�ด้้วย  เพื่่�อให้้ได้้ข้้อมููลที่่�

สมบููรณ์์และเหมาะสมสำหรัับการวิิเคราะห์์ต่่อไป การจััดการ

ข้อ้มูลูสูญูหายมีหลายวิธีิี เช่่น การตััดข้อ้มูลูที่่�มีกีารสููญหายทิ้้�ง

ไป การประมาณค่่าพารามิิเตอร์์ การเติิมค่่าข้้อมููลสููญหายโดย

ค่่าประมาณจากการคำนวณ (พััชนา สุ ุวรรณแสน, 2562;  

Batista et al., 2003; Sanjar et al., 2020) 

	 ในงานวิิจััยนี้้�สนใจศึึกษาอิิทธิิพลของวิิธีีการจััดการ

ข้้อมููลสููญหายในการจััดกลุ่่�มข้้อมููลลููกค้้า วิิเคราะห์์ความ

สััมพัันธ์์ของวิิธีีการจััดการข้้อมููลสููญหายที่่�มีีปริิมาณข้้อมููล

สููญหายแตกต่่างกัันที่่�มีีต่่อประสิิทธิิภาพการจััดกลุ่่�ม

หลัักการและงานวิิจััยที่่�เกี่่�ยวข้้อง
	 ในหััวข้้อนี้้�กล่่าวถึึง ประเภทของข้้อมููลสููญหาย  วิิธีี

การจััดการข้้อมููลสููญหาย  การจััดกลุ่่�มข้้อมููล และงานวิิจััยที่่�

เกี่่�ยวข้้อง ดัังต่่อไปนี้้� 	

	 1. 	 ประเภทของข้้อมููลสููญหาย 

	 	 ในการวิิเคราะห์์ข้้อมููล สามารถแบ่่งประเภท

ข้้อมููลสููญหายได้้เป็็น 3 ประเภท ดัังนี้้�

	 	 1)	 การสูญูหายแบบสุ่่�มอย่่างสมบูรูณ์์ (Missing 

Completely At Random; MCAR) เป็็นลัักษณะของข้้อมููล

สููญหายที่่�เกิิดขึ้้�นแบบสุ่่�มจากค่่าทั้้�งหมด ความน่่าจะเป็็นที่่�

ข้อ้มูลูสูญูหายที่่�จุดุใด ๆ  ไม่่มีคีวามสัมัพันัธ์ก์ับัค่่าของข้อ้มูลูอื่่�น

ในตััวแปรที่่�มีีข้้อมููลสููญหายเองหรืือตััวแปรอื่่�น 

	 	 2) 	 การสูญูหายแบบสุ่่�ม (Missing At Random: 

MAR) เป็็นลักัษณะของข้้อมูลูสูญูหายที่่�ขึ้้�นกับัตัวัแปรอื่่�นในชุดุ

ข้้อมููล แต่่ไม่่ขึ้้�นกัับค่่าของตััวแปรที่่�สููญหายเอง

	 	 3)	 การสููญหายแบบไม่่สุ่่�ม (Missing Not At 

Random; MNAR) เป็็นลัักษณะของข้้อมููลสููญหายที่่�ไม่่ได้้เกิิด

ขึ้้�นแบบสุ่่�ม โดยค่่าของข้้อมูลูสูญูหายมีความสััมพันัธ์ก์ับัค่่าของ

ข้อ้มูลูที่่�ไม่่สูญหายในตััวแปรเดีียวกันรวมถึึงตัวัแปรตััวอื่่�น เช่่น 

ลููกค้้าที่่�รายได้้ต่่ำอาจไม่่กรอกข้้อมููล Income เพื่่�อหลีีกเลี่่�ยง

การเปิิดเผย

	 2. 	 วิิธีีการจััดการข้้อมููลสููญหาย 

	 	 การจััดการข้้อมูลูสููญหายมีได้ห้ลายวิธีิี โดยทั่่�วไป 

เราสามารถแบ่่งวิิธีีการจััดการข้้อมููลสููญหายเป็็น 2 แบบหลััก 

ได้้แก่่

	 	 1) 	 การตััดข้้อมููลสููญหาย  (Ignoring and dis-

carding data) ใช้้ในกรณีีที่่�ข้้อมููลสููญหายเกิิดขึ้้�นหลายตััวแปร 

แต่่สัดส่่วนการสููญหายไม่่ควรเกิิน 5% ของข้อ้มูลูทั้้�งหมด มีวิธิีี

ลบข้อ้มูลู 2 แบบ ได้แ้ก่่ การลบแบบ Listwise คือื การลบข้อ้มูลู

ทั้้�งหมดของแถวที่่�มีีค่่าสููญหาย เหมาะสำหรัับข้้อมููลที่่�สููญหาย

น้อ้ย และการลบแบบ Pairwise deletion มีการวิเิคราะห์์ความ

สัมัพันัธ์ร์ะหว่่างคู่่�ของตัวัแปร โดยจะวิเิคราะห์ข์้อ้มูลูจากข้อ้มูลู
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ส่่วนที่่�ไม่่มีค่่าสููญหายทั้้�งสองตััวแปร วิธิีนีี้้�มีขี้อ้ดีีในส่่วนของการ

ใช้้งานข้้อมููลอย่่างเต็็มที่่�และมีีประสิิทธิิภาพแต่่ซัับซ้้อนกว่่าวิิธีี 

Listwise 

	 	 2)	 การประมาณค่่าพารามิิเตอร์์ (Parameter 

estimation) การประมาณค่่าความเป็็นไปได้้มากที่่�สุุด  

(Maximum likelihood estimation) ซึ่่�งคำนวณจากข้อ้มูลูทั้้�งหมด 

โดยค่่าความเป็น็ไปได้ม้ากที่่�สุดุจะถูกูคำนวณโดยแยกคำนวณ

จากข้้อมููลที่่�ไม่่มีีการสููญหายของบางตััวแปร และคำนวณจาก

ข้้อมููลในทุุกตััวแปร จากนั้้�นค่่าความเป็็นไปได้้ที่่�มากที่่�สุุดจาก

การคำนวณทั้้�งสองจะถููกนำใช้้ในการประมาณค่่าข้้อมููล

สููญหาย  วิิธีีการเติิมค่่าข้้อมููลสููญหายด้้วยค่่าประมาณเป็็นวิิธีี

การประมาณค่่าสููญหายโดยเอาหลัักการทางคณิิตศาสตร์์มา

เติิมค่่าที่่�สููญหายไป เช่่น การแทนข้้อมููลสููญหายของตััวแปร

นั้้�นด้ว้ยค่่าเฉลี่่�ย ค่่ามััธยฐาน หรือืค่่าฐานนิิยมของตััวแปร การ

แทนค่่าข้อ้มูลูสูญูหายด้ว้ยค่่าทำนายด้วยการวิเิคราะห์์ถดถอย 

(Regression Method) การแทนค่่าด้้วยวิิธีีเคเนีียร์์เรสเบอร์์ 

(K-Nearest Neighbors; KNN) วิธิีเีกรย์เ์คเนียีร์เ์รสเบอร์ ์(Grey 

KNN) และวิิธีีการแทนค่่าแบบพหุุด้้วยสมการลููกโซ่่  (Multi-

variate Imputation by Chained Equations; MICE) เป็็นต้้น 

(Pan et al., 2015)

	 3.	 การจััดกลุ่่�มข้้อมููล 

	 	 ในงานนี้้�ศึึกษาประสิิทธิิภาพของการเติิมข้้อมููล

สููญหายที่่�มีีผลต่่อวิิธีีการจััดกลุ่่�มข้้อมููล ซึ่่�งการวิิเคราะห์์กลุ่่�ม

ข้อ้มููล (Cluster Analysis) เป็น็เทคนิคิจัดักลุ่่�มหน่่วยข้อ้มูลู หรือื

เป็็นการแบ่่ง คน สั ัตว์์ สิ่่ �งของ องค์์กร ฯลฯ ออกเป็็นกลุ่่�ม  

โดยที่่�ภายในกลุ่่�มแต่่ละกลุ่่�มหน่่วยตัวอย่่างจะต้้องมีีลัักษณะ

คล้้ายคลึงึกันั และระหว่่างกลุ่่�มหน่่วยตัวอย่่างจะต้้องมีลีักัษณะ

ที่่�แตกต่่างกััน การจััดกลุ่่�มเป็็นการเรีียนรู้้�แบบไม่่มีีผู้้�สอน  

(Unsupervised Learning) เป็น็วิิธีกีารจัดักลุ่่�มข้อ้มูลูโดยไม่่ต้อ้ง

ใช้้ข้้อมููลตััวอย่่างที่่�มีีการระบุุป้้ายกำกัับ  (Labels) ไว้้ล่่วงหน้้า 

การจััดกลุ่่�มช่่วยในการค้้นหารููปแบบ หรืือโครงสร้้างที่่�ซ่่อนอยู่่�

ในข้อ้มูลู การจัดักลุ่่�มมีีหลายวิธิี ีโดยในงานนี้้�ทำการทดลองกับั

วิธิีกีารจััดกลุ่่�มที่่�นิยิมสองวิธีิี ได้แ้ก่่ Density-based Clustering 

และ Hierarchical Clustering

	 	 DBSCAN (Density-Based Spatial Clustering 

of Applications with Noise) เป็็นวิิธีีการจััดกลุ่่�มข้้อมููลโดย

อาศััยความหนาแน่่นของข้้อมููลในบริิเวณหนึ่่�ง เหมาะสำหรัับ

การจััดการข้้อมููลที่่�มีีรููปทรงไม่่แน่่นอนและสามารถจััดการ

ข้อ้มูลูที่่�เป็็นสัญัญาณรบกวน (Noise) โดยใช้พ้ารามิเิตอร์ส์ำคัญั

สองตััว ได้้แก่่ ค่่า Eps สำหรัับกำหนดรััศมีีของพื้้�นที่่�ใกล้้เคีียง 

และ ค่่า MinPts สำหรัับกำหนดจำนวนจุุดขั้้�นต่่ำในพื้้�นที่่�นั้้�นที่่�

ถืือว่่าเป็็นกลุ่่�ม จุ ุดที่่�มีีความหนาแน่่นเพีียงพอจะถููกจััดเป็็น 

“Core Point” และขยายกลุ่่�มโดยรวมจุุดใกล้้เคีียงที่่�เชื่่�อมโยง

กันัผ่่าน Core Point วิธีิีนี้้�มีปีระโยชน์ใ์นกรณีทีี่่�จำนวนคลัสัเตอร์์

ไม่่ชัดเจนล่่วงหน้้า และมีีข้อ้ได้้เปรีียบในด้้านการจััดการข้้อมููล

ที่่�ซับัซ้อ้นเมื่่�อเทียีบกับัวิธิีกีารจัดักลุ่่�มแบบดั้้�งเดิมิ (Ester et al., 

1996)

	 	 Hierarchical Clustering คืือ การจััดกลุ่่�มข้้อมููล

ด้้วยวิิธีีการรวมกลุ่่�มทีีละขั้้�น (Agglomerative) หรืือลดกลุ่่�มทีี

ละขั้้�น (Divisive) โดยการสร้า้งโครงสร้า้งแบบลำดับัชั้้�น (Hier-

archical Structure) เป็็นวิิธีีการจััดกลุ่่�มที่่�ไม่่จำเป็็นต้้องทราบ

จำนวนจำนวนคลัสัเตอร์์มาก่่อน และสามารถใช้ก้ับัข้อมูลูผสม

โดยใช้้ร่่วมกัับมาตรวััดระยะห่่างสำหรัับข้้อมููลผสม เช่่น มาตร

วััด Gower’s Distance เป็็นต้้น แตกต่่างจาก K-Means Clus-

tering ที่่ �ต้้องทราบจำนวนกลุ่่�มมาก่่อน (กััลยา ว านิิชบัญชา, 

2558) 

	

	 4. 	 งานวิิจััยที่่�เกี่่�ยวข้้อง 

		  Wood et al. (2004) ได้้สำรวจผลงานวิิจััยที่่�มีี

การตีีพิิมพ์์ในวารสาร BMJ, JAMA, Lancet and New Eng-

land Journal of Medicine จำนวน 71 เรื่่�อง พบว่่า งานวิิจััย

ส่่วนใหญ่่ (ร้อ้ยละ 89) มีขี้อ้มูลูสูญูหายและไม่่มีกีารจัดัการก่่อน

การวิิเคราะห์์ ซึ่่�งระดัับความรุุนแรงของผลกระทบนี้้�ขึ้้�นอยู่่�กัับ

คุุณลัักษณะและความสำคััญของข้้อมููลสููญหาย จึ ึงควรมีีการ

ศึึกษาจััดการข้้อมููลสููญหายอย่่างเหมาะสม

		  Batista et al. (2003) ได้้ทำการทดลองทดสอบ

ประสิิทธิิภาพของการเติิมค่่าข้้อมููลสููญหายด้วย  KNN กั บ 

Mean/Mode พบว่่าวิิธีี KNN มีีประสิิทธิิภาพในการประมาณ

ค่่าสูญูหายที่่�ดีกีว่่า นอกจากนั้้�น ผู้้�วิจิัยัยังัได้พ้ัฒันาวิธิี ีKNN ให้้

มีีประสิิทธิิภาพมากขึ้้�นโดยวิิธีีการถ่่วงน้้ำหนััก 

	 	 พััชนา สุ วรรณแสน (2562) ใช้้วิิธีีการจััดการ

ข้อ้มูลูสููญหาย ด้ว้ยวิธิี ีKNN พบว่่าสามารถเป็น็แนวทางในการ

ทำให้้ได้้ข้อ้มููลที่่�มีคีวามสมบููรณ์เ์หมาะสมในการดำเนิินงานใน

ขั้้�นตอนต่่อไปของการวิิจััย

 	 	 อุมุาพร ยกกำพล และคณะ (2561) เปรีียบ เทียีบ

ประสิิทธิิภาพวิิธีีการจััดกลุ่่�มข้้อมููลแบบลำดัับขั้้�น และการจััด

กลุ่่�มแบบเคมีีน สำหรัับข้อ้มูลูผสมเชิิงหมวดหมู่่� กับเชิงิตัวัเลข 

โดยแปลงตััวแปรเชิิงหมวดหมู่่� เป็น็ค่่าทวิภิาคและแปลงตััวแปร

ให้้เป็็นบรรทััดฐาน พบว่่าวิิธีีการจััดกลุ่่�มแบบลำดัับขั้้�นมีี

ประสิิทธิิภาพดีีกว่่าวิิธีีการจััดกลุ่่�มแบบเคมีีน แต่่การแปลง

ตัวัแปรให้เ้ป็น็บรรทััดฐานจะช่่วยเพิ่่�มประสิิทธิิภาพการจััดกลุ่่�ม

แบบเคมีีนได้้มากขึ้้�น
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	 	 ศรีีรัักษ์์ ศรีีทองชััย (2566) ศึึกษาวิิธีีการเติิมค่่า

ข้้อมููลสููญหายในการพยากรณ์์ความเข้้มข้้นของ PM 2.5 ด้้วย

แบบจำลองโครงข่่ายประสาทเทีียม ด้ วยวิิธีีค่่าเฉลี่่�ย  วิิธีีการ

ประมาณค่่าในช่่วงแบบเชิิงเส้้น วิธิี ีKNN และ MICE พบว่่าวิธีิี 

KNN และ วิิธีี MICE ให้้ค่่าความผิิดพลาดน้้อยที่่�สุุด ทั้้�งสองวิิธีี

ให้ผ้ลลัพัธ์ด์ีกีว่่าวิธีิีค่่าเฉลี่่�ยและวิธีิีการประมาณค่่าในช่่วงแบบ

เชิิงเส้้น แต่่อย่่างไรก็็ตามเงื่่�อนไขของแบบจำลองมีีอิิทธิิพลต่่อ

ความแม่่นยำของการใช้้ค่่าพยากรณ์์จากวิิธีีดัังกล่่าว	

การดำเนิินงานวิิจััย	
	 ในหััวข้้อนี้้�จะกล่่าวถึึงการดำเนิินงานวิิจััยประกอบ

ด้้วย ข้้อมููลที่่�ใช้้ การเติิมค่่าสููญหาย การจััดกลุ่่�ม การประเมิิน

ผล ดััง Figure 1

Figure 1 Overview of the experimental processes

	 1. 	 ข้้อมููลที่่�ใช้้ในงานวิิจััย

		  ในการศึึกษาการเติิมข้้อมููลที่่�สููญหายเพื่่�อการ 

จััดกลุ่่�ม ใช้้ข้้อมููล ดััง Table 1 ประกอบด้้วยข้้อมููลสัังเคราะห์์

จำนวน 2 ชุ ุด คื ือ DS1 และ DS2 ที่่ �สร้้างขึ้้�นโดยกำหนด 

ให้้ข้้อมููลของสมาชิิกในแต่่ละกลุ่่�มมีีการกระจายตััวตามการ

แจกแจงแบบปกติิ (Normal Distribution) โดยข้อมูลูของแต่่ละ

กลุ่่�มถููกกำหนดให้้มีีลัักษณะแตกต่่างกัันในเชิิงตำแหน่่ง 

(Mean) และการกระจายตััว  (Variance) เพื่่�อให้้เกิิดความ

ชัดัเจนของกลุ่่�ม หรือืในบางกรณีีอาจมีีการซ้้อนทัับกันเล็็กน้อ้ย

ระหว่่างกลุ่่�ม ดััง Figure 2 สำหรัับชุุดข้้อมููลจริิง (Real Data) 

เป็็นข้้อมููลเกี่่�ยวกับข้้อมููลลููกค้้าผู้้�ถือบััญชีีธนาคาร มี ราย

ละเอีียดข้้อมููลดััง Table 2 และเพื่่�อให้้เห็็นความสััมพัันธ์์เชิิง

ภาพของข้้อมููลจริิงจึึงแสดงเป็็นองค์์ประกอบหลััก (PCA) 2 มิติิ 

ดััง Figure 3 

Table 1 Data used in the experiments

Data 

Set

Data 

Count
Description

DS1 1,500 2D Simulated Data 5 Clusters

DS2 1,500 2D Simulated Data 10 Clusters

DS3 1,000 Bank Customer Data, partially selected from 

a public data source (Singal, 2023), consist-

ing of 7 features: Credit Score, Country, Age, 

Balance, Products Number, Credit Card, and 

Estimated Salary.

Table 2 Details of the DS3 dataset

Feature Range of Values

Credit Score 300 - 850

Country France, Germany, Spain

Age 24 - 83 

Balance 2658 - 214347

Products Number 1 - 5

Credit Card Binary: Yes (1), No (0)

Estimated Salary 600 - 5029354

 

	 (a) DS1 	 (b) DS2

Figure 2 DS1 and DS2 datasets
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Figure 3 The first two principal components of the DS3 

dataset. Denote that categorical data were transformed 

to binary features by one-hot encoding process

	 	 ในแต่่ละชุุดข้้อมููล จะมีีการจำลองการสููญหาย

ของข้้อมููลแบบ MNAR โดยมีี Missing rate 20% 30% และ 

40% เพื่่�อทำการทดลองเปรีียบเทีียบวิธีิีการเติิมค่่าสููญหายแล้้ว

นำไปจััดกลุ่่�มต่่อไป 

	 2. 	 วิิธีีประมาณการค่่าสููญหาย

		  ในงานนี้้� ใช้้วิิธีีประมาณการค่่าสููญหาย มีี 5 วิิธีี 

ดัังต่่อไปนี้้� 

	 	 2.1	Mean/Mode Imputation 

	 	 	 การแทนค่่าสููญหายด้้วยค่่าเฉลี่่�ยสำหรัับ

ตััวแปรสำหรัับข้อมููลเชิิงตััวเลข และแทนค่่าสููญหายด้วยค่่า

ฐานนิิยมสำหรัับตััวแปรสำเชิิงหมวดหมู่่� (Zhang, 2016) 

 		  2.2 	KNN Imputation 

			   การแทนค่่าสูญูหายด้ว้ยวิธีิี KNN (Murti et al.,  

2019) จะคำนวณระยะห่่างระหว่่างข้้อมููลตััวที่่�มีีค่่าสููญหายที่่�

ต้้องการจะเติิมกัับข้้อมููลอื่่�นทุุกตััว  หากค่่าคุุณลัักษณะ  

(features) ที่่�ไม่่มีคี่่าสูญูหายมีคีวามใกล้เ้คียีงกันั จะถูกูนำมาใช้ใ้น 

การแทนค่่าสููญหาย  โดยพิิจารณาข้้อมููลที่่�ใกล้้เคีียงกัันหรืือ

เรียีกว่่าเป็็นเพื่่�อนบ้้านกััน 
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 ในแต่ละชุดขอ้มลู จะมกีารจาํลองการสญูหายของ

ขอ้มลูแบบ MNAR โดยม ีMissing rate 20% 30% และ 

40% เพื�อทาํการทดลองเปรยีบเทยีบวธิกีารเตมิค่าสญู

หายแลว้นําไปจดักลุ่มต่อไป    

 

 2. วิธีประมาณการค่าสญูหาย 

 ในงานนี� ใช้วิธีประมาณการค่าสูญหาย มี � วธิี  

ดงัต่อไปนี�  

2.1 Mean/Mode Imputation  

 การแทนค่าสูญหายด้วยค่าเฉลี�ยสําหรบัตวัแปร

สําหรบัขอ้มูลเชงิตวัเลข และแทนค่าสูญหายดว้ยค่าฐาน

นิยมสาํหรบัตวัแปรสําเชงิหมวดหมู่ (Zhang, 2016)      

     

2.2 KNN Imputation  

การแทนค่าสูญหายด้วยวิธี KNN (Murti et 

al., 2019) จะคํานวณระยะห่างระหว่างข้อมูลตัวที�มีค่า

สูญหายที�ต้องการจะเติมกับข้อมูลอื�นทุกตัว หากค่า

คุณลกัษณะ (features) ที�ไม่มคี่าสูญหายมคีวามใกลเ้คยีง

กนั จะถูกนํามาใช้ในการแทนค่าสูญหาย โดยพจิารณา

ขอ้มูลที�ใกล้เคยีงกนัหรอืเรยีกว่าเป็นเพื�อนบ้านกนั 𝑘𝑘 ตวั 

นํามาหาค่าเฉลี�ยแล้วแทนค่าให้กับข้อมูลที�สูญหายนั �น 

โดยค่าสญูหาย 𝑥𝑥�  คาํนวณดงัสมการ (3) 

𝑥𝑥� = ∑ 𝑥𝑖𝑘
𝑖=�
𝑘

   (3) 

 

 เมื� อ  𝑥𝑥𝑖  แทน ค่า คุณลักษณะในคอลัม น์ที�

ตอ้งการเตมิค่าสูญขายของเพื�อนบา้นตวัที� 𝑖𝑖 
 

2.3 MICE KNN Imputation  

ก า ร แ ท น ค่ า สู ญ ห า ย ด้ ว ย วิ ธี  MICE 

(Multivariate Imputation by Chained Equations)  

(Van Buuren & Groothuis-Oudshoorn, 2011) ใ ช้ ก า ร

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลมัน์แบบลูกโซ่ (chain) โดยใช ้K-Nearest Neighbors 

เพื�อคาดเดาค่าที�เหมาะสม เหมาะสําหรบัการเติมค่าสูญ

หายซึ�งสมัพนัธก์บัหลายตวัแปรในชุดขอ้มลู  

 

2.4 MICE Random Forest Imputation  

 ตัว นำมาหาค่่าเฉลี่่�ยแล้้วแทนค่่า

ให้ก้ับัข้อมููลที่่�สูญูหายนั้้�น โดยค่่าสููญหาย 
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นิยมสาํหรบัตวัแปรสําเชงิหมวดหมู่ (Zhang, 2016)      

     

2.2 KNN Imputation  

การแทนค่าสูญหายด้วยวิธี KNN (Murti et 

al., 2019) จะคํานวณระยะห่างระหว่างข้อมูลตัวที�มีค่า

สูญหายที�ต้องการจะเติมกับข้อมูลอื�นทุกตัว หากค่า

คุณลกัษณะ (features) ที�ไม่มคี่าสูญหายมคีวามใกลเ้คยีง

กนั จะถูกนํามาใช้ในการแทนค่าสูญหาย โดยพจิารณา

ขอ้มูลที�ใกล้เคยีงกนัหรอืเรยีกว่าเป็นเพื�อนบ้านกนั 𝑘𝑘 ตวั 

นํามาหาค่าเฉลี�ยแล้วแทนค่าให้กับข้อมูลที�สูญหายนั �น 

โดยค่าสญูหาย 𝑥𝑥�  คาํนวณดงัสมการ (3) 

𝑥𝑥� = ∑ 𝑥𝑖𝑘
𝑖=�
𝑘

   (3) 

 

 เมื� อ  𝑥𝑥𝑖  แทน ค่า คุณลักษณะในคอลัม น์ที�

ตอ้งการเตมิค่าสูญขายของเพื�อนบา้นตวัที� 𝑖𝑖 
 

2.3 MICE KNN Imputation  

ก า ร แ ท น ค่ า สู ญ ห า ย ด้ ว ย วิ ธี  MICE 

(Multivariate Imputation by Chained Equations)  

(Van Buuren & Groothuis-Oudshoorn, 2011) ใ ช้ ก า ร

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลมัน์แบบลูกโซ่ (chain) โดยใช ้K-Nearest Neighbors 

เพื�อคาดเดาค่าที�เหมาะสม เหมาะสําหรบัการเติมค่าสูญ

หายซึ�งสมัพนัธก์บัหลายตวัแปรในชุดขอ้มลู  

 

2.4 MICE Random Forest Imputation  

 คำนวณดัังสมการ (3)

	

  

                   

DS3  1,000 Bank Customer Data, partially 

selected from a public data 

source (Singal, 2023), consisting 

of 7 features: Credit Score, 

Country, Age, Balance, Products 

Number, Credit Card, and 

Estimated Salary. 

 

Table 2 Details of the DS3 dataset. 

Feature Range of Values 

Credit Score 300 - 850 

Country France, Germany, Spain 

Age 24 - 83  

Balance 2658 - 214347 

Products Number 1 - 5 

Credit Card Binary: Yes (1), No (0) 

Estimated Salary 600 - 5029354 

    
(a)  DS1       (b)  DS2 

Figure 2 DS1 and DS2 datasets. 

 

 
Figure 3 The first two principal components of the 

DS3 dataset. Denote that categorical data were 

transformed to binary features by one-hot encoding 

process. 

 

 ในแต่ละชุดขอ้มลู จะมกีารจาํลองการสญูหายของ

ขอ้มลูแบบ MNAR โดยม ีMissing rate 20% 30% และ 

40% เพื�อทาํการทดลองเปรยีบเทยีบวธิกีารเตมิค่าสญู

หายแลว้นําไปจดักลุ่มต่อไป    

 

 2. วิธีประมาณการค่าสญูหาย 

 ในงานนี� ใช้วิธีประมาณการค่าสูญหาย มี � วธิี  

ดงัต่อไปนี�  

2.1 Mean/Mode Imputation  

 การแทนค่าสูญหายด้วยค่าเฉลี�ยสําหรบัตวัแปร

สําหรบัขอ้มูลเชงิตวัเลข และแทนค่าสูญหายดว้ยค่าฐาน

นิยมสาํหรบัตวัแปรสําเชงิหมวดหมู่ (Zhang, 2016)      

     

2.2 KNN Imputation  

การแทนค่าสูญหายด้วยวิธี KNN (Murti et 

al., 2019) จะคํานวณระยะห่างระหว่างข้อมูลตัวที�มีค่า

สูญหายที�ต้องการจะเติมกับข้อมูลอื�นทุกตัว หากค่า

คุณลกัษณะ (features) ที�ไม่มคี่าสูญหายมคีวามใกลเ้คยีง

กนั จะถูกนํามาใช้ในการแทนค่าสูญหาย โดยพจิารณา

ขอ้มูลที�ใกล้เคยีงกนัหรอืเรยีกว่าเป็นเพื�อนบ้านกนั 𝑘𝑘 ตวั 

นํามาหาค่าเฉลี�ยแล้วแทนค่าให้กับข้อมูลที�สูญหายนั �น 

โดยค่าสญูหาย 𝑥𝑥�  คาํนวณดงัสมการ (3) 

𝑥𝑥� = ∑ 𝑥𝑖𝑘
𝑖=�
𝑘

   (3) 

 

 เมื� อ  𝑥𝑥𝑖  แทน ค่า คุณลักษณะในคอลัม น์ที�

ตอ้งการเตมิค่าสูญขายของเพื�อนบา้นตวัที� 𝑖𝑖 
 

2.3 MICE KNN Imputation  

ก า ร แ ท น ค่ า สู ญ ห า ย ด้ ว ย วิ ธี  MICE 

(Multivariate Imputation by Chained Equations)  

(Van Buuren & Groothuis-Oudshoorn, 2011) ใ ช้ ก า ร

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลมัน์แบบลูกโซ่ (chain) โดยใช ้K-Nearest Neighbors 

เพื�อคาดเดาค่าที�เหมาะสม เหมาะสําหรบัการเติมค่าสูญ

หายซึ�งสมัพนัธก์บัหลายตวัแปรในชุดขอ้มลู  

 

2.4 MICE Random Forest Imputation  

	 (3)

	 	 	 เมื่่�อ แทนค่่าคุุณลัักษณะในคอลััมน์์ที่่�ต้อ้งการ

เติิมค่่าสููญขายของเพื่่�อนบ้้านตััวที่่� 

 		  2.3	MICE KNN Imputation 

	 	 	 การแทนค่่าสููญหายด้วยวิิธีี MICE (Multi-

variate Imputation by Chained Equations) (Van Buuren & 

Groothuis-Oudshoorn, 2011) ใช้้การประมาณค่่าแบบหลาย

ตััวแปร เติิมค่่าที่่�ขาดหายในแต่่ละคอลััมน์์แบบลููกโซ่่  (chain) 

โดยใช้้ K-Nearest Neighbors เพื่่�อคาดเดาค่่าที่่�เหมาะสม 

เหมาะสำหรัับการเติิมค่่าสููญหายซ่ึ่�งสััมพัันธ์์กัับหลายตัวแปร

ในชุุดข้้อมููล 

	 	 2.4 	MICE Random Forest Imputation 

	 	 	 การแทนค่่าสููญหายด้้วยวิิธีี MICE ใช้้การ

ประมาณค่่าแบบหลายตัวแปร เติิมค่่าที่่�ขาดหายในแต่่ละ

คอลััมน์์แบบวนซ้้ำ โดยใช้้ Random Forest (Shah et al., 

2014) เป็น็โมเดลสำหรัับการคาดเดาค่่าที่่�เหมาะสมสำหรัับชุดุ

ข้้อมููลที่่�ซัับซ้้อนซึ่่�งมีีความสััมพัันธ์์แบบไม่่เชิิงเส้้นระหว่่าง

ตัวัแปร Random Forest เป็น็โมเดลที่่�ใช้ก้ารรวมผล (ensemble) 

ของต้้นไม้ต้ัดัสินิใจ (Decision Trees) โดยจะสร้า้งต้น้ไม้ห้ลาย

ต้น้จากตััวอย่่างสุ่่�มในชุุดข้้อมููล ในการแบ่่งข้้อมููลแต่่ละครั้้�ง เพื่่�อ

ลดการเกิิด overfitting และเพิ่่�มความแม่่นยำ สำหรัับคอลััมน์์

ที่่�มีคี่่าหาย (missing values) ใช้ ้Random Forest สร้า้งโมเดล

โดยพิจารณาตััวแปรที่่�เหลืืออยู่่� ค่่าที่่�หายจะถููกประมาณจากค่่า

เฉลี่่�ยของผลลััพธ์์จากต้้นไม้้หลายต้้นใน Random Forest  

การคาดการณ์์ค่่าที่่�ขาดหาย 

  

                   

การแทนค่าสูญหายด้วยวิธี MICE ใช้การ

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลัมน์แบบวนซํ�า โดยใช้ Random Forest (Shah et 

al., 2014) เป็นโมเดลสําหรบัการคาดเดาค่าที�เหมาะสม

สําหรบัชุดข้อมูลที�ซบัซ้อนซึ�งมคีวามสมัพนัธ์แบบไม่เชงิ

เสน้ระหว่างตวัแปร  Random Forest เป็นโมเดลที�ใชก้าร

รวมผล (ensemble) ของต้นไม้ตัดสินใจ  (Decision 

Trees) โดยจะสรา้งต้นไมห้ลายต้นจากตวัอย่างสุ่มในชุด

ข้อมูล ในการแบ่งข้อมูลแต่ละครั �ง  เพื�อลดการเกิด 

overfitting และเพิ�มความแม่นยํา  สําหรบัคอลมัน์ที�มคี่า

หาย (missing values) ใช ้Random Forest สรา้งโมเดล

โดยพจิารณาตัวแปรที�เหลอือยู่ ค่าที�หายจะถูกประมาณ

จากค่าเฉลี�ยของผลลพัธ์จากตน้ไมห้ลายต้นใน Random 

Forest การคาดการณ์ค่าที�ขาดหาย 𝑦𝑦�  ใช้ค่าเฉลี�ยจาก

ตน้ไม ้ดงัสมการ (4) 

𝑦𝑦� =  �
𝑁𝑡

∑ 𝑇𝑇𝑖(𝑥𝑥)𝑁𝑡
𝑖=�   (4) 

 

โดยที� 𝑇𝑇𝑖(𝑥𝑥) คอื ผลลพัธ์จากต้นไม ้𝑖𝑖 และ 𝑁𝑁𝑡  คอืต้นไม้

ทั �งหมดใน Random Forest 

2.5 MICE Bayesian Ridge Imputation  

การแทนค่าสูญหายดว้ยวธิ ีใชก้ารประมาณค่า

แบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละคอลมัน์แบบ

วนซํ�า โดยใช ้Bayesian Ridge Regression (Mostafa et 

al., 2020) เป็นโมเดลสําหรับคาดเดาค่าที�เหมาะสม   

Bayesian Ridge Regression เป็นการปรับปรุงโมเดล 

Linear Regression โดยเพิ�มการแจกแจงความน่าจะเป็น

แบบ Bayesian เพื�อประเมินพารามเิตอร์ 𝛽𝛽 ของโมเดล 

สมการพื�นฐานของ Ridge Regression เป็นดังสมการ 

(5) 

 𝑦𝑦� =  𝑋𝑋𝑋𝑋 +  𝜖𝜖,    𝜖𝜖~ 𝑁𝑁(0, 𝜎𝜎�)                (5) 

 

สํ า ห รับ ค อ ลัม น์ ที� มี ค่ า ห า ย  ใ ช้  Bayesian Ridge 

Regression สร้างโมเดลโดยพิจารณาตัวแปรอื�น ๆ ที�

เหลอือยู่  ค่าที�ขาดหายจะถูกแทนด้วยค่าเฉลี�ยจากการ

แจกแจง posterior ของโมเดล Bayesian ค่าประมาณ 𝛽𝛽 

คํ า น วณ จ าก  posterior distribution เ พื� อ ป ร ะ ม า ณ

ค่าพารามเิตอรท์ี�ดทีี�สุด 

 

 3. จดักลุ่มข้อมูล 

 ในงานนี� ศกึษาอิทธพิลของวธิกีารเตมิขอ้มูลสูญ

หายที�มีต่อการจดักลุ่มข้อมูล มีวิธีจ ัดกลุ่มข้อมูล � วิธี 

ได้แก่ วิธี Hierarchical Clustering และ วิธี DBSCAN 

Clustering ใช้ร่วมกับ Gower’s distance ซึ�ง เป็นการ

คํานวณระยะห่างระหว่างคู่ของข้อมูลที�ประกอบด้วย

คุณลักษณะที� เ ป็นข้อมูลเชิงตัว เลขและข้อมูล เชิง

หมวดหมู่ โดยจะคํานวณระยะห่างจากลกัษณะต่าง ๆ 

ของข้อมูลแต่ละประเภทและนํามารวมกันเป็นค่า

ระยะห่างสุดทา้ย  

 สําหรบั Hierarchical Clustering จะศกึษาสามวธิ ี

ได้แก่ วิธี Single Linkage วิธี Complete Linkage และ

วธิ ีWard Linkage  

 สํ า ห รับ  DBSCAN Clustering จ ะศึ กษ ากา ร

กําหนดพารามิเตอร์ MinPts สามค่า ได้แก่ MinPts =3 

MinPts =5 และ MinPts =10 จากนั �น กําหนดช่วงค่า 

Eps เพื�อคํานวณหาค่า Eps ที�เหมาะสมสําหรบั MinPts 

แต่ละค่า 

 

 4. การประเมินประสิทธิภาพ 

 เนื�องจากในงานนี�ทําการศึกษาวิธีการเติม

ขอ้มลูที�มกีารสูญหายที�มผีลต่อการจดักลุ่ม จงึดาํเนินการ

วัดประสิทธิภาพจากผลการจัดกลุ่มที�ได้  (Cluster 

Labels) เมื�อเทียบกับการจัดกลุ่มจริง (Ground Truth 

Labels)  โดยใชต้วัชี�วดัดงัต่อไปนี�  

 

4.1 Adjusted Rand Index (ARI)  

ARI วดัว่าการจบัคู่ระหว่างคู่ของขอ้มลูใน ผล

การจดักลุ่มที�ได ้และ การจดักลุ่มจรงินั �นตรงกนัมากน้อย

เพยีงใด โดยคํานึงถงึผลลพัธท์ี�อาจเกดิขึ�นแบบสุ่ม มสีูตร

การคาํนวนดงัสมการ (�) 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑅𝐼−�𝑥𝑝��𝑡�  𝑅𝐼
���(𝑅𝐼)−�𝑥𝑝��𝑡�� 𝑅𝐼

               (6) 

เมื�อ 𝑅𝑅𝑅𝑅 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁

  ซึ�งอยู่ในช่วง [0,1] 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนั 

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มต่างกนั  

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนัใน 

Cluster Labels แ ต่ ต่ า ง กลุ่ ม ใ น  Ground Truth 

Labels 

 ใช้้ค่่าเฉลี่่�ยจากต้้นไม้้ 

ดัังสมการ (4)

	

  

                   

การแทนค่าสูญหายด้วยวิธี MICE ใช้การ

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลัมน์แบบวนซํ�า โดยใช้ Random Forest (Shah et 

al., 2014) เป็นโมเดลสําหรบัการคาดเดาค่าที�เหมาะสม

สําหรบัชุดข้อมูลที�ซบัซ้อนซึ�งมคีวามสมัพนัธ์แบบไม่เชงิ

เสน้ระหว่างตวัแปร  Random Forest เป็นโมเดลที�ใชก้าร

รวมผล (ensemble) ของต้นไม้ตัดสินใจ  (Decision 

Trees) โดยจะสรา้งต้นไมห้ลายต้นจากตวัอย่างสุ่มในชุด

ข้อมูล ในการแบ่งข้อมูลแต่ละครั �ง  เพื�อลดการเกิด 

overfitting และเพิ�มความแม่นยํา  สําหรบัคอลมัน์ที�มคี่า

หาย (missing values) ใช ้Random Forest สรา้งโมเดล

โดยพจิารณาตัวแปรที�เหลอือยู่ ค่าที�หายจะถูกประมาณ

จากค่าเฉลี�ยของผลลพัธ์จากตน้ไมห้ลายต้นใน Random 

Forest การคาดการณ์ค่าที�ขาดหาย 𝑦𝑦�  ใช้ค่าเฉลี�ยจาก

ตน้ไม ้ดงัสมการ (4) 

𝑦𝑦� =  �
𝑁𝑡

∑ 𝑇𝑇𝑖(𝑥𝑥)𝑁𝑡
𝑖=�   (4) 

 

โดยที� 𝑇𝑇𝑖(𝑥𝑥) คอื ผลลพัธ์จากต้นไม ้𝑖𝑖 และ 𝑁𝑁𝑡  คอืต้นไม้
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  ซึ�งอยู่ในช่วง [0,1] 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนั 

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มต่างกนั  

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนัใน 

Cluster Labels แ ต่ ต่ า ง กลุ่ ม ใ น  Ground Truth 

Labels 

	 (5)

สำหรัับคอลััมน์์ที่่�มีีค่่าหาย ใช้้ Bayesian Ridge Regression 

สร้า้งโมเดลโดยพิจิารณาตัวัแปรอื่่�น ๆ  ที่่�เหลือือยู่่� ค่่าที่่�ขาดหาย
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จะถูกูแทนด้้วยค่่าเฉลี่่�ยจากการแจกแจง posterior ของโมเดล 

Bayesian ค่่าประมาณ 

  

                   

การแทนค่าสูญหายด้วยวิธี MICE ใช้การ

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลัมน์แบบวนซํ�า โดยใช้ Random Forest (Shah et 

al., 2014) เป็นโมเดลสําหรบัการคาดเดาค่าที�เหมาะสม

สําหรบัชุดข้อมูลที�ซบัซ้อนซึ�งมคีวามสมัพนัธ์แบบไม่เชงิ

เสน้ระหว่างตวัแปร  Random Forest เป็นโมเดลที�ใชก้าร

รวมผล (ensemble) ของต้นไม้ตัดสินใจ  (Decision 

Trees) โดยจะสรา้งต้นไมห้ลายต้นจากตวัอย่างสุ่มในชุด

ข้อมูล ในการแบ่งข้อมูลแต่ละครั �ง  เพื�อลดการเกิด 

overfitting และเพิ�มความแม่นยํา  สําหรบัคอลมัน์ที�มคี่า

หาย (missing values) ใช ้Random Forest สรา้งโมเดล

โดยพจิารณาตัวแปรที�เหลอือยู่ ค่าที�หายจะถูกประมาณ

จากค่าเฉลี�ยของผลลพัธ์จากตน้ไมห้ลายต้นใน Random 

Forest การคาดการณ์ค่าที�ขาดหาย 𝑦𝑦�  ใช้ค่าเฉลี�ยจาก

ตน้ไม ้ดงัสมการ (4) 

𝑦𝑦� =  �
𝑁𝑡

∑ 𝑇𝑇𝑖(𝑥𝑥)𝑁𝑡
𝑖=�   (4) 

 

โดยที� 𝑇𝑇𝑖(𝑥𝑥) คอื ผลลพัธ์จากต้นไม ้𝑖𝑖 และ 𝑁𝑁𝑡  คอืต้นไม้

ทั �งหมดใน Random Forest 

2.5 MICE Bayesian Ridge Imputation  

การแทนค่าสูญหายดว้ยวธิ ีใชก้ารประมาณค่า

แบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละคอลมัน์แบบ

วนซํ�า โดยใช ้Bayesian Ridge Regression (Mostafa et 

al., 2020) เป็นโมเดลสําหรับคาดเดาค่าที�เหมาะสม   

Bayesian Ridge Regression เป็นการปรับปรุงโมเดล 

Linear Regression โดยเพิ�มการแจกแจงความน่าจะเป็น

แบบ Bayesian เพื�อประเมินพารามเิตอร์ 𝛽𝛽 ของโมเดล 

สมการพื�นฐานของ Ridge Regression เป็นดังสมการ 

(5) 

 𝑦𝑦� =  𝑋𝑋𝑋𝑋 +  𝜖𝜖,    𝜖𝜖~ 𝑁𝑁(0, 𝜎𝜎�)                (5) 

 

สํ า ห รับ ค อ ลัม น์ ที� มี ค่ า ห า ย  ใ ช้  Bayesian Ridge 

Regression สร้างโมเดลโดยพิจารณาตัวแปรอื�น ๆ ที�

เหลอือยู่  ค่าที�ขาดหายจะถูกแทนด้วยค่าเฉลี�ยจากการ

แจกแจง posterior ของโมเดล Bayesian ค่าประมาณ 𝛽𝛽 

คํ า น วณ จ าก  posterior distribution เ พื� อ ป ร ะ ม า ณ

ค่าพารามเิตอรท์ี�ดทีี�สุด 

 

 3. จดักลุ่มข้อมูล 

 ในงานนี� ศกึษาอิทธพิลของวธิกีารเตมิขอ้มูลสูญ

หายที�มีต่อการจดักลุ่มข้อมูล มีวิธีจ ัดกลุ่มข้อมูล � วิธี 

ได้แก่ วิธี Hierarchical Clustering และ วิธี DBSCAN 

Clustering ใช้ร่วมกับ Gower’s distance ซึ�ง เป็นการ

คํานวณระยะห่างระหว่างคู่ของข้อมูลที�ประกอบด้วย

คุณลักษณะที� เ ป็นข้อมูลเชิงตัว เลขและข้อมูล เชิง

หมวดหมู่ โดยจะคํานวณระยะห่างจากลกัษณะต่าง ๆ 

ของข้อมูลแต่ละประเภทและนํามารวมกันเป็นค่า

ระยะห่างสุดทา้ย  

 สําหรบั Hierarchical Clustering จะศกึษาสามวธิ ี

ได้แก่ วิธี Single Linkage วิธี Complete Linkage และ

วธิ ีWard Linkage  

 สํ า ห รับ  DBSCAN Clustering จ ะศึ กษ ากา ร

กําหนดพารามิเตอร์ MinPts สามค่า ได้แก่ MinPts =3 

MinPts =5 และ MinPts =10 จากนั �น กําหนดช่วงค่า 

Eps เพื�อคํานวณหาค่า Eps ที�เหมาะสมสําหรบั MinPts 

แต่ละค่า 

 

 4. การประเมินประสิทธิภาพ 

 เนื�องจากในงานนี�ทําการศึกษาวิธีการเติม

ขอ้มลูที�มกีารสูญหายที�มผีลต่อการจดักลุ่ม จงึดาํเนินการ

วัดประสิทธิภาพจากผลการจัดกลุ่มที�ได้  (Cluster 

Labels) เมื�อเทียบกับการจัดกลุ่มจริง (Ground Truth 

Labels)  โดยใชต้วัชี�วดัดงัต่อไปนี�  

 

4.1 Adjusted Rand Index (ARI)  

ARI วดัว่าการจบัคู่ระหว่างคู่ของขอ้มลูใน ผล

การจดักลุ่มที�ได ้และ การจดักลุ่มจรงินั �นตรงกนัมากน้อย

เพยีงใด โดยคํานึงถงึผลลพัธท์ี�อาจเกดิขึ�นแบบสุ่ม มสีูตร

การคาํนวนดงัสมการ (�) 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑅𝐼−�𝑥𝑝��𝑡�  𝑅𝐼
���(𝑅𝐼)−�𝑥𝑝��𝑡�� 𝑅𝐼

               (6) 

เมื�อ 𝑅𝑅𝑅𝑅 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁

  ซึ�งอยู่ในช่วง [0,1] 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนั 

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มต่างกนั  

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนัใน 

Cluster Labels แ ต่ ต่ า ง กลุ่ ม ใ น  Ground Truth 

Labels 

 คำนวณจาก posterior distribution 

เพื่่�อประมาณค่่าพารามิิเตอร์์ที่่�ดีีที่่�สุุด

	 3. 	 จััดกลุ่่�มข้้อมููล

		  ในงานนี้้� ศึ กษาอิิทธิิพลของวิิธีีการเติิมข้้อมููล

สูญูหายที่่�มีีต่่อการจััดกลุ่่�มข้อ้มูลู มีวิธิีจัีัดกลุ่่�มข้อ้มูลู 2 วิธิี ีได้แ้ก่่ 

วิธิี ีHierarchical Clustering และ วิธิี ีDBSCAN Clustering ใช้้

ร่่วมกัับ  Gower’s distance ซึ่่�งเป็็นการคำนวณระยะห่่าง

ระหว่่างคู่่�ของข้อ้มูลูที่่�ประกอบด้ว้ยคุณุลัักษณะที่่�เป็น็ข้อ้มูลูเชิงิ

ตััวเลขและข้้อมููลเชิิงหมวดหมู่่� โดยจะคำนวณระยะห่่างจาก

ลักัษณะต่่าง ๆ  ของข้อ้มูลูแต่่ละประเภทและนำมารวมกันัเป็น็

ค่่าระยะห่่างสุุดท้้าย 

	 	 สำหรัับ Hierarchical Clustering จะศึึกษาสาม

วิิธีี ได้้แก่่ วิิธีี Single Linkage วิิธีี Complete Linkage และวิิธีี 

Ward Linkage 

	 	 สำหรัับ  DBSCAN Clustering จะศึึกษาการ

กำหนดพารามิเิตอร์ ์MinPts สามค่่า ได้แ้ก่่ MinPts =3 MinPts 

=5 และ MinPts =10 จากนั้้�น กำหนดช่่วงค่่า Eps เพื่่�อคำนวณ

หาค่่า Eps ที่่�เหมาะสมสำหรัับ MinPts แต่่ละค่่า

	 4. 	 การประเมิินประสิิทธิิภาพ

	 	 เนื่่�องจากในงานนี้้�ทำการศึึกษาวิิธีีการเติิม 

ข้้อมููลที่่�มีีการสููญหายที่่�มีีผลต่่อการจััดกลุ่่�ม จึ งดำเนิินการวััด

ประสิิทธิิภาพจากผลการจััดกลุ่่�มที่่�ได้้ (Cluster Labels) เมื่่�อ

เทีียบกัับการจััดกลุ่่�มจริิง (Ground Truth Labels) โดยใช้้ตััวชี้้�

วััดดัังต่่อไปนี้้� 

	 	 4.1 	Adjusted Rand Index (ARI) 

	 	 	 ARI วั ัดว่่าการจัับคู่่�ระหว่่างคู่่�ของข้้อมููลใน 

ผลการจััดกลุ่่�มที่่�ได้้ และ การจััดกลุ่่�มจริิงนั้้�นตรงกัันมากน้้อย

เพีียงใด โดยคำนึึงถึึงผลลััพธ์์ที่่�อาจเกิิดขึ้้�นแบบสุ่่�ม มีีสููตรการ

คำนวนดัังสมการ (6)

	

  

                   

การแทนค่าสูญหายด้วยวิธี MICE ใช้การ

ประมาณค่าแบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละ

คอลัมน์แบบวนซํ�า โดยใช้ Random Forest (Shah et 

al., 2014) เป็นโมเดลสําหรบัการคาดเดาค่าที�เหมาะสม

สําหรบัชุดข้อมูลที�ซบัซ้อนซึ�งมคีวามสมัพนัธ์แบบไม่เชงิ

เสน้ระหว่างตวัแปร  Random Forest เป็นโมเดลที�ใชก้าร

รวมผล (ensemble) ของต้นไม้ตัดสินใจ  (Decision 

Trees) โดยจะสรา้งต้นไมห้ลายต้นจากตวัอย่างสุ่มในชุด

ข้อมูล ในการแบ่งข้อมูลแต่ละครั �ง  เพื�อลดการเกิด 

overfitting และเพิ�มความแม่นยํา  สําหรบัคอลมัน์ที�มคี่า

หาย (missing values) ใช ้Random Forest สรา้งโมเดล

โดยพจิารณาตัวแปรที�เหลอือยู่ ค่าที�หายจะถูกประมาณ

จากค่าเฉลี�ยของผลลพัธ์จากตน้ไมห้ลายต้นใน Random 

Forest การคาดการณ์ค่าที�ขาดหาย 𝑦𝑦�  ใช้ค่าเฉลี�ยจาก

ตน้ไม ้ดงัสมการ (4) 

𝑦𝑦� =  �
𝑁𝑡

∑ 𝑇𝑇𝑖(𝑥𝑥)𝑁𝑡
𝑖=�   (4) 

 

โดยที� 𝑇𝑇𝑖(𝑥𝑥) คอื ผลลพัธ์จากต้นไม ้𝑖𝑖 และ 𝑁𝑁𝑡  คอืต้นไม้

ทั �งหมดใน Random Forest 

2.5 MICE Bayesian Ridge Imputation  

การแทนค่าสูญหายดว้ยวธิ ีใชก้ารประมาณค่า

แบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละคอลมัน์แบบ

วนซํ�า โดยใช ้Bayesian Ridge Regression (Mostafa et 

al., 2020) เป็นโมเดลสําหรับคาดเดาค่าที�เหมาะสม   

Bayesian Ridge Regression เป็นการปรับปรุงโมเดล 

Linear Regression โดยเพิ�มการแจกแจงความน่าจะเป็น

แบบ Bayesian เพื�อประเมินพารามเิตอร์ 𝛽𝛽 ของโมเดล 

สมการพื�นฐานของ Ridge Regression เป็นดังสมการ 

(5) 

 𝑦𝑦� =  𝑋𝑋𝑋𝑋 +  𝜖𝜖,    𝜖𝜖~ 𝑁𝑁(0, 𝜎𝜎�)                (5) 

 

สํ า ห รับ ค อ ลัม น์ ที� มี ค่ า ห า ย  ใ ช้  Bayesian Ridge 

Regression สร้างโมเดลโดยพิจารณาตัวแปรอื�น ๆ ที�

เหลอือยู่  ค่าที�ขาดหายจะถูกแทนด้วยค่าเฉลี�ยจากการ

แจกแจง posterior ของโมเดล Bayesian ค่าประมาณ 𝛽𝛽 

คํ า น วณ จ าก  posterior distribution เ พื� อ ป ร ะ ม า ณ

ค่าพารามเิตอรท์ี�ดทีี�สุด 

 

 3. จดักลุ่มข้อมูล 

 ในงานนี� ศกึษาอิทธพิลของวธิกีารเตมิขอ้มูลสูญ

หายที�มีต่อการจดักลุ่มข้อมูล มีวิธีจ ัดกลุ่มข้อมูล � วิธี 

ได้แก่ วิธี Hierarchical Clustering และ วิธี DBSCAN 

Clustering ใช้ร่วมกับ Gower’s distance ซึ�ง เป็นการ

คํานวณระยะห่างระหว่างคู่ของข้อมูลที�ประกอบด้วย

คุณลักษณะที� เ ป็นข้อมูลเชิงตัว เลขและข้อมูล เชิง

หมวดหมู่ โดยจะคํานวณระยะห่างจากลกัษณะต่าง ๆ 

ของข้อมูลแต่ละประเภทและนํามารวมกันเป็นค่า

ระยะห่างสุดทา้ย  

 สําหรบั Hierarchical Clustering จะศกึษาสามวธิ ี

ได้แก่ วิธี Single Linkage วิธี Complete Linkage และ

วธิ ีWard Linkage  

 สํ า ห รับ  DBSCAN Clustering จ ะศึ กษ ากา ร

กําหนดพารามิเตอร์ MinPts สามค่า ได้แก่ MinPts =3 

MinPts =5 และ MinPts =10 จากนั �น กําหนดช่วงค่า 

Eps เพื�อคํานวณหาค่า Eps ที�เหมาะสมสําหรบั MinPts 

แต่ละค่า 

 

 4. การประเมินประสิทธิภาพ 

 เนื�องจากในงานนี�ทําการศึกษาวิธีการเติม

ขอ้มลูที�มกีารสูญหายที�มผีลต่อการจดักลุ่ม จงึดาํเนินการ

วัดประสิทธิภาพจากผลการจัดกลุ่มที�ได้  (Cluster 

Labels) เมื�อเทียบกับการจัดกลุ่มจริง (Ground Truth 

Labels)  โดยใชต้วัชี�วดัดงัต่อไปนี�  
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overfitting และเพิ�มความแม่นยํา  สําหรบัคอลมัน์ที�มคี่า

หาย (missing values) ใช ้Random Forest สรา้งโมเดล

โดยพจิารณาตัวแปรที�เหลอือยู่ ค่าที�หายจะถูกประมาณ

จากค่าเฉลี�ยของผลลพัธ์จากตน้ไมห้ลายต้นใน Random 
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𝑦𝑦� =  �
𝑁𝑡

∑ 𝑇𝑇𝑖(𝑥𝑥)𝑁𝑡
𝑖=�   (4) 

 

โดยที� 𝑇𝑇𝑖(𝑥𝑥) คอื ผลลพัธ์จากต้นไม ้𝑖𝑖 และ 𝑁𝑁𝑡  คอืต้นไม้

ทั �งหมดใน Random Forest 

2.5 MICE Bayesian Ridge Imputation  

การแทนค่าสูญหายดว้ยวธิ ีใชก้ารประมาณค่า

แบบหลายตวัแปร เตมิค่าที�ขาดหายในแต่ละคอลมัน์แบบ

วนซํ�า โดยใช ้Bayesian Ridge Regression (Mostafa et 

al., 2020) เป็นโมเดลสําหรับคาดเดาค่าที�เหมาะสม   

Bayesian Ridge Regression เป็นการปรับปรุงโมเดล 

Linear Regression โดยเพิ�มการแจกแจงความน่าจะเป็น

แบบ Bayesian เพื�อประเมินพารามเิตอร์ 𝛽𝛽 ของโมเดล 

สมการพื�นฐานของ Ridge Regression เป็นดังสมการ 

(5) 

 𝑦𝑦� =  𝑋𝑋𝑋𝑋 +  𝜖𝜖,    𝜖𝜖~ 𝑁𝑁(0, 𝜎𝜎�)                (5) 

 

สํ า ห รับ ค อ ลัม น์ ที� มี ค่ า ห า ย  ใ ช้  Bayesian Ridge 

Regression สร้างโมเดลโดยพิจารณาตัวแปรอื�น ๆ ที�

เหลอือยู่  ค่าที�ขาดหายจะถูกแทนด้วยค่าเฉลี�ยจากการ

แจกแจง posterior ของโมเดล Bayesian ค่าประมาณ 𝛽𝛽 

คํ า น วณ จ าก  posterior distribution เ พื� อ ป ร ะ ม า ณ

ค่าพารามเิตอรท์ี�ดทีี�สุด 

 

 3. จดักลุ่มข้อมูล 

 ในงานนี� ศกึษาอิทธพิลของวธิกีารเตมิขอ้มูลสูญ

หายที�มีต่อการจดักลุ่มข้อมูล มีวิธีจ ัดกลุ่มข้อมูล � วิธี 

ได้แก่ วิธี Hierarchical Clustering และ วิธี DBSCAN 

Clustering ใช้ร่วมกับ Gower’s distance ซึ�ง เป็นการ

คํานวณระยะห่างระหว่างคู่ของข้อมูลที�ประกอบด้วย

คุณลักษณะที� เ ป็นข้อมูลเชิงตัว เลขและข้อมูล เชิง

หมวดหมู่ โดยจะคํานวณระยะห่างจากลกัษณะต่าง ๆ 

ของข้อมูลแต่ละประเภทและนํามารวมกันเป็นค่า

ระยะห่างสุดทา้ย  

 สําหรบั Hierarchical Clustering จะศกึษาสามวธิ ี

ได้แก่ วิธี Single Linkage วิธี Complete Linkage และ

วธิ ีWard Linkage  

 สํ า ห รับ  DBSCAN Clustering จ ะศึ กษ ากา ร

กําหนดพารามิเตอร์ MinPts สามค่า ได้แก่ MinPts =3 

MinPts =5 และ MinPts =10 จากนั �น กําหนดช่วงค่า 

Eps เพื�อคํานวณหาค่า Eps ที�เหมาะสมสําหรบั MinPts 

แต่ละค่า 

 

 4. การประเมินประสิทธิภาพ 

 เนื�องจากในงานนี�ทําการศึกษาวิธีการเติม

ขอ้มลูที�มกีารสูญหายที�มผีลต่อการจดักลุ่ม จงึดาํเนินการ

วัดประสิทธิภาพจากผลการจัดกลุ่มที�ได้  (Cluster 

Labels) เมื�อเทียบกับการจัดกลุ่มจริง (Ground Truth 

Labels)  โดยใชต้วัชี�วดัดงัต่อไปนี�  

 

4.1 Adjusted Rand Index (ARI)  

ARI วดัว่าการจบัคู่ระหว่างคู่ของขอ้มลูใน ผล

การจดักลุ่มที�ได ้และ การจดักลุ่มจรงินั �นตรงกนัมากน้อย

เพยีงใด โดยคํานึงถงึผลลพัธท์ี�อาจเกดิขึ�นแบบสุ่ม มสีูตร

การคาํนวนดงัสมการ (�) 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑅𝐼−�𝑥𝑝��𝑡�  𝑅𝐼
���(𝑅𝐼)−�𝑥𝑝��𝑡�� 𝑅𝐼

               (6) 

เมื�อ 𝑅𝑅𝑅𝑅 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁

  ซึ�งอยู่ในช่วง [0,1] 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนั 

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มต่างกนั  

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนัใน 

Cluster Labels แ ต่ ต่ า ง กลุ่ ม ใ น  Ground Truth 

Labels 

 จำนวนคู่่�ข้้อมููลที่่�ถููกจััดให้้อยู่่�ในกลุ่่�มต่่างกััน  

ทั้้�งใน Cluster Labels และ Ground Truth Labels
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overfitting และเพิ�มความแม่นยํา  สําหรบัคอลมัน์ที�มคี่า
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𝑦𝑦� =  �
𝑁𝑡

∑ 𝑇𝑇𝑖(𝑥𝑥)𝑁𝑡
𝑖=�   (4) 
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Labels) เมื�อเทียบกับการจัดกลุ่มจริง (Ground Truth 

Labels)  โดยใชต้วัชี�วดัดงัต่อไปนี�  

 

4.1 Adjusted Rand Index (ARI)  

ARI วดัว่าการจบัคู่ระหว่างคู่ของขอ้มลูใน ผล

การจดักลุ่มที�ได ้และ การจดักลุ่มจรงินั �นตรงกนัมากน้อย

เพยีงใด โดยคํานึงถงึผลลพัธท์ี�อาจเกดิขึ�นแบบสุ่ม มสีูตร

การคาํนวนดงัสมการ (�) 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑅𝐼−�𝑥𝑝��𝑡�  𝑅𝐼
���(𝑅𝐼)−�𝑥𝑝��𝑡�� 𝑅𝐼

               (6) 

เมื�อ 𝑅𝑅𝑅𝑅 =  𝑇𝑃+𝑇𝑁
𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁

  ซึ�งอยู่ในช่วง [0,1] 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนั 

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝑇𝑇𝑇𝑇: จาํนวนคู่ขอ้มลูที�ถูกจดัใหอ้ยู่ในกลุ่มต่างกนั  

ทั �งใน Cluster Labels และ Ground Truth Labels 

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัใหอ้ยู่ในกลุ่มเดยีวกนัใน 

Cluster Labels แ ต่ ต่ า ง กลุ่ ม ใ น  Ground Truth 

Labels 

 จำนวนคู่่�ข้้อมููลที่่�ถููกจัดัให้อ้ยู่่�ในกลุ่่�มเดียีวกัันใน 

Cluster Labels แต่่ต่่างกลุ่่�มใน Ground Truth Labels

	

  

                   

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัให้อยู่ในกลุ่มต่างกนัใน 

Cluster Labels แต่กลุ่มเดียวกันใน Ground Truth 

Labels 

 

4.2 Fowlkes-Mallows Index (FMI) 

FMI เป็นตัวชี�วดัที�ใช้ในการประเมินคุณภาพ

ของการจดักลุ่ม โดยการเปรียบเทียบการจัดกลุ่มที�ได้

จากโมเดลกับการจัดกลุ่มจริงโดยเฉพาะความแม่นยํา

และความสมบูรณ์ของการจดักลุ่ม มสีูตรการคํานวณ ดงั

สมการ (�) 

 

           𝐹𝐹𝐹𝐹𝐹𝐹 = �
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
∙ 𝑇𝑃

(𝑇𝑃+𝐹𝑁)
           (7) 

 

4.3 Normalized Mutual Information (NMI) 

NMI เป็นตวัชี�วดัที�ใชใ้นการประเมนิคุณภาพ

ของการจดักลุ่ม โดยเปรยีบเทยีบ Cluster Labels ที�ได้

จากการจัดกลุ่มกับ Ground Truth ซึ�งแสดงถึงระดับ 

ความสมัพนัธ์ระหว่างการจดักลุ่มและคําตอบที�แทจ้รงิ มี

สตูรการคาํนวณ ดงัสมการ (8) 

𝑁𝑁𝑁𝑁𝑁𝑁 = �∙𝐼(𝑋;𝑌)
𝐻(𝑋)+𝐻(𝑌)

                      (8) 

เมื�อ 𝑋𝑋 แทน Cluster Labels และ 𝑌𝑌 แทน Ground Truth  

𝐼𝐼(𝑋𝑋; 𝑌𝑌) =  � � 𝑝𝑝(𝑥𝑥, 𝑦𝑦) log
𝑝𝑝(𝑥𝑥, 𝑦𝑦)

𝑝𝑝(𝑥𝑥)𝑝𝑝(𝑦𝑦)
𝑦∈𝑌𝑥∈𝑋

 

 

𝐻𝐻(𝑋𝑋) = − � 𝑝𝑝(𝑥𝑥)
𝑥∈𝑋

log 𝑝𝑝(𝑥𝑥) 

 

𝐻𝐻(𝑌𝑌) = − � 𝑝𝑝(𝑦𝑦)
𝑦∈𝑌

log 𝑝𝑝(𝑦𝑦) 

 

4.4 Purity  

Purity เ ป็นตัว ชี� ว ัดที� ใ ช้ ใ นกา รปร ะ เมิน

คุณภาพของการจดักลุ่มโดยการวดัว่าแต่ละกลุ่มที�ไดจ้าก

การจดัมกีารจบัขอ้มูลที�มลีกัษณะเหมอืนกนัมากน้อยแค่

ไหนโดยการเปรียบเทียบกลุ่มที�ได้กับ Ground Truth 

Labels มสีตูรการคาํนวณ ดงัสมการ (9) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = �
𝑁

∑ 𝑚𝑚𝑚𝑚𝑚𝑚𝐾
𝐾=� |𝐶𝐶𝑘 ∩ 𝐿𝐿𝑗|          (9) 

 
เมื�อ 𝑁𝑁 แทนจํานวนขอ้มลูทั �งหมด  

       𝐾𝐾 แทนจํานวนกลุ่มที�ไดจ้ากการจดักลุ่ม 

    𝐶𝐶𝑘 แทนขอ้มลูทั �งหมดในกลุ่มที� 𝑘𝑘 จากการจดักลุ่ม 

      𝐿𝐿𝑗 แทนขอ้มลูทั �งหมดใน Ground Truth Label 𝑗𝑗  

 

 สํ าหรับข้อมู ลสัง เคราะห์  DS1 และ  DS2  

กําหนด Ground Truth Labels จากกลุ่มที�สงัเคราะห์ขึ�น

โดยตรง แต่สําหรับ DS3 ซึ�งเป็นข้อมูลจริง จะกําหนด 

Ground Truth Labels จากการจดักลุ่มข้อมูลที�ไม่มีการ

สญูหาย โดยใชว้ธิ ีKneeLocator Method [12] ในการหา

จํานวนกลุ่มดีที�สุด สําหรับวิธี Hierarchical Clustering 

ส่วน DBSCAN Clustering จะใช้วธิเีพื�อกําหนดค่า Eps 

ที�เหมาะสมสาํหรบั MinPts แต่ละค่า 

 
 
ผลการทดลอง 

ผลการเปรยีบเทยีบการเตมิขอ้มลูสูญหาย � วธิ ี

ได้แก่  วิธี Mean/Mode วิธี KNN วิธี MICE KNN วิธี  

MICE Random Forest และวิธี MICE Bayesian Ridge 

ที�ส่งผลต่อประสิทธิภาพการจดักลุ่มบนชุดข้อมูล DS1 

DS2 แ ละ  DS3 ซึ� ง แ ต่ ล ะ ชุ ด ข้ อมู ล มีก า รจํ า ล อ ง

สถานการณ์การสูญหาย 3 ระดบั ได้แก่ สูญหาย 20%  

30% และ  40% โดย ใช้วิธีกา รจัดก ลุ่ม  2 วิธี  คือ 

Hierarchical Clustering  และ DBSCAN Clustering แต่

ละวิธีมีการตั �งค่าพารามิเตอร์ต่างกัน 3 แบบ จากนั �น 

วเิคราะหป์ระสทิธภิาพการจดักลุ่ม ดงัต่อไปนี�  

 

การจดักลุ่มดว้ย Hierarchical Clustering  

Tables 5-7 แสดงผลการทดลองบนชุดข้อมูล 

DS1 DS2 และ DS3 ตามลําดบั ซึ�งเป็นการเปรยีบเทยีบ

ค่าประสทิธภิาพ 4 ค่า คอื ARI NMI FMI และ Purity ซึ�ง

เป็นตวัชี�วดัประสทิธภิาพการจดักลุ่มบนชุดขอ้มูล DS1 

DS2 และ DS3 หลงัจากการเตมิขอ้มลูสูญหาย 5 วธิ ีโดย

วธิกีารจดักลุ่ม คอื Hierarchical Clustering (HC) ร่วมกบั

การใช้วิธีการรวมสองกลุ่มย่อยแบบ Single Linkage 

แบบ Complete Linkage หรอื แบบ Ward Linkage  

เนื�องจากชุดข้อมูล DS1 และ DS2 ได้มาจาก

การสงัเคราะห์ขอ้มูลขึ�นมาด้วยวธิเีดยีวกนั แต่มจีํานวน

กลุ่ม 5 และ 10 กลุ่ม ตามลําดบั ผลการทดลองบนขอ้มูล 

 จำนวนคู่่�ข้้อมููลที่่�ถููกจััดให้้อยู่่�ในกลุ่่�มต่่างกัันใน 

Cluster Labels แต่่กลุ่่�มเดีียวกัันใน Ground Truth Labels

	 	 4.2 	Fowlkes-Mallows Index (FMI)

	 	 	 FMI เป็น็ตัวัชี้้�วัดัที่่�ใช้ใ้นการประเมินิคุณุภาพ

ของการจััดกลุ่่�ม โดยการเปรีียบเทีียบการจััดกลุ่่�มที่่�ได้้จาก

โมเดลกัับการจััดกลุ่่�มจริิงโดยเฉพาะความแม่่นยำและความ

สมบููรณ์์ของการจััดกลุ่่�ม มีีสููตรการคำนวณ ดัังสมการ (7)

	

  

                   

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัให้อยู่ในกลุ่มต่างกนัใน 

Cluster Labels แต่กลุ่มเดียวกันใน Ground Truth 

Labels 

 

4.2 Fowlkes-Mallows Index (FMI) 

FMI เป็นตัวชี�วดัที�ใช้ในการประเมินคุณภาพ
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สมการ (�) 
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𝑇𝑃

(𝑇𝑃+𝐹𝑃)
∙ 𝑇𝑃
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4.3 Normalized Mutual Information (NMI) 

NMI เป็นตวัชี�วดัที�ใชใ้นการประเมนิคุณภาพ

ของการจดักลุ่ม โดยเปรยีบเทยีบ Cluster Labels ที�ได้

จากการจัดกลุ่มกับ Ground Truth ซึ�งแสดงถึงระดับ 
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เมื�อ 𝑋𝑋 แทน Cluster Labels และ 𝑌𝑌 แทน Ground Truth  

𝐼𝐼(𝑋𝑋; 𝑌𝑌) =  � � 𝑝𝑝(𝑥𝑥, 𝑦𝑦) log
𝑝𝑝(𝑥𝑥, 𝑦𝑦)

𝑝𝑝(𝑥𝑥)𝑝𝑝(𝑦𝑦)
𝑦∈𝑌𝑥∈𝑋

 

 

𝐻𝐻(𝑋𝑋) = − � 𝑝𝑝(𝑥𝑥)
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30% และ  40% โดย ใช้วิธีกา รจัดก ลุ่ม  2 วิธี  คือ 

Hierarchical Clustering  และ DBSCAN Clustering แต่

ละวิธีมีการตั �งค่าพารามิเตอร์ต่างกัน 3 แบบ จากนั �น 

วเิคราะหป์ระสทิธภิาพการจดักลุ่ม ดงัต่อไปนี�  

 

การจดักลุ่มดว้ย Hierarchical Clustering  

Tables 5-7 แสดงผลการทดลองบนชุดข้อมูล 

DS1 DS2 และ DS3 ตามลําดบั ซึ�งเป็นการเปรยีบเทยีบ
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การใช้วิธีการรวมสองกลุ่มย่อยแบบ Single Linkage 

แบบ Complete Linkage หรอื แบบ Ward Linkage  
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	 	 4.3 	Normalized Mutual Information (NMI)
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ระหว่่างการจััดกลุ่่�มและคำตอบที่่�แท้จ้ริงิ มีสีูตูรการคำนวณ ดังั
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Cluster Labels แต่กลุ่มเดียวกันใน Ground Truth 
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ไหนโดยการเปรียบเทียบกลุ่มที�ได้กับ Ground Truth 

Labels มสีตูรการคาํนวณ ดงัสมการ (9) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = �
𝑁

∑ 𝑚𝑚𝑚𝑚𝑚𝑚𝐾
𝐾=� |𝐶𝐶𝑘 ∩ 𝐿𝐿𝑗|          (9) 

 
เมื�อ 𝑁𝑁 แทนจํานวนขอ้มลูทั �งหมด  

       𝐾𝐾 แทนจํานวนกลุ่มที�ไดจ้ากการจดักลุ่ม 

    𝐶𝐶𝑘 แทนขอ้มลูทั �งหมดในกลุ่มที� 𝑘𝑘 จากการจดักลุ่ม 

      𝐿𝐿𝑗 แทนขอ้มลูทั �งหมดใน Ground Truth Label 𝑗𝑗  

 

 สํ าหรับข้อมู ลสัง เคราะห์  DS1 และ  DS2  

กําหนด Ground Truth Labels จากกลุ่มที�สงัเคราะห์ขึ�น

โดยตรง แต่สําหรับ DS3 ซึ�งเป็นข้อมูลจริง จะกําหนด 

Ground Truth Labels จากการจดักลุ่มข้อมูลที�ไม่มีการ

สญูหาย โดยใชว้ธิ ีKneeLocator Method [12] ในการหา

จํานวนกลุ่มดีที�สุด สําหรับวิธี Hierarchical Clustering 

ส่วน DBSCAN Clustering จะใช้วธิเีพื�อกําหนดค่า Eps 

ที�เหมาะสมสาํหรบั MinPts แต่ละค่า 

 
 
ผลการทดลอง 

ผลการเปรยีบเทยีบการเตมิขอ้มลูสูญหาย � วธิ ี

ได้แก่  วิธี Mean/Mode วิธี KNN วิธี MICE KNN วิธี  

MICE Random Forest และวิธี MICE Bayesian Ridge 

ที�ส่งผลต่อประสิทธิภาพการจดักลุ่มบนชุดข้อมูล DS1 

DS2 แ ละ  DS3 ซึ� ง แ ต่ ล ะ ชุ ด ข้ อมู ล มีก า รจํ า ล อ ง

สถานการณ์การสูญหาย 3 ระดบั ได้แก่ สูญหาย 20%  

30% และ  40% โดย ใช้วิธีกา รจัดก ลุ่ม  2 วิธี  คือ 

Hierarchical Clustering  และ DBSCAN Clustering แต่

ละวิธีมีการตั �งค่าพารามิเตอร์ต่างกัน 3 แบบ จากนั �น 

วเิคราะหป์ระสทิธภิาพการจดักลุ่ม ดงัต่อไปนี�  

 

การจดักลุ่มดว้ย Hierarchical Clustering  

Tables 5-7 แสดงผลการทดลองบนชุดข้อมูล 

DS1 DS2 และ DS3 ตามลําดบั ซึ�งเป็นการเปรยีบเทยีบ

ค่าประสทิธภิาพ 4 ค่า คอื ARI NMI FMI และ Purity ซึ�ง

เป็นตวัชี�วดัประสทิธภิาพการจดักลุ่มบนชุดขอ้มูล DS1 

DS2 และ DS3 หลงัจากการเตมิขอ้มลูสูญหาย 5 วธิ ีโดย

วธิกีารจดักลุ่ม คอื Hierarchical Clustering (HC) ร่วมกบั

การใช้วิธีการรวมสองกลุ่มย่อยแบบ Single Linkage 

แบบ Complete Linkage หรอื แบบ Ward Linkage  

เนื�องจากชุดข้อมูล DS1 และ DS2 ได้มาจาก

การสงัเคราะห์ขอ้มูลขึ�นมาด้วยวธิเีดยีวกนั แต่มจีํานวน

กลุ่ม 5 และ 10 กลุ่ม ตามลําดบั ผลการทดลองบนขอ้มูล 

		  4.4	Purity 
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30% และ  40% โดย ใช้วิธีกา รจัดก ลุ่ม  2 วิธี  คือ 

Hierarchical Clustering  และ DBSCAN Clustering แต่

ละวิธีมีการตั �งค่าพารามิเตอร์ต่างกัน 3 แบบ จากนั �น 
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𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = �
𝑁

∑ 𝑚𝑚𝑚𝑚𝑚𝑚𝐾
𝐾=� |𝐶𝐶𝑘 ∩ 𝐿𝐿𝑗|          (9) 

 
เมื�อ 𝑁𝑁 แทนจํานวนขอ้มลูทั �งหมด  

       𝐾𝐾 แทนจํานวนกลุ่มที�ไดจ้ากการจดักลุ่ม 

    𝐶𝐶𝑘 แทนขอ้มลูทั �งหมดในกลุ่มที� 𝑘𝑘 จากการจดักลุ่ม 

      𝐿𝐿𝑗 แทนขอ้มลูทั �งหมดใน Ground Truth Label 𝑗𝑗  

 

 สํ าหรับข้อมู ลสัง เคราะห์  DS1 และ  DS2  

กําหนด Ground Truth Labels จากกลุ่มที�สงัเคราะห์ขึ�น

โดยตรง แต่สําหรับ DS3 ซึ�งเป็นข้อมูลจริง จะกําหนด 

Ground Truth Labels จากการจดักลุ่มข้อมูลที�ไม่มีการ

สญูหาย โดยใชว้ธิ ีKneeLocator Method [12] ในการหา

จํานวนกลุ่มดีที�สุด สําหรับวิธี Hierarchical Clustering 

ส่วน DBSCAN Clustering จะใช้วธิเีพื�อกําหนดค่า Eps 

ที�เหมาะสมสาํหรบั MinPts แต่ละค่า 

 
 
ผลการทดลอง 

ผลการเปรยีบเทยีบการเตมิขอ้มลูสูญหาย � วธิ ี

ได้แก่  วิธี Mean/Mode วิธี KNN วิธี MICE KNN วิธี  

MICE Random Forest และวิธี MICE Bayesian Ridge 

ที�ส่งผลต่อประสิทธิภาพการจดักลุ่มบนชุดข้อมูล DS1 

DS2 แ ละ  DS3 ซึ� ง แ ต่ ล ะ ชุ ด ข้ อมู ล มีก า รจํ า ล อ ง

สถานการณ์การสูญหาย 3 ระดบั ได้แก่ สูญหาย 20%  

30% และ  40% โดย ใช้วิธีกา รจัดก ลุ่ม  2 วิธี  คือ 

Hierarchical Clustering  และ DBSCAN Clustering แต่

ละวิธีมีการตั �งค่าพารามิเตอร์ต่างกัน 3 แบบ จากนั �น 

วเิคราะหป์ระสทิธภิาพการจดักลุ่ม ดงัต่อไปนี�  

 

การจดักลุ่มดว้ย Hierarchical Clustering  

Tables 5-7 แสดงผลการทดลองบนชุดข้อมูล 

DS1 DS2 และ DS3 ตามลําดบั ซึ�งเป็นการเปรยีบเทยีบ

ค่าประสทิธภิาพ 4 ค่า คอื ARI NMI FMI และ Purity ซึ�ง

เป็นตวัชี�วดัประสทิธภิาพการจดักลุ่มบนชุดขอ้มูล DS1 

DS2 และ DS3 หลงัจากการเตมิขอ้มลูสูญหาย 5 วธิ ีโดย

วธิกีารจดักลุ่ม คอื Hierarchical Clustering (HC) ร่วมกบั

การใช้วิธีการรวมสองกลุ่มย่อยแบบ Single Linkage 

แบบ Complete Linkage หรอื แบบ Ward Linkage  

เนื�องจากชุดข้อมูล DS1 และ DS2 ได้มาจาก

การสงัเคราะห์ขอ้มูลขึ�นมาด้วยวธิเีดยีวกนั แต่มจีํานวน

กลุ่ม 5 และ 10 กลุ่ม ตามลําดบั ผลการทดลองบนขอ้มูล 

จากการจััดกลุ่่�ม

	

  

                   

𝐹𝐹𝐹𝐹: จํานวนคู่ขอ้มูลที�ถูกจดัให้อยู่ในกลุ่มต่างกนัใน 

Cluster Labels แต่กลุ่มเดียวกันใน Ground Truth 

Labels 

 

4.2 Fowlkes-Mallows Index (FMI) 

FMI เป็นตัวชี�วดัที�ใช้ในการประเมินคุณภาพ
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	 สำหรัับข้้อมููลสัังเคราะห์์ DS1 และ DS2 กำหนด 

Ground Truth Labels จากกลุ่่�มที่่�สัังเคราะห์์ขึ้้�นโดยตรง แต่่

สำหรัับ  DS3 ซึ่่�งเป็็นข้้อมููลจริิง จะกำหนด Ground Truth 

Labels จากการจััดกลุ่่�มข้้อมููลที่่�ไม่่มีการสููญหาย  โดยใช้้วิิธีี 

KneeLocator Method [12] ในการหาจำนวนกลุ่่�มดีีที่่�สุุด 

สำหรัับวิิธีี Hierarchical Clustering ส่่วน DBSCAN Cluster-

ing จะใช้้วิิธีีเพื่่�อกำหนดค่่า Eps ที่่�เหมาะสมสำหรัับ MinPts 

แต่่ละค่่า

ผลการทดลอง
	 ผลการเปรีียบเทีียบการเติิมข้้อมููลสููญหาย  5 วิิธีี 

ได้้แก่่ วิิธีี Mean/Mode วิิธีี KNN วิิธีี MICE KNN วิิธีี MICE 

Random Forest และวิิธีี MICE Bayesian Ridge ที่่�ส่่งผลต่่อ

ประสิิทธิิภาพการจััดกลุ่่�มบนชุุดข้้อมููล DS1 DS2 และ DS3 

ซึ่่�งแต่่ละชุดุข้อ้มูลูมีกีารจำลองสถานการณ์ก์ารสูญูหาย 3 ระดับั 

ได้้แก่่ สููญหาย 20% 30% และ 40% โดยใช้้วิิธีีการจััดกลุ่่�ม 2 

วิิธีี คืือ Hierarchical Clustering และ DBSCAN Clustering 

แต่่ละวิิธีีมีีการตั้้�งค่่าพารามิิเตอร์์ต่่างกััน 3 แบบ  จากนั้้�น 

วิิเคราะห์์ประสิิทธิิภาพการจััดกลุ่่�ม ดัังต่่อไปนี้้� 

	 การจััดกลุ่่�มด้้วย Hierarchical Clustering 

	 Tables 5-7 แสดงผลการทดลองบนชุุดข้้อมููล DS1 

DS2 และ DS3 ตามลำดัับ  ซึ่่�งเป็็นการเปรีียบเทีียบค่่า

ประสิิทธิิภาพ 4 ค่่า คืือ ARI NMI FMI และ Purity ซึ่่�งเป็็นตััว

ชี้้�วััดประสิิทธิิภาพการจััดกลุ่่�มบนชุุดข้้อมููล DS1 DS2 และ 

DS3 หลัังจากการเติิมข้้อมููลสููญหาย 5 วิิธีี โดยวิิธีีการจััดกลุ่่�ม 

คืือ Hierarchical Clustering (HC) ร่่วมกัับการใช้้วิิธีีการรวม

สองกลุ่่�มย่่อยแบบ Single Linkage แบบ Complete Linkage 

หรืือ แบบ Ward Linkage 

	 เนื่่�องจากชุุดข้้อมููล DS1 และ DS2 ได้้มาจากการ

สังัเคราะห์ข์้อ้มูลูขึ้้�นมาด้ว้ยวิธิีเีดียีวกันั แต่่มีจีำนวนกลุ่่�ม 5 และ 

10 กลุ่่�ม ตามลำดัับ ผลการทดลองบนข้้อมููล DS1 และ DS2 

จึงึใกล้้เคีียงกันั ดัง Tables 5-6 พบว่่าประสิิทธิิภาพการจััดกลุ่่�ม

โดยวิธิี ีHierarchical Clustering (HC) แบบ Ward linkage ให้้

ค่่าประสิิทธิิภาพสููงในอัันดัับต้้นสามอัันดัับแรกในทุุกตััวชี้้�วััด 

ได้้แก่่ ARI NMI FMI และ Purity เมื่่�อแทนค่่าข้้อมููลสููญหาย

ด้้วยวิิธีี KNN และ วิิธีี MICE KNN กล่่าวคืือ มีีผลค่่าในช่่วง 

0.93 ถึึงค่่าใกล้้ 1 ในทั้้�ง 3 ระดัับการสููญหาย 20% 30% และ 

40% ที่่�ได้ท้ำการทดลอง ส่่วนวิิธีทีี่่�มีปีระสิทิธิภิาพสูงูรองลงมา 

คืือ วิิธีี MICE Random Forest กัับการแทนที่่�ข้้อมููลสููญหาย 

20% และ 30% ซึ่่�งยังัคงมีีค่่าประสิิทธิภิาพสููง 0.97 ขึ้้�นไป ส่่วน

การแทนค่่าข้้อมููลสููญหาย 40% บนชุุดข้้อมููล DS1 พบว่่า วิิธีี 

MICE Random Forest ก็ย็ังัแสดงผลประสิทิธิภิาพสูงูในอันัดับั

ต้้นติิดอยู่่�สามอัันดัับแรก ในขณะที่่�การแทนค่่าข้้อมููลสููญหาย 

40% บนชุุดข้้อมููล DS2 พบว่่า ผลจากวิิธีี MICE Random 

Forest ในบางตััวชี้้�วััดไม่่ได้้ติิดอยู่่�ในสามอัันดัับแรก แต่่ก็็ยััง

แสดง ค่่าประสิิทธิิภาพสููง 0.97 ขึ้้�นไปในทุุกตััวชี้้�วััด นอกจาก

นี้้� การใช้้ Complete linkage ยัังให้้ผลที่่�ดีีในการทดลองกัับชุุด

ข้้อมููล DS2 ในบางกรณีี แต่่อย่่างไรก็็ตาม การใช้้ Ward link-

age มั กจะให้้ผลที่่�ดีีโดยทั่่�วไปในทั้้�งสองชุุดข้้อมููล ต่่ อมาเมื่่�อ

พิิจารณารููปร่่างคลััสเตอร์์ของชุุดข้้อมููล DS1 และ DS2 ใน 

Figure 2 จะเห็็นว่่า ข้ ้อมููลมีีลัักษณะกลุ่่�มเป็็นรููปร่่างกลมวงรีี 

แยกจากกัันค่่อนข้้างชััดเจน ดั ังนั้้�น ผลการทดลองที่่�ได้้นี้้�อาจ

จะสามารถประยุุกต์์ใช้้เติิมข้้อมููลสููญหายที่่�มีรีะดัับมากถึึง 40% 

แทนที่่�วิธีิีการที่่�มักัใช้้กันัอย่่างแพร่่หลายอย่่างวิธีิี Mean/Mode 

สำหรัับชุุดข้้อมููล DS3 เป็็นข้้อมููลจริิงเกี่่�ยวกัับลููกค้้าธนาคารที่่�

มีีจำนวน 7 คุุณสมบััติิ ซึ่่�งจะกำหนด Ground truth label ดััง

กล่่าวไว้้ในหััวข้้อที่่� 3 ของการดำเนิินงานวิิจััย  ผลการเปรีียบ

เทีียบการเติิมข้้อมููลสููญหาย  5 วิิธีี ดั ง Table 7 ที่่ �มีีข้้อมููล

สููญหาย 20% 30% และ 40% ปรากฏว่่า การแทนค่่าข้้อมููล

สููญหายด้้วยวิิธีี MICE Random Forest ผนวกกัับการจััดกลุ่่�ม

โดยวิิธีี Hierarchical Clustering แบบ Ward linkage ให้้ค่่า

ประสิิทธิิภาพสููงในสองอัันดัับแรกในทุุกตััวชี้้�วััด ได้้แก่่  ARI 

NMI FMI และ Purity โดยมีีผลอยู่่�ในช่่วง 0.67 ถึึง 0.88 ส่่วน

วิิธีีที่่�มีีประสิิทธิิภาพรองลงมาสำหรัับกรณีีการแทนค่่าข้้อมููล

สูญูหาย 20% และ 30% คือ วิธิี ีKNN และวิธีิี MICE KNN เมื่่�อ

ผนวกกัับการจััดกลุ่่�มโดยวิิธีี HC แบบ Ward linkage แต่่ใน

กรณีกีารแทนที่่�ข้อ้มูลูสูญูหาย 40% การเติมิข้อ้มูลูสูญูหายด้ว้ย

วิธิี ีMICE Random Forest และวิธิี ีMICE KNN ผนวกกับั HC 

แบบ Complete linkage ก็็ให้้ผลประสิิทธิิภาพสููงในอัันดัับต้้น

สามอัันดัับแรกในทุุกตััวชี้้�วััด 

	 กล่่าวโดยภาพรวม จากผลการทดลองกัับทั้้�ง 3 ชุุด

ข้้อมููลข้้างต้้น และข้้อมููลมีีอััตราการสููญหายไม่่เกิิน 40% การ

แทนค่่าข้้อมููล สููญหายด้้วย MICE Random Forest กัับการ

จััดกลุ่่�มด้้วยวิิธีี Hierarchical Clustering (HC) แบบ Ward 

linkage มัักจะให้้ค่่า ประสิิทธิิภาพที่่�สููงในทุุกตััวชี้้�วััด
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Table 5	Performance of Hierarchical Clustering on DS1 with three levels missing data imputed by five methods

HC Imputation Methods
DS1 with 20% missing DS1 with 30% missing DS1 with 40% missing

ARI NMI FMI Purity ARI NMI FMI Purity ARI NMI FMI Purity

Si
ng
le
 L
in
ka
ge

Mean/Mode 0.2317 0.4237 0.5260 0.4020 0.0000 0.0079 0.4448 0.2040 0.2089 0.4719 0.5399 0.4013

KNN 0.3738 0.5870 0.6180 0.4027 0.3738 0.5870 0.6180 0.4027 0.2095 0.4727 0.5405 0.4013

MICE KNN 0.3738 0.5870 0.6180 0.4027 0.3734 0.5864 0.6175 0.4033 0.2089 0.4718 0.5396 0.4020

MICE Random Forest 0.3734 0.3734 0.6175 0.4033 0.3738 0.5870 0.6180 0.4027 0.2089 0.4718 0.5396 0.4020

MICE Bayesian Ridge 0.0000 0.0079 0.4448 0.2040 0.0000 0.0079 0.4448 0.2040 0.4814 0.7396 0.6723 0.6013

C
om

pl
et
e 
Li
nk
ag
e

Mean/Mode 0.4570 0.6167 0.5691 0.6087 0.4720 0.6005 0.6277 0.5567 0.3714 0.6134 0.5521 0.5973

KNN 0.7411 0.8124 0.7946 0.8760 0.5833 0.7337 0.6982 0.6313 0.3801 0.6723 0.5801 0.6000

MICE KNN 0.6538 0.7535 0.7285 0.8200 0.5843 0.7353 0.7004 0.626 0.3571 0.6458 0.5659 0.5907

MICE Random Forest 0.6212 0.7358 0.7067 0.7840 0.6336 0.7597 0.7181 0.7373 0.3680 0.6691 0.5700 0.5993

MICE Bayesian Ridge 0.3768 0.5401 0.5452 0.5467 0.1936 0.3798 0.4686 0.4473 0.7178(2) 0.8497 0.7901(2) 0.7933

W
ar

d
Li
nk
ag
e

Mean/Mode 0.6582 0.7544 0.7299 0.7820 0.6938 0.7786 0.7629 0.7873 0.5627 0.7618 0.6792 0.7380

KNN 0.9802(2) 0.9729(3) 0.9841(3) 0.9920(2) 0.9867(2) 0.9817(2) 0.9894(2) 0.9947(2) 0.9301(1) 0.9396(1) 0.9441(1) 0.9700(1)

MICE KNN 0.9802(2) 0.9740(2) 0.9842(2) 0.9920(2) 0.9901(1) 0.9867(1) 0.9921(1) 0.9960(1) 0.9301(1) 0.9396(1) 0.9441(1) 0.9700(1)

MICE Random Forest 0.9851(1) 0.9797(1) 0.9881(1) 0.9940(1) 0.9852(3) 0.9807(3) 0.9881(3) 0.9940(3) 0.7144 0.8530(2) 0.7866 0.7960(2)

MICE Bayesian Ridge 0.6010 0.7130 0.6862 0.7387 0.4354 0.5633 0.5775 0.5580 0.5754 0.7623 0.6873 0.7433

Note: Bold values indicating the top three values in each metric (or each column) with a superscript number in each bracket denoting the ranking.

Table 6	Performance of Hierarchical Clustering on DS2 with three levels missing data imputed by five methods

HC Imputation Methods
DS2 with 20% missing DS2 with 30% missing DS2 with 40% missing

ARI NMI FMI Purity ARI NMI FMI Purity ARI NMI FMI Purity

Si
ng
le
 L
in
ka
ge

Mean/Mode 0.389 0.6474 0.4958 0.5407 0.2273 0.5565 0.3944 0.45 0.1204 0.456 0.3554 0.378

KNN 0.7333 0.8965 0.787 0.7007 0.7338 0.8977 0.7874 0.7013 0.734 0.8983 0.7877 0.7007

MICE KNN 0.7326 0.8947 0.7863 0.7007 0.7317 0.8949 0.7856 0.7856 0.8063 0.9293 0.8403 0.8

MICE Random Forest 0.7326 0.8958 0.7863 0.7007 0.7331 0.896 0.7866 0.7013 0.797 0.9203 0.8321 0.7967

MICE Bayesian Ridge 0.4643 0.7665 0.5748 0.6107 0.3816 0.6886 0.4919 0.576 0.117 0.4482 0.3523 0.3587

C
om

pl
et
e 
Li
nk
ag
e

Mean/Mode 0.4969 0.6891 0.5525 0.6513 0.3067 0.5550 0.4046 0.5173 0.2286 0.5162 0.3862 0.4213

KNN 0.9661 0.9754 0.9695 0.9840 0.9956(1) 0.9948(1) 0.9960(1) 0.9980(1) 0.9882 0.9881 0.9894 0.9947

MICE KNN 0.9754(2) 0.9790(2) 0.9778(2) 0.9887(2) 0.9475 0.9691 0.9528 0.9733 0.9926(2) 0.9917(2) 0.9933(2) 0.9967(2)

MICE Random Forest 0.8863 0.9469 0.8991 0.9227 0.9770 0.9791 0.9792 0.9893 0.9839 0.9841 0.9855 0.9927

MICE Bayesian Ridge 0.5427 0.7296 0.5926 0.6853 0.4697 0.6664 0.5296 0.5873 0.3483 0.5907 0.4622 0.4973

W
ar

d
Li
nk
ag
e

Mean/Mode 0.5129 0.6990 0.5668 0.7000 0.4034 0.6285 0.4780 0.6093 0.4845 0.6758 0.5507 0.6387

KNN 0.9867(1) 0.9861(1) 0.9880(1) 0.9940(1) 0.9882(2) 0.9881(2) 0.9894(2) 0.9947(2) 0.9941(1) 0.9934(1) 0.9947(1) 0.9973(1)

MICE KNN 0.9753(3) 0.9789(3) 0.9778(2) 0.9887(2) 0.9882(2) 0.9877(3) 0.9894(2) 0.9947(2) 0.9911(3) 0.9904(3) 0.9920(3) 0.9960(3)

MICE Random Forest 0.9724 0.9771 0.9752 0.9873 0.9755 0.9773 0.9779 0.9887 0.9779 0.9802 0.9801 0.9900

MICE Bayesian Ridge 0.5528 0.7593 0.6033 0.7080 0.5182 0.7189 0.5706 0.6553 0.6114 0.7544 0.6522 0.7047

Note: Bold values indicating the top three values in each metric (or each column) with a superscript number in each bracket denoting the ranking.
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Table 7	Performance of Hierarchical Clustering on DS3 with three levels missing data imputed by five methods

HC Imputation Methods
DS3 with 20% missing DS3 with 30% missing DS3 with 40% missing

ARI NMI FMI Purity ARI NMI FMI Purity ARI NMI FMI Purity

Si
ng
le
 L
in
ka
ge

Mean/Mode 0.4165 0.5840 0.5261 0.7000 0.3902 0.5708 0.5065 0.7000 0.3999 0.5796 0.5137 0.7000

KNN 0.4087 0.5675 0.5175 0.7000 0.4032 0.5632 0.5136 0.7000 0.4055 0.5669 0.5153 0.7000

MICE KNN 0.4087 0.5675 0.5175 0.7000 0.4032 0.5632 0.5136 0.7000 0.4055 0.5669 0.5153 0.7000

MICE Random Forest 0.4087 0.5675 0.5175 0.7000 0.4032 0.5632 0.5136 0.7000 0.4055 0.5669 0.5153 0.7000

MICE Bayesian Ridge 0.4087 0.5675 0.5175 0.7000 0.4032 0.5632 0.5136 0.7000 0.4055 0.5669 0.5153 0.7000

C
om

pl
et
e 
Li
nk
ag
e

Mean/Mode 0.2450 0.3590 0.5149 0.5820 0.1340 0.2255 0.4510 0.5190 0.2224 0.3160 0.4837 0.5440

KNN 0.5039 0.5701 0.6499 0.7790 0.5095 0.5797 0.6518 0.7860 0.3989 0.4663 0.5768 0.7290

MICE KNN 0.5139 0.5916 0.6553 0.7880 0.4579 0.4749 0.6237 0.7240 0.4860(3) 0.5420(3) 0.6379(3) 0.7690(3)

MICE Random Forest 0.5322 0.6175 0.6689 0.7950 0.4129 0.5125 0.5905 0.7220 0.7630(1) 0.8644(1) 0.8012(1) 0.8700(1)

MICE Bayesian Ridge 0.1158 0.1956 0.3954 0.4960 0.1388 0.2420 0.4315 0.5100 0.6419 0.7654 0.6979 0.7800

W
ar

d
Li
nk
ag
e

Mean/Mode 0.1670 0.2313 0.4823 0.5870 0.1869 0.2359 0.4860 0.6060 0.2194 0.2545 0.4986 0.6300

KNN 0.6798(1) 0.6898(2) 0.7917(1) 0.8740(1) 0.6492(3) 0.6484(2) 0.7720(3) 0.8630(2) 0.4373 0.5288 0.6313 0.7420

MICE KNN 0.6717(3) 0.6658(3) 0.7869(3) 0.8730(2) 0.6497(2) 0.6480(3) 0.7723(2) 0.8630(2) 0.4345 0.5248 0.6295 0.7410

MICE Random Forest 0.6792(2) 0.6909(1) 0.7913(2) 0.8740(1) 0.6794(1) 0.6819(1) 0.7913(1) 0.8750(1) 0.6685(2) 0.6707(2) 0.7844(2) 0.8700(1)

MICE Bayesian Ridge 0.1322 0.1893 0.4526 0.5810 0.0441 0.0470 0.3890 0.5220 0.0426 0.0473 0.3894 0.5200

Note: Bold values indicating the top three values in each metric (or each column) with a superscript number in each bracket denoting the ranking.

	 การจััดกลุ่่�มด้้วย DBSCAN Clustering 

	 Tables 8-10 แสดงผลการทดลองบนชุุดข้้อมููล DS1 

DS2 และ DS3 ตามลำดัับ  ซึ่่�งเป็็นการเปรีียบเทีียบค่่า

ประสิิทธิิภาพ 4 ค่่า คืือ ARI NMI FMI และ Purity ซึ่่�งเป็็นตััว

ชี้้�วััดประสิิทธิิภาพการจััดกลุ่่�มบนชุุดข้้อมููล DS1 DS2 และ 

DS3 หลังัจากการเติิมข้อ้มูลูสูญูหาย 5 วิธิี ีดังกล่่าวข้างต้้น โดย

วิิธีีการจััดกลุ่่�ม คืือ วิิธีี DBSCAN Clustering ซึ่่�งได้้ทดลองตั้้�ง

ค่่า MinPts 3 ค่่า คืือ ค่่า MinPts เท่่ากัับ 3 ค่่า MinPts เท่่ากัับ 

5 และ ค่่า MinPts เท่่ากัับ 10 แต่่ละค่่าหาค่่า Eps ที่่�เหมาะสม

ด้้วย Elbow Method 

	 จากผลการทดลองข้้างต้้นของชุุดข้้อมููล DS1 DS2 

และ DS3 เมื่่�อพิิจารณาค่่าประสิิทธิิภาพที่่�ดีีสามอัันดัับแรกใน

แต่่ละตััวชี้้�วััดที่่�ระดัับข้้อมููลสููญหายต่่างกััน จะพบว่่า แต่่ละชุุด

ข้้อมููลจะมีีค่่า MinPts ได้้เหมาะสมมากกว่่า 1 ค่่า 

	 สำหรัับชุุดข้้อมููล DS1 (Table 8) วิิธีีการเติิมข้้อมููล

สููญหายที่่�ให้้ประสิิทธิิภาพที่่�ดีีติิดสามอัันดัับต้้นในตััวชี้้�วััดส่่วน

ใหญ่่ในการทดลองทั้้�ง 3 ระดัับข้อมููลสููญหาย คื อ วิิธีี MICE 

KNN และรองลงมา คืือ วิิธีี MICE Random Forest เมื่่�อ DB-

SCAN Clustering กำหนด MinPts เท่่ากัับ 3 หรืือ 5 

	  ส่่วนผลการจััดกลุ่่�มในชุุดข้้อมููล DS2 (Table 9) วิิธีี

การเติิมข้้อมููลสููญหายที่่�ให้้ประสิิทธิิภาพที่่�ดีีติิดสามอัันดัับต้น 

ได้แ้ก่่ วิธิี ีKNN วิธิี ีMICE KNN และ วิธิี ีMICE Random Forest 

พบได้้กระจายในการทดลองกำหนดค่่า MinPts ทั้้�ง 3 ค่่า ต่่อมา 

หากเลืือกวิธีิีการเติิมข้อ้มูลูเพียีงวิธีิีเดียีวที่่�ให้ป้ระสิิทธิภิาพที่่�ดีี

ในทั้้�ง 3 ระดัับข้้อมููลสููญหาย เมื่่�อกำหนดค่่า MinPts เป็็น 3 ค่่านี้้� 

ปรากฏว่่า วิธิี ีMICE Random Forest จะให้ผ้ลค่่าประสิิทธิภิาพ

ที่่�ดีีในทุุกตััวชี้้�วััด ในช่่วงค่่า 0.80-0.98 

	 ในการทดลองจััดกลุ่่�มด้ว้ย DBSCAN Clustering ใน

ทั้้�ง 3 ระดัับข้้อมููลสููญหายบนชุุดข้้อมููลจริิง DS3 (Table 10) 

ปรากฏว่่า ที่่�การกำหนดค่่า MinPts เท่่ากัับ 5 วิธิีกีารเติิมข้้อมููล

สููญหายที่่�ให้้ประสิิทธิิภาพที่่�ดีีติิดสามอัันดัับต้นในทุุกตััวชี้้�วััด 

ได้แ้ก่่ วิธิี ีKNN วิธิี ีMICE KNN และ วิธิี ีMICE Random Forest 

	 ประสิทิธิภิาพการเติิมข้อ้มูลูสูญูหายในชุดุข้อ้มูลู DS1 

DS2 และ DS3 

	 จะเห็็นได้ว้่่า วิธิีกีารจััดกลุ่่�มพร้้อมทั้้�งพารามิิเตอร์์ และ

วิิธีีการเติิมค่่าสููญหายมีีผลต่่อประสิิทธิิภาพการจััดกลุ่่�ม 

Figures 4-6 แสดงการเปรีียบเทีียบวิิธีีการเติิมค่่าสููญหายบน

ชุุดข้้อมููล DS1 DS2 และ DS3 ตามลำดัับ ทั้้�ง 3 ระดัับข้้อมููล

สูญูหาย โดยเลือืกผลการจัดักลุ่่�มที่่�ดีสีุดุมาเปรียีบเทียีบกันั จาก

ผลการเปรีียบเทีียบ พบว่่า Hierarchical Clustering ให้้ผล

ค่่าตััวชี้้�วััดประสิิทธิิภาพที่่�ดีีกว่่าวิิธีี DBSCAN Clustering ใน

ชุุดข้้อมููล DS1 และ DS 2 (Figure 4-5) โดยส่่วนใหญ่่จะเป็็น

ผลการเติิมค่่าสููญหายด้้วยวิิธีี KNN และวิิธีี MICE KNN รอง

ลงมาคืือวิิธีี MICE Random Forest แต่่สำหรัับชุุดข้้อมููล DS3 
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ซึ่่�งเป็็นข้้อมููลจริิง (Figure 6) พบว่่า DBSCAN Clustering ให้้

ผลค่่าตัวัชี้้�วัดัประสิทิธิภิาพที่่�ดีกีว่่าวิธิี ีHierarchical Clustering 

โดยจะเป็น็ผลการเติมิค่่าสูญูหายด้ว้ยวิธิี ีKNN วิธิี ีMICE KNN 

และวิิธีี MICE Random Forest ที่่ �ให้้ค่่าประสิิทธิิภาพดีีใกล้้

เคีียงกััน

	 จากผลการทดลองข้้างต้้นโดยรวมพบว่่า การเติิม

ข้้อมููลสููญหายด้้วยวิิธีีการที่่�มีีพื้้�นฐานมาจากแมชีีนเลิิร์์นนิ่่�ง จะ

ได้้ประสิิทธิิภาพที่่�ดีีกว่่าวิิธีีพื้้�นฐานอย่่างการเติิมด้้วยค่่ากลาง 

นอกจากนี้้�จะเห็็นได้้ว่่า วิิธีีการเติิมข้้อมููลสููญหายวิิธีีหนึ่่�ง หาก

ใช้เ้ติมิข้อ้มูลูสูญูหายที่่�ชุดุข้อ้มูลูแตกต่่างกันั แม้้จะใช้ว้ิธิีกีารจัดั

กลุ่่�มแบบเดีียวกััน จะได้้ประสิิทธิิภาพการจััดกลุ่่�มที่่�แตกต่่าง

กััน เมื่่�อดููที่่�ค่่าตััววััดเดีียวกััน หากมองในอีีกมุุม ชุ ุดข้้อมููล

เดีียวกัันที่่�มีีอััตราการสููญหายเท่่ากััน หากใช้้วิิธีีการเติิมข้้อมููล

สููญหายแตกต่่างกััน แม้้จะใช้้วิิธีีการจััดกลุ่่�มและพารามิิเตอร์์

เหมืือนกััน ประสิิทธิิภาพในการจััดกลุ่่�มมีีความแตกต่่างกัันใน

ค่่าตััววััดเดีียวกัันเช่่นกััน 

	 ดังันั้้�น ปัจจัยัที่่�เกี่่�ยวข้องกัับประสิิทธิภิาพการจััดกลุ่่�ม 

ได้้แก่่ ชุ ดข้้อมููล วิิธีีการเติิมข้้อมููลสููญหาย อั ตราการสููญหาย

ของข้อ้มูลู อัลักอริทิึมึการจัดักลุ่่�มและการกำหนดพารามิเิตอร์์ 

ซึ่่�งการจััดการข้้อมููลสููญหายอย่่างมีีประสิิทธิิภาพสำหรัับการ

จััดกลุ่่�ม หากเข้้าใจการกระจายของตััวข้้อมููลรวมถึึงอััตราการ

สููญหาย  จะทำให้้มีีผลดีีเกี่่�ยวข้องกัับการเลืือกใช้้วิิธีีการและ

พารามิิเตอร์์ที่่�เหมาะสมได้้

Table 8 	Performance of DBSCAN Clustering on DS1 with three levels missing data imputed by five methods

DB 
SCAN 

Imputation Methods
DS1 with 20% missing DS1 with 30% missing DS1 with 40% missing

ARI NMI FMI Purity ARI NMI FMI Purity ARI NMI FMI Purity

M
in
Pt
s 
= 
3

Mean/Mode 0.2197 0.4024 0.5092 0.4100 0.2073 0.4047 0.5145 0.4067 0.4605 0.6759 0.6353 0.6233

KNN 0.3651 0.5544 0.6012 0.4087 0.7450 0.8374 0.8110 0.7907 0.4770 0.7265 0.6670 0.5993

MICE KNN 0.5919(3) 0.7343 0.7190(3) 0.6040(1) 0.9451(1) 0.9226(1) 0.9561(1) 0.9780(1) 0.7386(2) 0.8315(2) 0.8015(2) 0.8073(1)

MICE Random Forest 0.5915 0.7353(3) 0.7188 0.6040(1) 0.8510(2) 0.8584(2) 0.8815(2) 0.9740(2) 0.7248 0.8037 0.7936(3) 0.7880

MICE Bayesian Ridge 0.0001 0.0195 0.4392 0.2113 0.0001 0.0161 0.4396 0.2107 0.4605 0.7045 0.6492 0.6080

M
in
Pt
s 
= 
5

Mean/Mode 0.2574 0.5103 0.5332 0.4880 0.2271 0.4825 0.5227 0.4580 0.7158 0.7960 0.7814 0.7893

KNN 0.3687 0.5615 0.6076 0.4007 0.3694 0.5639 0.6099 0.3993 0.4785 0.7258 0.6681 0.5980

MICE KNN 0.5986(1) 0.7513(1) 0.7271(1) 0.5960 0.7503(3) 0.8442(3) 0.8154(3) 0.7840(3) 0.7268(3) 0.8201(3) 0.7912 0.7940(2)

MICE Random Forest 0.5973(2) 0.7462(2) 0.7252(2) 0.5967(3) 0.6019 0.7279 0.7044 0.7100 0.7208 0.7982 0.7883 0.7787

MICE Bayesian Ridge 0.0001 0.0134 0.4393 0.2087 0.0000 0.0027 0.4437 0.2027 0.4604 0.7025 0.6492 0.6073

M
in
Pt
s 
= 
10

Mean/Mode 0.0000 0.0013 0.4463 0.2007 0.2271 0.4825 0.5227 0.4580 0.2087 0.4636 0.5332 0.4080

KNN 0.3703 0.5670 0.6113 0.3993 0.3713 0.5711 0.6130 0.4007 0.7645(1) 0.8682(1) 0.8279(1) 0.7920(3)

MICE KNN 0.3712 0.5695 0.6123 0.4007 0.3707 0.5724 0.6127 0.4007 0.4642 0.6916 0.6520 0.6007

MICE Random Forest 0.3715 0.5736 0.6137 0.4013 0.3690 0.5561 0.6052 0.4100 0.2133 0.4769 0.5310 0.4267

MICE Bayesian Ridge 0.0000 0.0036 0.4393 0.2053 0.0047 0.0682 0.4219 0.2473 0.2070 0.4340 0.5278 0.4093

Note: Bold values indicating the top three values in each metric (or each column) with a superscript number in each bracket denoting the ranking.
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Table 9 Performance of DBSCAN Clustering on DS2 with three levels missing data imputed by five methods

DB 
SCAN 

Imputation Methods
DS2 with 20% missing DS2 with 30% missing DS2 with 40% missing

ARI NMI FMI Purity ARI NMI FMI Purity ARI NMI FMI Purity

M
in
Pt
s 
= 
3

Mean/Mode 0.5022 0.7268 0.5676 0.7120 0.3934 0.6793 0.5019 0.6327 0.6947 0.5921 0.4334 0.4307

KNN 0.8031 0.9221(3) 0.8367 0.7947 0.8004 0.9170 0.8335 0.7933 0.8889 0.9544 0.9040 0.8940

MICE KNN 0.8036 0.9246(2) 0.8374 0.7960 0.8796 0.9417(2) 0.8951 0.8873 0.9417 0.9568(2) 0.9484 0.9893(1)

MICE Random Forest 0.8002 0.9175 0.8314 0.8107 0.8667 0.9313 0.8831 0.8873 0.9470 0.9513 0.9525(3) 0.9820(2)

MICE Bayesian Ridge 0.5216 0.7285 0.5827 0.7227 0.4063 0.7048 0.5104 0.6727 0.3390 0.6663 0.4872 0.5653

M
in
Pt
s 
= 
5

Mean/Mode 0.2903 0.6234 0.4552 0.5147 0.5294 0.7201 0.5869 0.6947 0.3390 0.6679 0.6679 0.5713

KNN 0.5178 0.8182 0.6421 0.6000 0.9001(2) 0.9110 0.9108(2) 0.9460(3) 0.9644(1) 0.9603(1) 0.9681(1) 0.9767

MICE KNN 0.8174(2) 0.8847 0.8370 0.8540(3) 0.8878(3) 0.9102 0.9005(3) 0.9547(2) 0.8597 0.9013 0.8771 0.9620

MICE Random Forest 0.8107(3) 0.9204 0.8774(1) 0.8967(1) 0.8594 0.9238 0.8763 0.8813 0.8805 0.9017 0.8943 0.9587

MICE Bayesian Ridge 0.2182 0.6194 0.4471 0.4567 0.5444 0.7407 0.5992 0.7253 0.5506 0.7627 0.6062 0.7380

M
in
Pt
s 
= 
10

Mean/Mode 0.5313 0.7393 0.5968 0.7167 0.2768 0.6133 0.4303 0.5453 0.4682 0.6938 0.5483 0.6307

KNN 0.8581(1) 0.9181 0.8746(2) 0.8733(2) 0.8609 0.9229 0.8775 0.8753 0.9580(2) 0.9550(3) 0.9624(2) 0.9733

MICE KNN 0.5182 0.8194 0.6426 0.6000 0.9636(1) 0.9584(1) 0.9674(1) 0.9780(1) 0.9287 0.9444 0.9370 0.9807(3)

MICE Random Forest 0.8050 0.9287(1) 0.8392(3) 0.7973 0.8726 0.9375(3) 0.8890 0.8873 0.9459 0.9479 0.9515 0.9767

MICE Bayesian Ridge 0.5160 0.7197 0.5776 0.7187 0.2847 0.6323 0.4383 0.5573 0.5702 0.7716 0.6264 0.7407

Note: Bold values indicating the top three values in each metric (or each column) with a superscript number in each bracket denoting the ranking.

Table 10 Performance of DBSCAN Clustering on DS3 with three levels missing data imputed by five methods

DB 
SCAN 

Imputation Methods
DS3 with 20% missing DS3 with 30% missing DS3 with 40% missing

ARI NMI FMI Purity ARI NMI FMI Purity ARI NMI FMI Purity

M
in
Pt
s 
= 
3

Mean/Mode 0.6746 0.8036 0.7373 0.7490 0.1395 0.5264 0.2659 0.2090 0.1517 0.5509 0.2723 0.2370

KNN 0.8578 0.8638 0.8723 0.8670 0.2143 0.6037 0.3088 0.2850 0.2252 0.6119 0.3168 0.2990

MICE KNN 0.8343 0.8465 0.8501 0.8730 0.2174 0.6071 0.3101 0.2880 0.2224 0.6091 0.3144 0.2980

MICE Random Forest 0.8489 0.8588 0.8632 0.8800 0.2223 0.6147 0.3142 0.2930 0.2247 0.6129 0.3165 0.2950

MICE Bayesian Ridge 0.8724 0.8585 0.8846 0.8760 0.1854 0.5781 0.2868 0.2600 0.1926 0.5817 0.2932 0.2690

M
in
Pt
s 
= 
5

Mean/Mode 0.6955 0.8120 0.7522 0.7600 0.2185 0.6056 0.3076 0.2960 0.5758 0.7273 0.6630 0.6610

KNN 0.8820(3) 0.8890(3) 0.8940(3) 0.8900(3) 0.7962(2) 0.8276(2) 0.8190(2) 0.8110(2) 0.8124(2) 0.8372(2) 0.8328(2) 0.8240(2)

MICE KNN 0.8707 0.8772 0.8840 0.8830 0.7867(3) 0.8200(3) 0.8111(3) 0.8030(3) 0.8098(3) 0.8357(3) 0.8306(3) 0.8230(3)

MICE Random Forest 0.8843(1) 0.8915(2) 0.8960(1) 0.8920(1) 0.8051(1) 0.8360(1) 0.8263(1) 0.8160(1) 0.8165(1) 0.8410(1) 0.8363(1) 0.8260(1)

MICE Bayesian Ridge 0.8636 0.8493 0.8771 0.8720 0.6002 0.7300 0.6719 0.6960 0.5872 0.7203 0.6647 0.6690

M
in
Pt
s 
= 
10

Mean/Mode 0.6802 0.8141 0.7428 0.7490 0.5516 0.7056 0.6381 0.6600 0.0027 0.0268 0.3038 0.1350

KNN 0.8790 0.8876 0.8914 0.8870 0.7534 0.7951 0.7804 0.7980 0.6597 0.7542 0.7088 0.7160

MICE KNN 0.8717 0.8821 0.8848 0.8850 0.7539 0.7938 0.7806 0.7980 0.5418 0.6972 0.6331 0.6470

MICE Random Forest 0.8825(2) 0.8920(1) 0.8944(2) 0.8910(2) 0.5352 0.6681 0.6205 0.6440 0.7731 0.8071 0.7971 0.8150

MICE Bayesian Ridge 0.7121 0.8173 0.7573 0.7910 0.5913 0.7113 0.6577 0.7010 0.5595 0.6840 0.6374 0.6580

Note: Bold values indicating the top three values in each metric (or each column) with a superscript number in each bracket denoting the ranking.
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Figure 4 Comparison of DS1 best performance yielded by five imputation methods

Figure 5 Comparison of DS2 best performance yielded by five imputation methods

Figure 6 Comparison of DS3 best performance yielded by five imputation methods

สรุุปผลการทดลองและข้้อเสนอแนะ
	 ในงานวิิจััยนี้้�ศึึกษาอิิทธิิพลของวิิธีีการประมาณค่่า

ข้้อมููลสููญหายที่่�มีีต่่อประสิิทธิิภาพการจััดกลุ่่�ม โดยใช้้ข้้อมููล

จำลองและข้้อมููลจริิงที่่�เกี่่�ยวกับลูกค้้าธนาคาร โดยใช้้วิธีิีจัดักลุ่่�ม 

Hierarchical Clustering และ DBSCAN Clustering จากการ

ทดลองพบว่่า เมื่่�อกำหนดค่่าพารา มิเตอร์์ที่่�เหมาะสม วิธิี ีKNN 

วิิธีี MICE KNN และวิิธีี MICE Random Forest ถืือเป็็นวิิธีีที่่�

มีีประสิิทธิิภาพในการจััดการข้้อมููลที่่�สููญหายได้้ดีี ที่่ �ให้้ผลค่่า 

ARI NMI FMI และ Purity สู ูงกว่่าวิิธีีอื่่�น ๆ ในทุุกชุุดข้้อมููล

ที่่�ทำการทดลอง แม้ว้่่าจะมีีการสููญหายของข้้อมูลูมากถึึง 40% 

ก็ต็าม อย่่างไรก็ด็ี ีหากทำการทดสอบวิธิีกีารจัดักลุ่่�มในรูปูแบบ

อื่่�น เช่่น K-Means หรืือ Gaussian mixture models (GMM) 

เป็็นต้้น อาจช่่วยให้้ได้้ผลลััพธ์์ที่่�หลากหลายและเหมาะสมกัับ

ลัักษณะของข้้อมููลแบบอื่่�น นอกจากนี้้� ประสิิทธิิภาพการใช้้

พื้้�นที่่�และเวลาในการทำนายเพื่่�อเติิมค่่าข้้อมููลสููญหายเป็็น

ปััจจััยที่่�สำคััญสำหรัับแนวทางในการวิิจััยในอนาคตที่่�จะเลืือก

วิิธีีการเติิมค่่าสููญหาที่่�เหมาะสมมากขึ้้�น
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บทคััดย่่อ 
งานวิิจััยนี้้�เป็็นการศึึกษาและปรัับปรุุงคุุณสมบััติิดิินเม็็ดหยาบด้วยการผสมน้้ำยางพารารัักษาสภาพ เพ่ื่�อลดการซึึมของน้้ำและ

กำลังัรัับแรงอััดในดินิเม็็ดหยาบ เนื่่�องจากบ่อ่ขุดุในพื้้�นที่่�ที่่�เป็น็ดินิเม็ด็หยาบมีกีารรั่่�วซึมึของน้้ำสูงู โดยการศึกึษานี้้�จะใช้อ้ัตัราส่ว่น

ผสมเนื้้�อยางพาราที่่� 0%, 1%, 2% และ 3% โดยน้้ำหนัักดิินแห้้ง ทำการบดอััดแบบมาตรฐานด้้วยพลัังงาน 25%, 50%, 75%, 

และ 100% ในแต่ล่ะอัตัราส่ว่น บ่ม่ตัวัอย่า่งในอากาศที่่�อายุ ุ3 วันั จากนั้้�นนำตัวัอย่า่งไปทดสอบหาค่า่การซึมึผ่า่นด้ว้ยแรงดันั โดย

ใช้้หลัักเกณฑ์์การประเมิินค่่าการซึึมผ่่าน (k
20
) เท่่ากัับ 0.5 cm/hr และทดสอบค่่ากำลัังรัับแรงอััด ผลที่่�ได้้พบว่่าในดิินที่่�ไม่่มีีการ

ปรัับปรุุงด้้วยน้้ำยางพารารัักษาสภาพมีค่่าการซึึมผ่่านลดลงตามพลัังงานบดอัดที่่�เพิ่่�มขึ้้�น ส่่วนในดิินที่่�มีีการปรัับปรุุงด้้วยเนื้้�อ

ยางพารารักัษาสภาพเมื่่�อเปรียีบเทียีบในพลังังานบดอัดัเดียีวกันัพบว่า่ ค่า่การซึมึผ่า่นมีแีนวโน้ม้ลดลงตามปริมิาณเนื้้�อยางพารา

ที่่�เพิ่่�มขึ้้�น การทำนายหาปริมิาณเนื้้�อยางพาราที่่�ใช้ใ้นการปรัับปรุุงคุณุสมบััติดิินิที่่�ผ่า่นหลักัเกณฑ์ก์ารประเมิิน ผลที่่�ได้ค้ืือ ที่่�พลังังาน

บดอััด 25%, 50%, 75%, และ 100% จะต้้องใช้้ปริิมาณเนื้้�อยางพาราไม่่น้้อยกว่่า 2.85%, 2.57%, 2.39% และ 2.15% ตามลำดัับ 

และตััวอย่างที่่�ปรัับปรุุงด้ว้ยเนื้้�อยางพารารัักษาสภาพ 1.0% ที่่�พลังังานบดอัด 100% มีคี่า่กำลังัรัับแรงอััดมีคี่า่สููงที่่�สุุดเท่่ากับั 1.51 

ksc ผลที่่�ได้้สามารถประยุุกต์์ใช้้โดยการทำเป็็นวััสดุุดาดก้นบ่อและผนัังบ่่อจะเป็็นการเพิ่่�มประสิิทธิิภาพการกัักเก็็บน้้ำให้้แก่่

เกษตรกรในพื้้�นที่่�นอกเขตชลประทานที่่�เป็็นดิินเม็็ดหยาบ

คำสำคััญ: ยางพารา, ดิินเม็็ดหยาบ, การบดอััดแบบมาตรฐาน, ค่่าการซึึมผ่่าน 

Abstract 
This research focuses on studying and improving the properties of coarse-grained soil by mixing it with Preservative 

natural rubber latex to reduce water seepage in coarse-grained soils. Excavated ponds in areas with coarse-grained 

soil experience high water leakage, preventing them from retaining water for use during the dry season. Rubber latex 

content was used at ratios of 0%, 1%, 2%, and 3% by weight of dry soil. The samples were compacted using  

standard compaction energies of 25%, 50%, 75%, and 100% for each ratio, then cured in open air for 3 days. The 

samples were subsequently tested for permeability coefficient under pressure, using a criterion of a permeability  

coefficient (k
20
) equal to 0.5 cm/hr, and for compressive strength. The results showed that, in soil without rubber latex 

improvement, the permeability coefficient decreased as compaction energy increased. In soils improved with rubber 

latex, the permeability coefficient decreased at the same compaction energy as the rubber latex content increased. 
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The prediction for the amount of rubber latex required to improve soil properties to meet the evaluation criteria  

indicated that compaction energies of 25%, 50%, 75%, and 100% needed at least 2.85%, 2.57%, 2.39%, and 2.15% 

rubber latex content, respectively. The sample improved with 1% rubber latex at 100% compaction energy had the 

highest compressive strength value of 1.51 ksc. These findings can be applied by using the improved soil as lining 

material for the bottoms and walls of ponds, which will enhance water retention efficiency for farmers in coarse-grained 

soil areas outside irrigation zones.

Keywords: Natural rubber, coarse-grained soil, standard compaction, coefficient of permeability

บทนำ
ปััจจุุบัันปัญหาภััยแล้้งและการขาดแคลนน้้ำส่่งผลกระทบเป็็น

วงกว้้างในหลายพื้้�นที่่� และมีีแนวโน้้มความรุุนแรงเพิ่่�มมากขึ้้�น

จากหลายปััจจััย เช่่น การเพิ่่�มขึ้้�นของจำนวนประชากร การ

เปลี่่�ยนแปลงสภาพภููมิิอากาศ และการจััดการทรััพยากรน้้ำที่่�

ไม่มี่ีประสิิทธิภิาพ ไม่ว่่า่จะเป็น็ อ่า่งเก็บ็น้้ำ ฝายตามธรรมชาติิ 

และสระน้้ำที่่�มีีอยู่่� ยังัไม่ส่ามารถกักัเก็็บน้้ำไว้ใ้ช้ไ้ด้เ้พียีงพอต่อ่

ความต้อ้งการในการอุปโภคบริโิภค โดยเฉพาะภาคการเกษตร 

ซึ่่�งในไทยมีีพื้้�นที่่�ทำการเกษตรประมาณ 149.25 ล้้านไร่่ โดย

พื้้�นที่่�การเกษตรดัังกล่่าวเป็็นพื้้�นที่่�ที่่�มีีระบบชลประทาน

ประมาณ 32.79 ล้้านไร่่ หรืือร้้อยละ 21.97 ของพื้้�นที่่�ทำการ

เกษตร ส่ว่นพื้้�นที่่� 116.45 ล้า้นไร่ ่หรืือร้อยละ 78.02 เป็น็พื้้�นที่่�

นอกเขตชลประทาน (กองแผนงาน, สำนัักวิิศวกรรมเพื่่�อการ

พััฒนาที่่�ดิิน, กรมพััฒนาที่่�ดิิน, 2567) ที่่�ขาดการจััดการน้้ำที่่�มีี

ประสิิทธิิภาพอีีกหลายพื้้�นที่่� 

	ปั ญหาการขาดน้้ำในพื้้�นที่่�นอกเขตชลประทาน ส่ง่ผล

ให้้รััฐมีีการพััฒนานโยบายโครงการขุุดสระในไร่่นานอกเขต

ชลประทาน ขนาด 1,260 ลููกบาศก์์เมตร เพื่่�อช่่วยเกษตรกร

กัักเก็็บน้้ำใช้้ในฤดููแล้้งนาน 6 เดืือน อย่่างไรก็็ตามปััญหาต่่อ

มาคืือการสููญเสีียน้้ำ การสููญเสีียน้้ำในบ่่อจะมีีอยู่่� 2 ปััจจััย

หลัักๆ คืือจากการระเหย และการรั่่�วซึึมลงในดิิน การสููญเสีีย

น้้ำจากการระเหยนั้้�นเป็็นปัจจััยทางธรรมชาติิที่่�ควบคุมได้้ค่อ่น

ข้้างยาก แต่่การสููญเสีียน้้ำจากการรั่่�วซึึมลงในดิินนั้้�นจะขึ้้�นอยู่่�

กับัลักัษณะดิินในแต่่ละพื้้�นที่่� ในทางวิศิวกรรมสามารถปรัับปรุุง

และพััฒนาคุุณสมบััติิให้้ดิินมีีความทึึบน้้ำได้้ โดยทั่่�วไปดิินที่่�มีี

ลัักษณะเป็น็ดินิเม็ด็หยาบหรืือดินิทรายจะมีกีารรั่่�วซึมึค่อ่นข้า้งสูงู 

โดยเฉพาะในจัังหวััดสกลนคร ซึ่่�งกรมพััฒนาที่่�ดิินได้้ทำการ

สำรวจและวิินิิจฉััยคุุณภาพดิน เพ่ื่�อการใช้้ประโยชน์์ทางการ

เกษตรและวิิศวกรรม โดยจำแนกดิินตามระบบ Unified Soil 

Classification System พบว่่ามีีลัักษณะเป็็นดิินร่่วนปนทราย

ที่่�มีีกรวดลููกรััง ดิินล่่างเป็็นดิินร่่วนปนกรวด ซึ่่�งจััดอยู่่�ในกลุ่่�ม 

SM หรืือ ML ซึ่่�งน้้ำสามารถซึึมผ่่านได้้ง่่าย และจะเห็็นได้้ว่่า 

การขุุดบ่่อน้้ำในพื้้�นที่่�ดิินเม็็ดหยาบหรืือดิินทรายจึึงไม่่ค่่อยมีี

ประสิทิธิิภาพเท่า่ไหร่น่ักั การปรับัปรุงุคุณุสมบัตัิดิินิเพื่่�อลดการ

รั่่�วซึึมในอดีตนิิยมใช้้วััสดุุธรรมชาติิที่่�หาได้้ง่่าย เช่่น มููลสัตว์์

ผสมฟาง และนอกจากนี้้�ยัังมีียางพาราที่่�ถืือว่่าเป็็นวััสดุุทาง

ธรรมชาติิที่่�จะนำปรัับปรุุงคุุณสมบััติิดิินเพ่ื่�อลดการรั่่�วซึึมได้้ 

เนื่่�องจากยางพารามีคีุณุสมบััติเิด่น่ในการทึบึน้้ำ เป็น็วัสัดุุเชื่่�อม

ประสาน และหาได้้ง่่าย 

	 ในจังหวััดสกลนคร ปีี พ.ศ.2565 มีีเนื้้�อที่่�ยางพารา

ยืืนต้้นทั้้�งหมด 398,954 ไร่่ มีีเนื้้�อที่่�ยางพาราที่่�สามารถกรีีดได้้ 

375,183 ไร่่ สามารถผลิิตน้้ำยางพาราได้้ถึึง 85,646 ตัันต่่อปีี 

(สำนัักงานเศรษฐกิิจการเกษตร, 2565) และมีีเนื้้�อที่่�ยางพารา

ที่่�ยัังรอกรีีดอีีก 23,771 ไร่่ ซึ่่�งถืือว่าเป็็นพืืชเศรษฐกิิจของ

จัังหวััดสกลนครและเป็็นพืืชเศรษฐกิิจสำคััญของไทยอีีกด้้วย 

โดยมีีการผลิิตน้้ำยางพาราจำนวนมากทั้้�งเพื่่�อการส่งออกและ

ใช้้งานในประเทศ น้้ำยางพาราสดจะต้้องได้้รัับการเติิมสาร

รักัษาสภาพภายใน 2-3 ชั่่�วโมงเพ่ื่�อคงสภาพเป็็นของเหลว และ

ทำเป็็นน้้ำยางข้้นที่่�มีีปริิมาณเนื้้�อยางแห้้งประมาณ 60%  

เพื่่�อประหยััดค่่าขนส่่ง ชื่่�อทางเคมีีของยางพารา คืือ cis-1,4  

Polyisoprene เมื่่�อแข็็งตััวถืือเป็็นโพลิเมอร์ชนิิดหนึ่่�งมีี

คุุณสมบััติิเด่่นหลายประการ เช่่น ความยืืดหยุ่่�น ความเหนีียว 

และความต้้านทานการขััดถูู เป็็นต้้น 

	 จากผลพยากรณ์ผลการผลิิตยางพารา ของสำนักังาน

เศรษฐกิิจการเกษตร ในภาคตะวันัออกเฉีียงเหนืือ มีเีนื้้�อที่่�กรีีด

ได้้ในปีี 2567 คาดว่่าเพิ่่�มขึ้้�นจากการขยายพื้้�นที่่�ปลููกใหม่่เมื่่�อ 

ปี ี2561 เริ่่�มให้ผ้ลผลิติได้ใ้นปี ี2567 นี้้� สำหรับัผลผลิติต่อ่เนื้้�อที่่�

กรีดีได้้คาดว่าเพิ่่�มขึ้้�น ประกอบกับกรมอุุตุุนิยิมวิทิยาคาดการณ์

จะเข้้าสู่่�สภาวะลานีีญาในช่่วงปลายปีีคาดว่่ามีีปริิมาณน้้ำฝน

มากกว่่าปีีที่่�แล้้ว ทำให้้ต้้นยางสมบููรณ์์ขึ้้�น ส่่งผลให้้ภาพรวม

ผลผลิติเพิ่่�มขึ้้�น ชี้้�ให้เ้ห็น็ว่า่เมื่่�อมีปีริมิาณยางพาราในตลาดเพิ่่�มขึ้้�น 

(สำนัักงานเศรษฐกิิจการเกษตร, 2567) อาจส่่งผลให้้ราคาต่่อ

หน่่วยของยางพาราลดลง 

	ที่่ �ผ่า่นมามีีหลายการศึกึษาในการนำน้้ำยางพารามา

ใช้้เป็็นสารผสมเพิ่่�มหรืือนำมาใช้้เป็็นวััสดุุเชื่่�อมประสาน หนึ่่�ง

ในนั้้�น คืือ พีรีวัฒน์ ปลาเงิิน (2561) ได้้ประยุุกต์์ใช้้น้้ำยางพารา

และดินิซีเีมนต์พัฒันาน้้ำสระน้้ำต้้านภัยแล้้ง ได้้ศึกึษาคุณุสมบัตัิิ

การดููดซึึมน้้ำของดิินลููกรัังซีีเมนต์์ผสมน้้ำยางพารา ผลพบว่่า
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อััตราส่่วนของดิินลููกรััง ปููนซีีเมนต์์ น้้ำ เท่่ากัับ 5 : 2 : 1 มีีค่่า

การดููดซึึมน้้ำเท่่ากัับ 12% และเมื่่�อมีีการปรัับปรุุงด้้วยน้้ำยาง 

7.5% ของปริิมาณน้้ำ มีีค่่าการดููดซึึมน้้ำลดลงต่่ำที่่�สุุดเท่่ากัับ 

6.23% และนำไปใช้้งานภาคสนามโดยการก่อสร้้างสระน้้ำ ดินิ

ซีีเมนต์์ผสมน้้ำยางพารา 

	ศ าสน์์ สุุขประเสริิฐ และคณะ (2560) ประยุุกต์์ใช้้

ยางพาราปรัับปรุุงคุุณภาพดิินซีีเมนต์์สำหรัับก่อสร้้างพื้้�นทาง 

ผลพบว่่า ดิินซีีเมนต์์ที่่�ปรัับปรุุงคุุณภาพด้้วยน้้ำยางพารา 5% 

โดยน้้ำหนััก มีีสมบััติิทางวิิศวกรรมตามมาตรฐานพื้้�นทางดิิน

ซีีเมนต์์ และมีีกำลัังอััดเพิ่่�มขึ้้�น 16.67% เมื่่�อเปรีียบเทีียบกับ

ดิินซีีเมนต์์ที่่�ไม่่ปรัับปรุุงด้้วยยางพารา

	 จากงานวิจิัยัที่่�ผ่า่นมาจะเห็น็ได้ว้่า่น้้ำยางพาราธรรมชาติ ิ

สามารถเพิ่่�มคุุณสมบััติิทางด้้านวิิศวกรรมของดิินได้้ แต่่ส่่วน

ใหญ่จ่ะใช้ร้่ว่มกับัปูนูซีเีมนต์ ์ด้ว้ยเหตุนุี้้�ผู้้�วิจิัยัจึงึได้ม้ีแีนวคิดิใน

การใช้ย้างพาราเพีียงอย่างเดียีว ในการปรับัปรุงุคุณุสมบััติขิอง

ดิินเม็็ดหยาบเพื่่�อการลดการรั่่�วซึึมของน้้ำในบ่่อขุุด โดยอาศััย

หลักัการใช้้เนื้้�อยางพาราเป็็นสารเช่ื่�อมประสานและอุุดช่องว่่าง

ระหว่่างเม็็ดดินิ ซึ่่�งเป็น็การเพิ่่�มประสิทิธิภิาพการกักัเก็บ็น้้ำผิวิ

ดิินและบรรเทาการขาดแคลนน้้ำ อีีกทั้้�งเป็็นการเพิ่่�มคุุณค่่าให้้

ยางพาราอีีกด้้วย ในการปรัับปรุุงคุุณสมบััติิของดิินเม็็ดหยาบ

ด้้วยเนื้้�อยางพารารัักษาสภาพในการวิิจััยนี้้� ใช้้หลัักเกณฑ์์การ

ประเมิินอััตราการรั่่�วซึึมหรืือค่่าการซึึมผ่่านของน้้ำในดิิน (k
20
) 

เท่า่กัับ 0.5 cm/hr หรืือ 1.38x10-4 cm/s ซึ่่�งเป็็นค่า่ที่่�เหมาะสม

ที่่�สุุด ที่่�กรมพััฒนาที่่�ดิินใช้้ในการประเมิินความเหมาะสมของ

ดิินสำหรัับสร้้างบ่่อขุุด (สุุวณีี ศรีีธวััช ณ อยุุธยา, 2538)

ระเบีียบและวิิธีีการวิิจััย
	 1.	ขั้้� นตอนการวิิจััย

		ร  ายละเอีียดในงานวิิจััยและขั้้�นตอนการเตรีียม

ตัวัอย่างสำหรัับการทดสอบหาค่่าการซึมึผ่่านของดิินเม็็ดหยาบ

ที่่�ปรัับปรุุงด้้วยน้้ำยางพารารัักษาสภาพ ดััง Figure 1

		ดิ  นิที่่�ใช้ใ้นการศึกึษาเป็น็ดินิเม็ด็หยาบในจังัหวัดั

สกลนคร จากนั้้�นนำไปทดสอบคุุณสมบััติิพื้้�นฐานของดิิน และ

ทดสอบการบดอัดดินแบบมาตรฐาน โดยใช้้ ค้อ้นบดอัดน้้ำหนักั 

5.5 ปอนด์์ บดอััดด้้วยพลัังงาน 25%, 50%, 75% และ 100% 

ของจำนวน 25 ครั้้�ง แล้้วหาความสััมพัันธ์์ระหว่่างความหนา

แน่น่แห้ง้ และค่่าความชื้้�นที่่�มีคีวามเหมาะสมของแต่ล่ะพลังังาน  

เน่ื่�องจากผู้้�วิิจััยมีีความพยายามในการจำลองการปรัับปรุุงดิิน

บริิเวณสระน้้ำในสนามจริิงกรณีีที่่�มีขี้้อจำกััดเรื่่�องการใช้้เครื่่�อง

ทุ่่�นแรง อีกีทั้้�งพลังัที่่�ใช้้ในการบดอัดมีผลต่อค่าการซึมึผ่่านของ

น้้ำในดิิน

Figure 1 Research process

		น้้  ำยางพาราในงานวิจิัยันี้้�จะใช้น้้้ำยางพารารักัษา

สภาพ และเน่ื่�องจากในน้้ำยางพารารัักษาสภาพจะมีีส่่วนที่่�เป็็น

เนื้้�อยางประมาณ 60% และไม่่ใช่่ส่่วนที่่�เป็็นเนื้้�อยางพารา  

ดัังนั้้�นจำเป็็นต้องมีีการทดสอบหาปริิมาณเนื้้�อยางพารา (Dry 

Rubber content, DRC) ด้้วยวิิธีีการอบ ตามมาตรฐาน ISO 

126:2005 เพื่่�อให้้ทราบปริิมาณเนื้้�อยางที่่�แน่่นอน โดยนำน้้ำ

ยางมาทำให้้จัับตัวด้้วยกรดแอซิติิกเข้้มข้้น เม่ื่�อยางจัับตััวกัน

ดีีแล้้วทำการรีีดเป็็นแผ่่นบางๆ โดยมีีความหนาไม่่เกิิน 2 

มิิลลิิเมตร ล้้างแผ่่นยางด้้วยน้้ำกลั่่�น 2 - 3 ครั้้�ง จากนั้้�นนำแผ่่น

ยางพาราไปอบให้แ้ห้ง้ในตู้้�อบอุณหภููมิปิระมาณ 70ºC ใช้้เวลา 

16 ชั่่�วโมงแต่่ไม่่เกิิน 24 ชั่่�วโมง ดััง Figure 2 (a) คำนวณหา

เปอร์์เนื้้�อยางแห้้งได้้จากสมการ

 

	

   

  

 
Figure 1 Research process 

 

นํ� ายางพาราในงานวิจัยนี�จะใช้นํ� ายางพารา

รกัษาสภาพ และเนื�องจากในนํ�ายางพารารกัษาสภาพจะ

มสี่วนที�เป็นเนื�อยางประมาณ ��% และไม่ใช่ส่วนที�เป็น

เนื�อยางพารา  ดงันั �นจาํเป็นต้องมกีารทดสอบหาปรมิาณ

เนื�อยางพารา (Dry Rubber content, DRC) ดว้ยวธิกีาร

อบ ตามมาตรฐาน ISO ���:���� เพื�อให้ทราบปรมิาณ

เนื�อยางที�แน่นอน โดยนํานํ�ายางมาทําให้จบัตวัด้วยกรด

แอซิติกเข้มข้น เมื�อยางจับตัวกันดีแล้วทําการรีดเป็น

แผ่นบางๆ โดยมคีวามหนาไม่เกนิ � มลิลเิมตร ล้างแผ่น

ยางด้วยนํ�ากลั �น � - � ครั �ง จากนั �นนําแผ่นยางพาราไป

อบให้แห้งในตู้อบอุณหภูมิประมาณ ��ºC ใช้เวลา �� 

ชั �วโมงแต่ไม่เกนิ �� ชั �วโมง ดงั Figure 2 (a) คาํนวณหา

เปอร์เนื�อยางแหง้ไดจ้ากสมการ 
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                 (1) 

เมื�อ    DRC = ปรมิาณเนื�อยางแหง้โดยนํ�าหนัก (%) 

           m� = นํ�าหนักนํ�ายางพารา (ก่อนอบ) (g) 

           m� = นํ�าหนักแผ่นยางแหง้ (หลงัอบ) (g) 

จากนั �นจะทําการทดสอบหาระยะเวลาการแขง็

ของตัวอย่างยางพารา โดยการเทตวัอย่างนํ�ายางพารา

หนัก 10 กรมั ลงในภาชนะถว้ยแกว้ทดสอบ แลว้ทิ�งไวใ้น

อุณหภูมหิอ้ง แลว้บนัทกึขอ้มลูโดยการชั �งนํ�าหนักทุกๆ 1 

วนั จนกว่าจะไดนํ้�าหนักเนื�อยางแห้งเท่ากบัการทดสอบ

หาปรมิาณเนื�อยางพาราโดยการอบ เพื�อใชเ้ป็นขอ้มูลใน

การบ่มตวัอย่างก่อนการทดสอบ ดงั Figure 2 (b) 

 

 
(a) Before and after curing rubber at a 

temperature of 70ºC 

 
 

(b) Before and after of natural rubber when left at 

room temperature for 3 days 

 Figure 2 Testing for the amount of preservative 

natural rubber latex 

อตัราส่วนผสมในการศกึษานี� เนื�องจากนํ�าที�ใช้

ในการเต รียมตัวอย่ างซึ� ง เป็ น ค่ าความชื� น สู ง สุ ด 

(Optimum Moisture Content) ที�ไดจ้ากการทดสอบการ

บดอดัดนิในพลงังานต่างๆ เพื�อไม่ให้ผลของนํ�าบางส่วน

ที�อยู่ในนํ� ายางพารากระทบต่อค่าความชื�นสูงสุด ใน

การศึกษานี�จึงเลือกใช้ปรมิาณเนื�อยางพาราเป็นอตัรา

ส่วนผสมต่อนํ�าหนักดินแห้ง ส่วนปริมาณนํ�าที�อยู่ในนํ�า

ยางพาราจะถอืเป็นส่วนหนึ�งของค่าความชื�นสูงสุด จาก

ผลงานวิจ ัยที�ผ่านมา (พีรวฒัน์ ปลาเงิน, 2561; ศาสน์ 

สุขประเสรฐิ และคณะ, 2560) พบว่าปรมิาณนํ�ายางพารา

ที�เหมาะสมอยู่ที�ประมาณ 1.5% – 5.0% โดยนํ�าหนัก

หรือปริมาณเนื�อยางแห้งที� 0.9% – 3.0%  ดังนั �นใน

การศึกษาครั �งนี� จึงเลือกใช้ปริมาณเนื� อยางพาราที�

อตัราส่วน 0.0%, 1.0%, 2.0% และ 3.0% โดยนํ�าหนัก

ดนิแหง้ แต่ละอตัราส่วนทําการบดอดัด้วยพลงังาน 25%, 

50%, 75% และ 100% ของจาํนวนครั �งตามมาตรฐาน  

 

	

(1)

เมื่่�อ	 DRC = ปริิมาณเนื้้�อยางแห้้งโดยน้้ำหนััก (%)

	 m
0
 = น้้ำหนัักน้้ำยางพารา (ก่่อนอบ) (g)

	 m
1
 = น้้ำหนัักแผ่่นยางแห้้ง (หลัังอบ) (g)

		  จากนั้้�นจะทำการทดสอบหาระยะเวลาการแข็็ง

ของตััวอย่่างยางพารา โดยการเทตััวอย่่างน้้ำยางพาราหนััก  
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พาราโดยการอบ เพ่ื่�อใช้เ้ป็น็ข้อ้มูลูในการบ่ม่ตัวัอย่า่งก่อ่นการ

ทดสอบ ดััง Figure 2 (b)

(a) Before and after curing rubber at a temperature of 70ºC

(b) Before and after of natural rubber when left at room 

temperature for 3 days

Figure 2 Testing for the amount of preservative

natural rubber latex
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2.การเตรียมตวัอย่างและอปุกรณ์การทดสอบ 

2.1 การทดสอบหาค่าการซมึผ่าน 

การเตรยีมตัวอย่างทดสอบ ทําการบดอดัดนิที�
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จากนั�นประกอบเขา้กบัชุดทดสอบ ดงั Figure 3 (a) 

ชุดทดสอบหาค่าการซึมผ่านโดยใช้แรงดนัเขา้

ช่วย ประกอบไปดว้ยปั �มลมซึ�งเป็นตวัใหแ้รงดนั ควบคุม

แรงดนัด้วยตัวควบคุมแรงดนั (Regulators) ผ่านไปยัง

เซลล์นํ�า โดยระหว่างตวัควบคุมแรงดนัและเซลล์นํ�า ทํา
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จนกระทั �งตัวอย่างอิ�มตวัด้วยนํ�าและอัตราการไหลคงที�

แล้ว เริ�มวัดอัตราการไหลพร้อมจับเวลา โดยทําการ

ทดสอบ 3 ครั �งแลว้หาค่าเฉลี�ย ดงั Figure 3 (b)  
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diagram for permeability coefficient using pressure 

2.2 การทดสอบ Unconfined Compressive Strength 

 ในการทดสอบหาค่าแรงแกนเดียวอ้างอิง

มาตรฐานที� ทล.-ม. 204/2533 และการทดลองที� ทล.ท. 

105/2515 (เทียบเท่า AASHTO T 208) ของกรมทาง

หลวง  

 

Figure 4 Unconfined compressive strength test 

การเตรยีมตวัอย่างทดสอบทําการบดอดัดินที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

	 (2)

โดยที่่�	

   

  

การทดสอบหาค่าการซึมผ่านเป็นการทดสอบ

โดยใช้แรงดัน โดยค่าการซึมผ่าน (k20) คํานวณได้จาก

สมการ                           

 
Q QL

k
Ait hAt

                      (2) 

โดยที�    


 
P

h z

w

               (3)  

เมื�อ     Q = ปรมิาณนํ�าที �ไหลซมึผ่านมวลดนิ 

         A  = พื�นที �หน้าตดัของตวัอย่างดนิ 

            t  = เวลาของนํ�าที �ไหลซมึผ่านของนํ�าในตวัอย่าง 

           i   = ความลาดชนัทางชลศาสตร์ 

           L  = ความยาวตวัอย่างดนิ 

           h  = ผลรวมของความต่างของระดบันํ�าที �ไหลผ่าน

ตวัอย่างดนิ (Total Head) 

           z  = ความสูงของตําแหน่งที �สนใจ เทยีบกบัระดบั

อ้างองิ 

          P  = ความสถติการไหล ณ ตําแหน่งที �สนใจ 

          w = ความหนาแน่นของนํ�า 

2.การเตรียมตวัอย่างและอปุกรณ์การทดสอบ 

2.1 การทดสอบหาค่าการซมึผ่าน 

การเตรยีมตัวอย่างทดสอบ ทําการบดอดัดนิที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

โมลด์ขนาดเส้นผ่าศูนย์กลาง 10.0 ซม. ให้ตัวอย่างดนิมี

ความสูง 11.9 ซม. บ่มในอากาศ 3 วนั จากนั �นทําการ

ติดตั �งแผ่นจโีอเท็กซ์ไทล์ซึ�งทําหน้าที�เป็นตวักรองไม่ไห้

เม็ดดินหลุดออกจากตัวอย่างไปกับนํ� าขณะทดสอบ 

จากนั �นติดตั �งเพลทเหล็กเจาะรูและสปริงเพื�อประคอง

ตัวอย่างไม่ให้เคลื�อนที� โดยติดตั �งประกบทั �งสองด้าน

จากนั�นประกอบเขา้กบัชุดทดสอบ ดงั Figure 3 (a) 

ชุดทดสอบหาค่าการซึมผ่านโดยใช้แรงดนัเขา้

ช่วย ประกอบไปดว้ยปั �มลมซึ�งเป็นตวัใหแ้รงดนั ควบคุม

แรงดนัด้วยตัวควบคุมแรงดนั (Regulators) ผ่านไปยัง

เซลล์นํ�า โดยระหว่างตวัควบคุมแรงดนัและเซลล์นํ�า ทํา

การติดตั �งเซลล์อากาศ ซึ�งเป็นตวัดกันํ�าในกรณีมแีรงดนั

คงคา้งในระบบซึ�งทาํใหนํ้�าไหลยอ้นไปยงัปั �มลม หลงัจาก

นั �นนํ� าไหลผ่านโมลด์ที�ได้ เตรียมตัวอย่างดินไว้ รอ

จนกระทั �งตัวอย่างอิ�มตวัด้วยนํ�าและอัตราการไหลคงที�

แล้ว เริ�มวัดอัตราการไหลพร้อมจับเวลา โดยทําการ

ทดสอบ 3 ครั �งแลว้หาค่าเฉลี�ย ดงั Figure 3 (b)  

 

(a) Sample Preparation 

 
(b) Testing Diagram 

Figure 3 Sample preparation and testing procedure 

diagram for permeability coefficient using pressure 

2.2 การทดสอบ Unconfined Compressive Strength 

 ในการทดสอบหาค่าแรงแกนเดียวอ้างอิง

มาตรฐานที� ทล.-ม. 204/2533 และการทดลองที� ทล.ท. 

105/2515 (เทียบเท่า AASHTO T 208) ของกรมทาง

หลวง  

 

Figure 4 Unconfined compressive strength test 

การเตรยีมตวัอย่างทดสอบทําการบดอดัดินที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

	

(3) 

เมื่่�อ

	 Q	 = ปริิมาณน้้ำที่่�ไหลซึึมผ่่านมวลดิิน

 	 A 	 = พื้้�นที่่�หน้้าตััดของตััวอย่่างดิิน

 	 t 	 = เวลาของน้้ำที่่�ไหลซึึมผ่่านของน้้ำในตััวอย่่าง

 	 i 	 = ความลาดชัันทางชลศาสตร์์

	 L 	 = ความยาวตััวอย่่างดิิน

 	 h 	 = ผลรวมของความต่่างของระดัับน้้ำที่่�ไหลผ่่าน

ตััวอย่่างดิิน (Total Head)

	 z	 = ความสููงของตำแหน่่งที่่�สนใจ เทีียบกัับระดัับ

อ้้างอิิง

	 P 	 = ความสถิิตการไหล ณ ตำแหน่่งที่่�สนใจ

 	

   

  

การทดสอบหาค่าการซึมผ่านเป็นการทดสอบ

โดยใช้แรงดัน โดยค่าการซึมผ่าน (k20) คํานวณได้จาก

สมการ                           

 
Q QL

k
Ait hAt

                      (2) 

โดยที�    


 
P

h z

w

               (3)  

เมื�อ     Q = ปรมิาณนํ�าที �ไหลซมึผ่านมวลดนิ 

         A  = พื�นที �หน้าตดัของตวัอย่างดนิ 

            t  = เวลาของนํ�าที �ไหลซมึผ่านของนํ�าในตวัอย่าง 

           i   = ความลาดชนัทางชลศาสตร์ 

           L  = ความยาวตวัอย่างดนิ 

           h  = ผลรวมของความต่างของระดบันํ�าที �ไหลผ่าน

ตวัอย่างดนิ (Total Head) 

           z  = ความสูงของตําแหน่งที �สนใจ เทยีบกบัระดบั

อ้างองิ 

          P  = ความสถติการไหล ณ ตําแหน่งที �สนใจ 

          w = ความหนาแน่นของนํ�า 

2.การเตรียมตวัอย่างและอปุกรณ์การทดสอบ 

2.1 การทดสอบหาค่าการซมึผ่าน 

การเตรยีมตัวอย่างทดสอบ ทําการบดอดัดนิที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

โมลด์ขนาดเส้นผ่าศูนย์กลาง 10.0 ซม. ให้ตัวอย่างดนิมี

ความสูง 11.9 ซม. บ่มในอากาศ 3 วนั จากนั �นทําการ

ติดตั �งแผ่นจโีอเท็กซ์ไทล์ซึ�งทําหน้าที�เป็นตวักรองไม่ไห้

เม็ดดินหลุดออกจากตัวอย่างไปกับนํ� าขณะทดสอบ 

จากนั �นติดตั �งเพลทเหล็กเจาะรูและสปริงเพื�อประคอง

ตัวอย่างไม่ให้เคลื�อนที� โดยติดตั �งประกบทั �งสองด้าน

จากนั�นประกอบเขา้กบัชุดทดสอบ ดงั Figure 3 (a) 

ชุดทดสอบหาค่าการซึมผ่านโดยใช้แรงดนัเขา้

ช่วย ประกอบไปดว้ยปั �มลมซึ�งเป็นตวัใหแ้รงดนั ควบคุม

แรงดนัด้วยตัวควบคุมแรงดนั (Regulators) ผ่านไปยัง

เซลล์นํ�า โดยระหว่างตวัควบคุมแรงดนัและเซลล์นํ�า ทํา

การติดตั �งเซลล์อากาศ ซึ�งเป็นตวัดกันํ�าในกรณีมแีรงดนั

คงคา้งในระบบซึ�งทาํใหนํ้�าไหลยอ้นไปยงัปั �มลม หลงัจาก

นั �นนํ� าไหลผ่านโมลด์ที�ได้ เตรียมตัวอย่างดินไว้ รอ

จนกระทั �งตัวอย่างอิ�มตวัด้วยนํ�าและอัตราการไหลคงที�

แล้ว เริ�มวัดอัตราการไหลพร้อมจับเวลา โดยทําการ

ทดสอบ 3 ครั �งแลว้หาค่าเฉลี�ย ดงั Figure 3 (b)  

 

(a) Sample Preparation 

 
(b) Testing Diagram 

Figure 3 Sample preparation and testing procedure 

diagram for permeability coefficient using pressure 

2.2 การทดสอบ Unconfined Compressive Strength 

 ในการทดสอบหาค่าแรงแกนเดียวอ้างอิง

มาตรฐานที� ทล.-ม. 204/2533 และการทดลองที� ทล.ท. 

105/2515 (เทียบเท่า AASHTO T 208) ของกรมทาง

หลวง  

 

Figure 4 Unconfined compressive strength test 

การเตรยีมตวัอย่างทดสอบทําการบดอดัดินที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

	 = ความหนาแน่่นของน้้ำ

	 2.	 การเตรียีมตัวัอย่า่งและอุปุกรณ์ก์ารทดสอบ

		  2.1	 การทดสอบหาค่่าการซึึมผ่่าน

			   การเตรีียมตััวอย่่างทดสอบ ทำการบดอััด

ดิินที่่�ผสมกัับน้้ำยางพาราที่่�เปอร์์เซ็็นต์์เนื้้�อยางต่่างๆ ลงใน

โมลด์์ขนาดเส้้นผ่่าศููนย์์กลาง 10.0 ซม. ให้้ตััวอย่่างดิินมีีความ

สููง 11.9 ซม. บ่่มในอากาศ 3 วััน จากนั้้�นทำการติิดตั้้�งแผ่่นจีี

โอเท็็กซ์์ไทล์์ซึ่่�งทำหน้้าที่่�เป็็นตัวกรองไม่่ไห้้เม็็ดดินหลุุดออก

จากตััวอย่่างไปกัับน้้ำขณะทดสอบ จากนั้้�นติิดตั้้�งเพลทเหล็็ก

เจาะรููและสปริิงเพื่่�อประคองตััวอย่่างไม่่ให้้เคลื่่�อนที่่� โดยติิดตั้้�ง

ประกบทั้้�งสองด้้านจากนั้้�นประกอบเข้้ากัับชุดทดสอบ ดััง 

Figure 3 (a)

			ชุ   ดทดสอบหาค่า่การซึมึผ่า่นโดยใช้แ้รงดันั

เข้้าช่่วย ประกอบไปด้้วยปั๊๊�มลมซึ่่�งเป็็นตัวให�แรงดััน ควบคุม

แรงดัันด้วยตััวควบคุุมแรงดััน (Regulators) ผ่่านไปยัังเซลล์์

น้้ำ โดยระหว่่างตััวควบคุมแรงดัันและเซลล์น้้ำ ทำการติดตั้้�ง

เซลล์์อากาศ ซึ่่�งเป็็นตััวดัักน้้ำในกรณีีมีีแรงดัันคงค้้างในระบบ

ซึ่่�งทำให้้น้้ำไหลย้อนไปยัังปั๊๊�มลม หลังัจากนั้้�นน้้ำไหลผ่านโมลด์

ที่่�ได้้เตรีียมตััวอย่างดิินไว้้ รอจนกระทั่่�งตััวอย่างอิ่่�มตััวด้วยน้้ำ

และอัตัราการไหลคงที่่�แล้ว้ เริ่่�มวัดัอัตัราการไหลพร้อ้มจับัเวลา 

โดยทำการทดสอบ 3 ครั้้�งแล้้วหาค่่าเฉลี่่�ย ดััง Figure 3(b) 



Influence of rubber content and compaction energy on the permeability 
and compressive strength of coarse-grained soil

629Vol 44. No 6, November-December 2025

   

  

การทดสอบหาค่าการซึมผ่านเป็นการทดสอบ

โดยใช้แรงดัน โดยค่าการซึมผ่าน (k20) คํานวณได้จาก

สมการ                           

 
Q QL

k
Ait hAt

                      (2) 

โดยที�    


 
P

h z

w

               (3)  

เมื�อ     Q = ปรมิาณนํ�าที �ไหลซมึผ่านมวลดนิ 

         A  = พื�นที �หน้าตดัของตวัอย่างดนิ 

            t  = เวลาของนํ�าที �ไหลซมึผ่านของนํ�าในตวัอย่าง 

           i   = ความลาดชนัทางชลศาสตร์ 

           L  = ความยาวตวัอย่างดนิ 

           h  = ผลรวมของความต่างของระดบันํ�าที �ไหลผ่าน

ตวัอย่างดนิ (Total Head) 

           z  = ความสูงของตําแหน่งที �สนใจ เทยีบกบัระดบั

อ้างองิ 

          P  = ความสถติการไหล ณ ตําแหน่งที �สนใจ 

          w = ความหนาแน่นของนํ�า 

2.การเตรียมตวัอย่างและอปุกรณ์การทดสอบ 

2.1 การทดสอบหาค่าการซมึผ่าน 

การเตรยีมตัวอย่างทดสอบ ทําการบดอดัดนิที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

โมลด์ขนาดเส้นผ่าศูนย์กลาง 10.0 ซม. ให้ตัวอย่างดนิมี

ความสูง 11.9 ซม. บ่มในอากาศ 3 วนั จากนั �นทําการ

ติดตั �งแผ่นจโีอเท็กซ์ไทล์ซึ�งทําหน้าที�เป็นตวักรองไม่ไห้

เม็ดดินหลุดออกจากตัวอย่างไปกับนํ� าขณะทดสอบ 

จากนั �นติดตั �งเพลทเหล็กเจาะรูและสปริงเพื�อประคอง

ตัวอย่างไม่ให้เคลื�อนที� โดยติดตั �งประกบทั �งสองด้าน

จากนั�นประกอบเขา้กบัชุดทดสอบ ดงั Figure 3 (a) 

ชุดทดสอบหาค่าการซึมผ่านโดยใช้แรงดนัเขา้

ช่วย ประกอบไปดว้ยปั �มลมซึ�งเป็นตวัใหแ้รงดนั ควบคุม

แรงดนัด้วยตัวควบคุมแรงดนั (Regulators) ผ่านไปยัง

เซลล์นํ�า โดยระหว่างตวัควบคุมแรงดนัและเซลล์นํ�า ทํา

การติดตั �งเซลล์อากาศ ซึ�งเป็นตวัดกันํ�าในกรณีมแีรงดนั

คงคา้งในระบบซึ�งทาํใหนํ้�าไหลยอ้นไปยงัปั �มลม หลงัจาก

นั �นนํ� าไหลผ่านโมลด์ที�ได้ เตรียมตัวอย่างดินไว้ รอ

จนกระทั �งตัวอย่างอิ�มตวัด้วยนํ�าและอัตราการไหลคงที�

แล้ว เริ�มวัดอัตราการไหลพร้อมจับเวลา โดยทําการ

ทดสอบ 3 ครั �งแลว้หาค่าเฉลี�ย ดงั Figure 3 (b)  

 

(a) Sample Preparation 

 
(b) Testing Diagram 

Figure 3 Sample preparation and testing procedure 

diagram for permeability coefficient using pressure 

2.2 การทดสอบ Unconfined Compressive Strength 

 ในการทดสอบหาค่าแรงแกนเดียวอ้างอิง

มาตรฐานที� ทล.-ม. 204/2533 และการทดลองที� ทล.ท. 

105/2515 (เทียบเท่า AASHTO T 208) ของกรมทาง

หลวง  

 

Figure 4 Unconfined compressive strength test 

การเตรยีมตวัอย่างทดสอบทําการบดอดัดินที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

(a) Sample Preparation

   

  

การทดสอบหาค่าการซึมผ่านเป็นการทดสอบ

โดยใช้แรงดัน โดยค่าการซึมผ่าน (k20) คํานวณได้จาก

สมการ                           

 
Q QL

k
Ait hAt

                      (2) 

โดยที�    


 
P

h z

w

               (3)  

เมื�อ     Q = ปรมิาณนํ�าที �ไหลซมึผ่านมวลดนิ 

         A  = พื�นที �หน้าตดัของตวัอย่างดนิ 

            t  = เวลาของนํ�าที �ไหลซมึผ่านของนํ�าในตวัอย่าง 

           i   = ความลาดชนัทางชลศาสตร์ 

           L  = ความยาวตวัอย่างดนิ 

           h  = ผลรวมของความต่างของระดบันํ�าที �ไหลผ่าน

ตวัอย่างดนิ (Total Head) 

           z  = ความสูงของตําแหน่งที �สนใจ เทยีบกบัระดบั

อ้างองิ 

          P  = ความสถติการไหล ณ ตําแหน่งที �สนใจ 

          w = ความหนาแน่นของนํ�า 

2.การเตรียมตวัอย่างและอปุกรณ์การทดสอบ 

2.1 การทดสอบหาค่าการซมึผ่าน 

การเตรยีมตัวอย่างทดสอบ ทําการบดอดัดนิที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

โมลด์ขนาดเส้นผ่าศูนย์กลาง 10.0 ซม. ให้ตัวอย่างดนิมี

ความสูง 11.9 ซม. บ่มในอากาศ 3 วนั จากนั �นทําการ

ติดตั �งแผ่นจโีอเท็กซ์ไทล์ซึ�งทําหน้าที�เป็นตวักรองไม่ไห้

เม็ดดินหลุดออกจากตัวอย่างไปกับนํ� าขณะทดสอบ 

จากนั �นติดตั �งเพลทเหล็กเจาะรูและสปริงเพื�อประคอง

ตัวอย่างไม่ให้เคลื�อนที� โดยติดตั �งประกบทั �งสองด้าน

จากนั�นประกอบเขา้กบัชุดทดสอบ ดงั Figure 3 (a) 

ชุดทดสอบหาค่าการซึมผ่านโดยใช้แรงดนัเขา้

ช่วย ประกอบไปดว้ยปั �มลมซึ�งเป็นตวัใหแ้รงดนั ควบคุม

แรงดนัด้วยตัวควบคุมแรงดนั (Regulators) ผ่านไปยัง

เซลล์นํ�า โดยระหว่างตวัควบคุมแรงดนัและเซลล์นํ�า ทํา

การติดตั �งเซลล์อากาศ ซึ�งเป็นตวัดกันํ�าในกรณีมแีรงดนั

คงคา้งในระบบซึ�งทาํใหนํ้�าไหลยอ้นไปยงัปั �มลม หลงัจาก

นั �นนํ� าไหลผ่านโมลด์ที�ได้ เตรียมตัวอย่างดินไว้ รอ

จนกระทั �งตัวอย่างอิ�มตวัด้วยนํ�าและอัตราการไหลคงที�

แล้ว เริ�มวัดอัตราการไหลพร้อมจับเวลา โดยทําการ

ทดสอบ 3 ครั �งแลว้หาค่าเฉลี�ย ดงั Figure 3 (b)  

 

(a) Sample Preparation 

 
(b) Testing Diagram 

Figure 3 Sample preparation and testing procedure 

diagram for permeability coefficient using pressure 

2.2 การทดสอบ Unconfined Compressive Strength 

 ในการทดสอบหาค่าแรงแกนเดียวอ้างอิง

มาตรฐานที� ทล.-ม. 204/2533 และการทดลองที� ทล.ท. 

105/2515 (เทียบเท่า AASHTO T 208) ของกรมทาง

หลวง  

 

Figure 4 Unconfined compressive strength test 

การเตรยีมตวัอย่างทดสอบทําการบดอดัดินที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

(b) Testing Diagram

Figure 3 Sample preparation and testing procedure 

diagram for permeability coefficient using pressure

		  2.2	 การทดสอบ Unconfined Compressive 

Strength

			   ในการทดสอบหาค่่าแรงแกนเดีียวอ้้างอิิง

มาตรฐานที่่� ทล.-ม. 204/2533 และการทดลองที่่� ทล.ท. 

105/2515 (เทีียบเท่่า AASHTO T 208) ของกรมทางหลวง 

   

  

การทดสอบหาค่าการซึมผ่านเป็นการทดสอบ

โดยใช้แรงดัน โดยค่าการซึมผ่าน (k20) คํานวณได้จาก

สมการ                           

 
Q QL

k
Ait hAt

                      (2) 

โดยที�    


 
P

h z

w

               (3)  

เมื�อ     Q = ปรมิาณนํ�าที �ไหลซมึผ่านมวลดนิ 

         A  = พื�นที �หน้าตดัของตวัอย่างดนิ 

            t  = เวลาของนํ�าที �ไหลซมึผ่านของนํ�าในตวัอย่าง 

           i   = ความลาดชนัทางชลศาสตร์ 

           L  = ความยาวตวัอย่างดนิ 

           h  = ผลรวมของความต่างของระดบันํ�าที �ไหลผ่าน

ตวัอย่างดนิ (Total Head) 

           z  = ความสูงของตําแหน่งที �สนใจ เทยีบกบัระดบั

อ้างองิ 

          P  = ความสถติการไหล ณ ตําแหน่งที �สนใจ 

          w = ความหนาแน่นของนํ�า 

2.การเตรียมตวัอย่างและอปุกรณ์การทดสอบ 

2.1 การทดสอบหาค่าการซมึผ่าน 

การเตรยีมตัวอย่างทดสอบ ทําการบดอดัดนิที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

โมลด์ขนาดเส้นผ่าศูนย์กลาง 10.0 ซม. ให้ตัวอย่างดนิมี

ความสูง 11.9 ซม. บ่มในอากาศ 3 วนั จากนั �นทําการ

ติดตั �งแผ่นจโีอเท็กซ์ไทล์ซึ�งทําหน้าที�เป็นตวักรองไม่ไห้

เม็ดดินหลุดออกจากตัวอย่างไปกับนํ� าขณะทดสอบ 

จากนั �นติดตั �งเพลทเหล็กเจาะรูและสปริงเพื�อประคอง

ตัวอย่างไม่ให้เคลื�อนที� โดยติดตั �งประกบทั �งสองด้าน

จากนั�นประกอบเขา้กบัชุดทดสอบ ดงั Figure 3 (a) 

ชุดทดสอบหาค่าการซึมผ่านโดยใช้แรงดนัเขา้

ช่วย ประกอบไปดว้ยปั �มลมซึ�งเป็นตวัใหแ้รงดนั ควบคุม

แรงดนัด้วยตัวควบคุมแรงดนั (Regulators) ผ่านไปยัง

เซลล์นํ�า โดยระหว่างตวัควบคุมแรงดนัและเซลล์นํ�า ทํา

การติดตั �งเซลล์อากาศ ซึ�งเป็นตวัดกันํ�าในกรณีมแีรงดนั

คงคา้งในระบบซึ�งทาํใหนํ้�าไหลยอ้นไปยงัปั �มลม หลงัจาก

นั �นนํ� าไหลผ่านโมลด์ที�ได้ เตรียมตัวอย่างดินไว้ รอ

จนกระทั �งตัวอย่างอิ�มตวัด้วยนํ�าและอัตราการไหลคงที�

แล้ว เริ�มวัดอัตราการไหลพร้อมจับเวลา โดยทําการ

ทดสอบ 3 ครั �งแลว้หาค่าเฉลี�ย ดงั Figure 3 (b)  

 

(a) Sample Preparation 

 
(b) Testing Diagram 

Figure 3 Sample preparation and testing procedure 

diagram for permeability coefficient using pressure 

2.2 การทดสอบ Unconfined Compressive Strength 

 ในการทดสอบหาค่าแรงแกนเดียวอ้างอิง

มาตรฐานที� ทล.-ม. 204/2533 และการทดลองที� ทล.ท. 

105/2515 (เทียบเท่า AASHTO T 208) ของกรมทาง

หลวง  

 

Figure 4 Unconfined compressive strength test 

การเตรยีมตวัอย่างทดสอบทําการบดอดัดินที�

ผสมกับนํ�ายางพาราที�เปอร์เซ็นต์เนื�อยางต่างๆ ลงใน

Figure 4 Unconfined compressive strength test

			   การเตรีียมตััวอย่่างทดสอบทำการบดอััด

ดิินที่่�ผสมกัับน้้ำยางพาราที่่�เปอร์์เซ็็นต์์เนื้้�อยางต่่างๆ ลงใน

โมลด์ข์นาด 4 นิ้้�ว สูงู 4.584 นิ้้�ว ด้ว้ยการลดจำนวณครั้้�งในการ

บดอััดให้้มีีพลัังงานบดอััด 25%, 50%, 75% และ 100% จาก
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โมลด์ขนาด 4 นิ�ว สูง 4.584 นิ�ว ดว้ยการลดจํานวณครั �ง
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100% จากนั �นดนัตวัอย่างออกจากโมลดแ์ลว้บ่มตวัอย่าง

ในอากาศ 3 วนั แล้วนําไปหาค่ากําลงัอดัแกนเดียว ดงั 

Figure 4 

3.ผลการทดสอบคณุสมบติัพื�นฐาน 

3.1 การจาํแนกดนิ 

 

ดินตัวอย่างเป็นดินในจังหวัดสกลนครมีการ

กระจายตวัดงัแสดงใน Figure 5  และทดลองหาขดีความ

ข้นเหลวของดิน (Atterberg’s Limit) พบว่าค่า LL และ 

PL มคี่าเท่ากบั 22.8% และ 21.1% ตามลําดบั นําขอ้มูล

ที� ไ ด้ ม า จํ า แ น ก ช นิ ด ข อ ง ดิ น ร ะบ บ  Unified Soil 

Classification System, USCS. พบว่าดินตัวอย่างที�ใช้

ในการทดสอบเป็นดินทรายที�มีตะกอนทรายปน หรือ

สญัลกัษณ์กลุ่มคอื SM และมค่ีาความถ่วงจาํเพาะเท่ากบั 

2.65  

 

Figure 5 Particle Size Distribution Curve 

3.2 การทดสอบการบดอดัแบบมาตรฐาน 

การทดสอบการบดอดัไดค้่าความหนาแน่นแหง้

สูงสุดและปรมิาณความชื�นที�เหมาะสมของดนิตวัอย่างที�

ไม่ได้ผสมนํ�ายางพารารักษาสภาพในพลังงานบดอัด 

25% , 50% , 75%  และ 100%  มีป ริม าณ ความชื� น

เห ม า ะส ม เท่ ากั บ  16.60%, 14.90%,14.30% แ ล ะ 

14.00% ตามลําดบั ดงั Figure 6 ซึ�งใชค้่านี�ในการเตรยีม

ตวัอย่างดนิ เพื�อทดสอบหาค่าการซมึผ่านของนํ�าในดนิ 
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3.3 การทดสอบคุณสมบตัยิางพารารกัษาสภาพ 

 การทดสอบหาปริมาณเนื�อยางพารา (Dry 

Rubber content, DRC) ด้วยวิธีก ารม าตรฐาน  ISO 

126:2005 ผลที�ไดค้อืตวัอย่างนํ�ายางพารารกัษาสภาพมี

เนื� อย างแห้ ง เท่ ากับ  62.52% และการทดสอบห า

ระยะเวลาการแขง็ของตวัอย่างนํ�ายางพารารกัษาสภาพ 

ผลทดสอบพบว่าต้องใชร้ะยะเวลาอย่างน้อย 3 วนั จงึจะ

ไดป้รมิาณเนื�อยางแหง้เท่ากบั 62.52% ดงันั �นผูว้จิยัจะใช้

ระยะเวลาบ่มตวัอย่างก่อนการทดสอบ 3 วนั  

 

ผลการทดลองและอภิปรายผล 

1. ผลการทดสอบค่าการซึมผ่าน 

 จ าก ผ ลท ดส อบ ดัง  Figure 7 พ บ ว่ า  เมื� อ

เปรียบเทียบตัวอย่างดินที�ปรบัปรุงด้วยเนื�อยางพารา

รกัษาสภาพในอัตราส่วนเดียวกัน เห็นได้ว่าค่าการซึม

ผ่านมีแนวโน้มลดลงตามพลงังานบดอดัที�เพิ�มขึ�น มีค่า

ตํ�าสุดที�พลังงานบดอัด 100% เนื�องจากการบดอัดดิน

เป็นผลให้เม็ดดินเรียงตัวกันแน่นขึ�น ทําให้อัตราส่วน

ช่องว่างลดลงส่งผลให้การซึมผ่านของนํ�าลดลงตามไป

ด้วย แต่เมื�อทําการเปรยีบเทียบตัวอย่างดินที�บดอดัใน

พลงังานเดียวกันพบว่าค่าการซึมผ่านมีแนวโน้มลดลง

ตามปริมาณเนื�อยางพาราที�เพิ�มมากขึ�น มีค่าตํ� าสุดที�

ปรมิาณเนื�อยางพารา 3.0% เนื�องจากเนื�อยางพาราจะ

แทรกเข้าไปแทนที�ช่องว่างระหว่างเม็ดดินทําให้ดินมี

ความทบึมากขึ�น อกีทั �งดนิที�ปรบัปรุงด้วยนํ�ายางพารามี

ลกัษณะเป็นแผ่นฟิล์มเคลือบอยู่เม็ดดิน ทําให้ป้องกัน

การซึมของนํ�าได้ (สุทธชิยั เจริญกิจ, 2560) ซึ�งตรงกับ 

อรุณ ลูกจันทร์ และคณะ (2561) กล่าวว่า  ช่องว่าง
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		  3.3	 การทดสอบคุณุสมบัตัิยิางพารารักัษาสภาพ

			   การทดสอบหาปริิมาณเนื้้�อยางพารา (Dry 

Rubber content, DRC) ด้ว้ยวิธีิีการมาตรฐาน ISO 126:2005 

ผลที่่�ได้้คืือตััวอย่่างน้้ำยางพารารัักษาสภาพมีเนื้้�อยางแห้้ง

เท่่ากัับ 62.52% และการทดสอบหาระยะเวลาการแข็็งของ

ตัวัอย่า่งน้้ำยางพารารักัษาสภาพ ผลทดสอบพบว่า่ต้อ้งใช้ร้ะยะ

เวลาอย่่างน้้อย 3 วััน จึึงจะได้้ปริิมาณเนื้้�อยางแห้้งเท่่ากัับ 

62.52% ดัังนั้้�นผู้้�วิิจััยจะใช้้ระยะเวลาบ่่มตััวอย่างก่่อนการ

ทดสอบ 3 วััน 

ผลการทดลองและอภิิปรายผล
	 1. 	 ผลการทดสอบค่่าการซึึมผ่่าน

		  จากผลทดสอบดััง Figure 7 พบว่่า เมื่่�อเปรีียบ

เทีียบตััวอย่่างดิินที่่�ปรัับปรุุงด้้วยเนื้้�อยางพารารัักษาสภาพใน

อััตราส่่วนเดีียวกัน เห็็นได้้ว่่าค่่าการซึึมผ่่านมีแนวโน้้มลดลง

ตามพลัังงานบดอัดที่่�เพิ่่�มขึ้้�น มีีค่่าต่่ำสุุดที่่�พลัังงานบดอัด 

100% เนื่่�องจากการบดอัดัดินิเป็น็ผลให้เ้ม็ด็ดินิเรียีงตัวักันัแน่น่

ขึ้้�น ทำให้้อััตราส่่วนช่่องว่่างลดลงส่่งผลให้้การซึึมผ่่านของน้้ำ

ลดลงตามไปด้ว้ย แต่เ่มื่่�อทำการเปรียีบเทียีบตัวัอย่า่งดินิที่่�บด

อััดในพลัังงานเดีียวกัันพบว่่าค่่าการซึึมผ่่านมีีแนวโน้้มลดลง

ตามปริิมาณเนื้้�อยางพาราที่่�เพิ่่�มมากขึ้้�น มีีค่่าต่่ำสุุดที่่�ปริิมาณ

เนื้้�อยางพารา 3.0% เนื่่�องจากเนื้้�อยางพาราจะแทรกเข้้าไป

แทนที่่�ช่่องว่่างระหว่่างเม็็ดดิินทำให้้ดิินมีีความทึึบมากขึ้้�น อีีก

ทั้้�งดิินที่่�ปรัับปรุุงด้้วยน้้ำยางพารามีีลัักษณะเป็็นแผ่่นฟิล์์ม

เคลืือบอยู่่�เม็็ดดิน ทำให้้ป้้องกัันการซึึมของน้้ำได้้ (สุุทธิิชััย 

เจริิญกิิจ, 2560) ซึ่่�งตรงกัับ อรุุณ ลููกจัันทร์์ และคณะ (2561) 

กล่่าวว่่า  ช่่องว่่างระหว่่างอนุุภาคเม็็ดดิินบางส่่วนถูกแทนที่่�

ด้้วยอนุุภาคของยางพารา โดยเม็็ดดิินถููกเคลืือบจนเกิิดการ

เชื่่�อมแน่่นระหว่่างเม็็ดดิิน เป็็นผลทำให้้ค่่าการซึึมผ่่านลดลง

   

  

ระหว่างอนุภาคเม็ดดินบางส่วนถูกแทนที�ด้วยอนุภาค

ของยางพารา โดยเม็ดดินถูกเคลือบจนเกิดการเชื�อม

แน่นระหว่างเมด็ดนิ เป็นผลทาํใหค้่าการซมึผ่านลดลง 

 

 
Figure 7 The relationship between the soil water 

permeability coefficient (k20) and the amount of 

natural rubber content 

 จาก  Figure 7 จะเห็น ได้ว่ าความสัมพัน ธ์

ระหว่างค่าการซมึผ่าน (k20) และปรมิาณเนื�อยางพารา มี

ลักษณะเป็นเส้นตรง เมื�อพิจารณาผลทดสอบโดยใช้

สมการเชงิเสน้ในแต่ละพลงังานบดอดัไดแ้ก่ 25%, 50%, 

75% และ 100% จะไดส้มการเชงิเสน้ เมื�อพจิารณาถงึค่า 

R² พบว่าข้อมูลมีความน่าเชื�อถือเป็นอย่างมาก ดงันั �น

ผู้วิจ ัยจะใช้สมการจาก  Figure 7 ในการทํานายหา

ปรมิาณเนื�อยางพาราที�ต้องใช้ในการปรบัปรุงคุณสมบตัิ

ดนิใหผ้่านหลกัเกณฑ์การประเมนิที�ค่าการซึมผ่าน (k20) 

เท่ ากับ  0.000138 cm/s โดย จ ะแท น ค่ า  y เท่ ากับ 

0.000138 จากนั �นทําการแก้สมการหาค่าตัวแปร x ได้

ปรมิาณเนื�อยางพาราที�ต้องใชใ้นการปรบัปรุงดนิของแต่

ละพลังงานบดอัด ผลที�ได้คือที�พลังงานบดอัด 25%, 

50%, 75% และ 100% จะต้องใช้ปรมิาณเนื�อยางพารา

รกัษาสภาพเท่ากบั 2.85%, 2.57%, 2.39% และ 2.15% 

ตามลําดบั 

2. ผลการทดสอบหาค่าแรงอดัแกนเดียว  

จากผลการทดสอบหาค่าแรงอดัแกนเดียวใน 

Figure 8 เห็นได้ว่าเมื� อ เปรียบเทียบกับตัวอย่ างที�

ปรบัปรุงด้วยเนื�อยางพาราที�อตัราส่วนเดยีวกนั ตวัอย่าง

ดนิที�ไม่ปรบัปรุงดว้ยเนื�อยางพารา และปรบัปรุงดว้ยเนื�อ

ยางพาราอตัราส่วน 1% ของนํ�าหนักดนิแหง้ ค่ากําลงัรบั

แรงอัดมีแนวโน้มเพิ�มขึ�นตามพลังงานบดอัดและมี

ค่าสูงสุดที�พลังงานบดอัด 100% มีค่าเท่ากับ 1.51 ksc 

เนื�องจากพลงังานบดอดัทําใหเ้มด็ดนิเรยีงตวักนัแน่นขึ�น 

ส่วนตัวอย่างที�ปรับปรุงด้วยเนื�อยางพาราอัตราส่วน 

2.0% และ 3.0% ของนํ�าหนักดนิแห้ง ค่ากําลงัรบัแรงอดั

มคี่าสูงสุดที�พลงังานบดอดั 75% มีค่าเท่ากับ 0.72 ksc 

และ 0.65 ksc ตามลําดบั เนื�องจากปรมิาณยางพาราที�

เพิ�มสงูขึ�น ทําใหเ้มด็ดนิเรยีงตวักนัในลกัษณะหลวม เมื�อ

ใช้พลังงานบดอัดที�สูงเกินไปจะทําให้เกิดความไม่

สมํ�าเสมอระหว่างยางพาราและเมด็ดนิ  

 

 
Figure 8 The relationship between unconfined 

compressive strength and rubber latex content 

 

จาก  Figure  8 เมื� อ เปรียบ เทียบตัวอย่ าง

ทดสอบในพลังงานบดอัดเดียวกัน พบว่าค่ากําลังรับ

แรงอัดของตัวอย่างดินที�ปรบัปรุงด้วยเนื�อยางพาราที�

อตัราส่วน 1.0% ของนํ�าหนักดนิแหง้ มแีนวโน้มเพิ�มขึ�น

จากตัวอย่างดินที�ไม่ปรบัปรุงด้วยยางพารา จากนั �นค่า

กําลงัรบัแรงอดัมีแนวโน้มลดลง เมื�อตัวอย่างดินมีการ

ปรบัปรุงด้วยเนื�อยางพารามากกว่า 1.0% ซึ�งคล้ายกับ

ผลการศึกษาของ พีรวัฒ น์ ปลาเงิน (2561) พบว่า

อตัราส่วนของดนิลูกรงั ปูนซีเมนต์ นํ�า เท่ากับ 5 : 2 : 1 

มกีําลงัรบัแรงอดัเท่ากับ 59 ksc  และเมื�อปรบัปรุงด้วย

นํ�ายางพารา 5% ของปรมิาณนํ�า พบว่ามีกําลงัเพิ�มขึ�น 

3.38% จากนั �น กําลังอัดมีแนวโน้มลดลงเมื� อมีการ

ปรบัปรุงด้วยนํ�ายางพารามากกว่า 5% ของปริมาณนํ�า 

ดงัที� อรุณ ลูกจนัทร์ และคณะ (2561) กล่าวว่า ความ

หนาแน่น ความเชื�อมแน่น การยึดล็อคระหว่างเม็ดดิน 

และอัตราส่วน กําลังรับแรงอัดมีความสัมพันธ์กับ

ยางพาราในลักษณะระฆังควํ�า เมื�อปริมาณยางพารา

เพิ�มขึ�นทําให้การเชื�อมแน่นระหว่างเมด็ดนิเพิ�มขึ�น เม็ด

ดนิเรยีงตวัแน่นขึ�นทําให้ความหนาแน่นเพิ�มขึ�น แต่เมื�อ

Figure 7 The relationship between the soil water 

permeability coefficient (k20) and the amount of natural 

rubber content

		  จาก Figure 7 จะเห็น็ได้ว้่า่ความสัมัพันัธ์ร์ะหว่า่ง

ค่า่การซึมึผ่า่น (k20) และปริมิาณเนื้้�อยางพารา มีลีักัษณะเป็น็

เส้้นตรง เม่ื่�อพิจิารณาผลทดสอบโดยใช้้สมการเชิงิเส้น้ในแต่ล่ะ

พลัังงานบดอััดได้้แก่่ 25%, 50%, 75% และ 100% จะได้้

สมการเชิิงเส้้น เมื่่�อพิิจารณาถึึงค่่า R² พบว่่าข้้อมููลมีีความน่่า

เชื่่�อถืือเป็็นอย่่างมาก ดัังนั้้�นผู้้�วิิจััยจะใช้้สมการจาก Figure 7 

ในการทำนายหาปริมิาณเนื้้�อยางพาราที่่�ต้้องใช้ใ้นการปรับัปรุงุ

คุุณสมบััติิดิินให้้ผ่่านหลัักเกณฑ์์การประเมิินที่่�ค่่าการซึึมผ่่าน 

(k20) เท่่ากัับ 0.000138 cm/s โดยจะแทนค่่า y เท่่ากัับ 

0.000138 จากนั้้�นทำการแก้ส้มการหาค่า่ตัวัแปร x ได้ป้ริมิาณ

เนื้้�อยางพาราที่่�ต้้องใช้ใ้นการปรับัปรุงุดิินของแต่ล่ะพลังังานบด

อััด ผลที่่�ได้้คืือที่่�พลัังงานบดอััด 25%, 50%, 75% และ 100% 

จะต้้องใช้้ปริิมาณเนื้้�อยางพารารัักษาสภาพเท่่ากัับ 2.85%, 

2.57%, 2.39% และ 2.15% ตามลำดัับ

	 2. 	 ผลการทดสอบหาค่่าแรงอััดแกนเดีียว 

		  จากผลการทดสอบหาค่่าแรงอััดแกนเดีียวใน 

Figure 8 เห็น็ได้ว้่า่เมื่่�อเปรียีบเทียีบกับัตัวัอย่า่งที่่�ปรับัปรุงุด้ว้ย

เนื้้�อยางพาราที่่�อััตราส่่วนเดีียวกััน ตััวอย่่างดิินที่่�ไม่่ปรัับปรุุง

ด้้วยเนื้้�อยางพารา และปรัับปรุุงด้้วยเนื้้�อยางพาราอััตราส่่วน 

1% ของน้้ำหนัักดิินแห้้ง ค่่ากำลัังรัับแรงอััดมีีแนวโน้้มเพิ่่�มขึ้้�น

ตามพลัังงานบดอัดและมีีค่่าสููงสุุดที่่�พลัังงานบดอัด 100% มีี

ค่า่เท่า่กับั 1.51 ksc เน่ื่�องจากพลังังานบดอัดทำให้เ้ม็ด็ดินิเรียีง

ตััวกันแน่่นขึ้้�น ส่่วนตัวอย่างที่่�ปรัับปรุุงด้้วยเนื้้�อยางพารา

อััตราส่่วน 2.0% และ 3.0% ของน้้ำหนัักดิินแห้้ง ค่่ากำลัังรัับ

แรงอััดมีีค่่าสููงสุุดที่่�พลัังงานบดอััด 75% มีีค่่าเท่่ากัับ 0.72 ksc 

และ 0.65 ksc ตามลำดัับ เนื่่�องจากปริิมาณยางพาราที่่�เพิ่่�มสููง

ขึ้้�น ทำให้้เม็็ดดิินเรีียงตััวกัันในลัักษณะหลวม เมื่่�อใช้้พลัังงาน

บดอััดที่่�สููงเกิินไปจะทำให้้เกิิดความไม่่สม่่ำเสมอระหว่่าง

ยางพาราและเม็็ดดิิน 

   

  

ระหว่างอนุภาคเม็ดดินบางส่วนถูกแทนที�ด้วยอนุภาค

ของยางพารา โดยเม็ดดินถูกเคลือบจนเกิดการเชื�อม

แน่นระหว่างเมด็ดนิ เป็นผลทาํใหค้่าการซมึผ่านลดลง 

 

 
Figure 7 The relationship between the soil water 

permeability coefficient (k20) and the amount of 

natural rubber content 

 จาก  Figure 7 จะเห็น ได้ว่ าความสัมพัน ธ์

ระหว่างค่าการซมึผ่าน (k20) และปรมิาณเนื�อยางพารา มี

ลักษณะเป็นเส้นตรง เมื�อพิจารณาผลทดสอบโดยใช้

สมการเชงิเสน้ในแต่ละพลงังานบดอดัไดแ้ก่ 25%, 50%, 

75% และ 100% จะไดส้มการเชงิเสน้ เมื�อพจิารณาถงึค่า 

R² พบว่าข้อมูลมีความน่าเชื�อถือเป็นอย่างมาก ดงันั �น

ผู้วิจ ัยจะใช้สมการจาก  Figure 7 ในการทํานายหา

ปรมิาณเนื�อยางพาราที�ต้องใช้ในการปรบัปรุงคุณสมบตัิ

ดนิใหผ้่านหลกัเกณฑ์การประเมนิที�ค่าการซึมผ่าน (k20) 

เท่ ากับ  0.000138 cm/s โดย จ ะแท น ค่ า  y เท่ ากับ 

0.000138 จากนั �นทําการแก้สมการหาค่าตัวแปร x ได้

ปรมิาณเนื�อยางพาราที�ต้องใชใ้นการปรบัปรุงดนิของแต่

ละพลังงานบดอัด ผลที�ได้คือที�พลังงานบดอัด 25%, 

50%, 75% และ 100% จะต้องใช้ปรมิาณเนื�อยางพารา

รกัษาสภาพเท่ากบั 2.85%, 2.57%, 2.39% และ 2.15% 

ตามลําดบั 

2. ผลการทดสอบหาค่าแรงอดัแกนเดียว  

จากผลการทดสอบหาค่าแรงอดัแกนเดียวใน 

Figure 8 เห็นได้ว่าเมื� อ เปรียบเทียบกับตัวอย่ างที�

ปรบัปรุงด้วยเนื�อยางพาราที�อตัราส่วนเดยีวกนั ตวัอย่าง

ดนิที�ไม่ปรบัปรุงดว้ยเนื�อยางพารา และปรบัปรุงดว้ยเนื�อ

ยางพาราอตัราส่วน 1% ของนํ�าหนักดนิแหง้ ค่ากําลงัรบั

แรงอัดมีแนวโน้มเพิ�มขึ�นตามพลังงานบดอัดและมี

ค่าสูงสุดที�พลังงานบดอัด 100% มีค่าเท่ากับ 1.51 ksc 

เนื�องจากพลงังานบดอดัทําใหเ้มด็ดนิเรยีงตวักนัแน่นขึ�น 

ส่วนตัวอย่างที�ปรับปรุงด้วยเนื�อยางพาราอัตราส่วน 

2.0% และ 3.0% ของนํ�าหนักดนิแห้ง ค่ากําลงัรบัแรงอดั

มคี่าสูงสุดที�พลงังานบดอดั 75% มีค่าเท่ากับ 0.72 ksc 

และ 0.65 ksc ตามลําดบั เนื�องจากปรมิาณยางพาราที�

เพิ�มสงูขึ�น ทําใหเ้มด็ดนิเรยีงตวักนัในลกัษณะหลวม เมื�อ

ใช้พลังงานบดอัดที�สูงเกินไปจะทําให้เกิดความไม่

สมํ�าเสมอระหว่างยางพาราและเมด็ดนิ  

 

 
Figure 8 The relationship between unconfined 

compressive strength and rubber latex content 

 

จาก  Figure  8 เมื� อ เปรียบ เทียบตัวอย่ าง

ทดสอบในพลังงานบดอัดเดียวกัน พบว่าค่ากําลังรับ

แรงอัดของตัวอย่างดินที�ปรบัปรุงด้วยเนื�อยางพาราที�

อตัราส่วน 1.0% ของนํ�าหนักดนิแหง้ มแีนวโน้มเพิ�มขึ�น

จากตัวอย่างดินที�ไม่ปรบัปรุงด้วยยางพารา จากนั �นค่า

กําลงัรบัแรงอดัมีแนวโน้มลดลง เมื�อตัวอย่างดินมีการ

ปรบัปรุงด้วยเนื�อยางพารามากกว่า 1.0% ซึ�งคล้ายกับ

ผลการศึกษาของ พีรวัฒ น์ ปลาเงิน (2561) พบว่า

อตัราส่วนของดนิลูกรงั ปูนซีเมนต์ นํ�า เท่ากับ 5 : 2 : 1 

มกีําลงัรบัแรงอดัเท่ากับ 59 ksc  และเมื�อปรบัปรุงด้วย

นํ�ายางพารา 5% ของปรมิาณนํ�า พบว่ามีกําลงัเพิ�มขึ�น 

3.38% จากนั �น กําลังอัดมีแนวโน้มลดลงเมื� อมีการ

ปรบัปรุงด้วยนํ�ายางพารามากกว่า 5% ของปริมาณนํ�า 

ดงัที� อรุณ ลูกจนัทร์ และคณะ (2561) กล่าวว่า ความ

หนาแน่น ความเชื�อมแน่น การยึดล็อคระหว่างเม็ดดิน 

และอัตราส่วน กําลังรับแรงอัดมีความสัมพันธ์กับ

ยางพาราในลักษณะระฆังควํ�า เมื�อปริมาณยางพารา

เพิ�มขึ�นทําให้การเชื�อมแน่นระหว่างเมด็ดนิเพิ�มขึ�น เม็ด

ดนิเรยีงตวัแน่นขึ�นทําให้ความหนาแน่นเพิ�มขึ�น แต่เมื�อ

Figure 8 The relationship between unconfined  

compressive strength and rubber latex content



Influence of rubber content and compaction energy on the permeability 
and compressive strength of coarse-grained soil

631Vol 44. No 6, November-December 2025

		  จาก Figure  8 เมื่่�อเปรียีบเทียีบตัวัอย่า่งทดสอบ

ในพลัังงานบดอััดเดีียวกััน พบว่่าค่่ากำลัังรัับแรงอััดของ

ตัวัอย่า่งดิินที่่�ปรัับปรุงุด้ว้ยเนื้้�อยางพาราที่่�อัตัราส่่วน 1.0% ของ

น้้ำหนัักดินิแห้้ง มีแีนวโน้ม้เพิ่่�มขึ้้�นจากตัวัอย่า่งดินิที่่�ไม่ป่รับัปรุงุ

ด้้วยยางพารา จากนั้้�นค่่ากำลัังรัับแรงอััดมีีแนวโน้้มลดลง เมื่่�อ

ตัวัอย่า่งดินิมีกีารปรับัปรุงุด้ว้ยเนื้้�อยางพารามากกว่า่ 1.0% ซึ่่�ง

คล้้ายกัับผลการศึึกษาของ พีีรวััฒน์์ ปลาเงิิน (2561) พบว่่า

อัตัราส่ว่นของดินิลูกูรััง ปูนูซีเีมนต์ ์น้้ำ เท่า่กัับ 5 : 2 : 1 มีกีำลังั

รัับแรงอััดเท่่ากัับ 59 ksc  และเมื่่�อปรัับปรุุงด้้วยน้้ำยางพารา 

5% ของปริมิาณน้้ำ พบว่ามีีกำลังัเพิ่่�มขึ้้�น 3.38% จากนั้้�นกำลังั

อัดัมีแีนวโน้ม้ลดลงเมื่่�อมีกีารปรับัปรุงุด้ว้ยน้้ำยางพารามากกว่า่ 

5% ของปริิมาณน้้ำ ดัังที่่� อรุุณ ลููกจัันทร์์ และคณะ (2561) 

กล่่าวว่่า ความหนาแน่่น ความเชื่่�อมแน่่น การยึึดล็็อคระหว่่าง

เม็็ดดิิน และอััตราส่่วนกำลัังรัับแรงอััดมีีความสััมพัันธ์์กัับ

ยางพาราในลัักษณะระฆัังคว่่ำ เม่ื่�อปริิมาณยางพาราเพิ่่�มขึ้้�น

ทำให้้การเชื่่�อมแน่่นระหว่่างเม็็ดดิินเพิ่่�มขึ้้�น เม็็ดดิินเรีียงตััว

แน่่นขึ้้�นทำให้้ความหนาแน่่นเพิ่่�มขึ้้�น แต่่เมื่่�อเพิ่่�มปริิมาณ

ยางพาราที่่�มากเกิินไป เป็็นการดัันเม็็ดดิินให้้อยู่่�ในลัักษณะ

หลวม ทำให้้ความหนาแน่่น ความเชื่่�อมแน่่น การยึึดล็อค

ระหว่่างเม็็ดดินิ และอััตราส่่วนกำลังัรัับแรงอััดลดลงตามไปด้้วย 

สรุุปผลและข้้อเสนอแนะ
	 งานวิจัิัยนี้้�ศึกึษาและปรัับปรุุงคุณุสมบััติดิินิเม็็ดหยาบ

ด้้วยการผสมน้้ำยางพารารัักษาสภาพ เพ่ื่�อลดความสามารถ

ในการซึมึผ่า่นของน้้ำ โดยใช้ห้ลักัเกณฑ์ก์ารประเมินิค่าการซึึม

ผ่่านของน้้ำในดิิน (k20) เท่่ากัับ 000138 cm/s ใช้้ปริิมาณเนื้้�อ

ยางพาราในอััตราส่่วน 0.0%, 1.0%, 2.0% และ 3.0% ของน้้ำ

หนักัดินิแห้ง้ จากนั้้�นทำการบดอัดัแบบมาตรฐานด้ว้ยพลังังาน 

25%, 50%, 75% และ 100% ของจำนวนครั้้�งตามมาตรฐาน 

บ่่มตััวอย่่างในอากาศที่่�อายุุ 3 วััน แล้้วทดสอบหาค่่าการซึึม

ผ่่านด้้วยแรงดััน และการทดสอบหาค่่ากำลัังรัับแรงอััดแกน

เดีียวผลการศึึกษาสามารถสรุุปได้้ดัังนี้้�

	 - 	การปรัับปรุงุคุณุสมบััติดิินิเม็ด็หยาบด้วยยางพารา

รัักษาสภาพ ทำให้้ค่่าการซึึมผ่่านลดลงเมื่่�อเทีียบกัับตััวอย่่าง

ดินิที่่�ไม่ม่ีกีารปรับัปรุงุด้ว้ยยางพารา และค่า่การซึมึผ่า่นมีแีนว

โน้้มลดลง ตามปริิมาณเนื้้�อยางพาราที่่�เพิ่่�มมากขึ้้�น จึึงมีีค่่าต่่ำ

สุุดในตััวอย่่างดิินที่่�ปรัับปรุุงด้้วยปริิมาณเนื้้�อยางพาราใน

อััตราส่่วน 3.0% ของน้้ำหนัักดิินแห้้งเท่่านั้้�น ดัังนั้้�นควรศึึกษา

อััตราส่่วนปริิมาณเนื้้�อยางพาราที่่�มากกว่่า 3.0% และจากการ

ทำนายปริมิาณเนื้้�อยางพาราที่่�ใช้ใ้นการปรัับปรุงุคุณุสมบััติดิินิ

เม็็ดหยาบ ต้้องใช้้ปริิมาณเนื้้�อยางพาราไม่่น้้อยกว่่า 2.85%, 

2.57%, 2.39% และ 2.15% สำหรับัพลังังานบดอัดั 25%, 50%, 

75% และ 100% ตามลำดับั จึงึจะผ่า่น หลักัเกณฑ์ก์ารประเมินิ

ที่่�ค่่าการซึึมผ่่าน (k20) เท่่ากัับ 0.000138 cm/s 

	 - 	สำหรัับค่่ากำลัังรัับแรงอััดการใช้้ยางพารารัักษา

สภาพปรัับปรุุงคุุณสมบััติิดิินเม็็ดหยาบทำให้้มีีความต้้านทาน

แรงอััดเพิ่่�มมากขึ้้�น ปริิมาณเนื้้�อยางพาราที่่�เหมาะสมคืือ

อััตราส่่วน 1.0% ของน้้ำหนัักดิินแห้้ง

	 - 	ควรพิจารณาเรื่่�องปริมิาณยางพารา การใช้ย้างพารา 

มากเกิินไปจะเป็็นผลเสีียต่่อความแข็็งแรงของตััวอย่างทดสอบ 

เนื่่�องจากปริิมาณยางพาราที่่�มากเกิินไปจะเข้้าไปแทนที่่�มวล

เนื้้�อดิิน ซึ่่�งส่่งผลต่่อความหนาแน่่นแห้้ง ทำให้้ความหนาแน่่น

แห้ง้ลดลง ประกอบกับัยางพาราเป็น็วัสัดุทุี่่�มีคีวามยืืดหยุ่่�น จึงึ

ทำให้้ค่่ากำลัังรัับแรงอััดของตััวอย่่างทดสอบที่่�ปรัับปรุุงด้้วย

ปริิมาณเนื้้�อยางพารามากกว่่า 1.0% มีีแนวโน้้มลดลง

	 จากการศึึกษาการปรัับปรุุงคุุณสมบััติิดิินเม็็ดหยาบ

ด้้วยการผสมน้้ำยางพารารัักษาสภาพ เพ่ื่�อลดความสามารถ

ในการซึึมผ่่านของน้้ำนั้้�น มีีข้้อเสนอแนะดัังนี้้�

	 - 	ควรพิิจารณาเรื่่�องปััจจััยด้้านเวลาในการเตรีียม

ตัวัอย่า่ง เน่ื่�องจากถ้้าใช้ร้ะยะเวลาน้้อยเกิินไปจะทำให้้การกระ

จายตััวดิินและยางพาราเกิิดความไม่่สม่่ำเสมอ และถ้้าใช้้เวลา

มากเกิินไปยางพาราจะจัับตััวกััน ทำให้้อนุุภาคของยางพารา

ไม่่สามารถแทรกเข้้าไปช่่องว่่างของมวลดิินได้้

	 - 	ควรพิจารณาเรื่่�องอุณุภูมูิแิละระยะเวลาในการบ่ม่ 

ซึ่่�งมีีผลต่่อการแข็็งตััวของยางพารา เนื่่�องจากงานวิิจััยนี้้�บ่่ม

ตัวัอย่า่งในอากาศที่่�อุณุภูมูิหิ้อ้ง ซึ่่�งในแต่ว่ันัอุณุหภูมูิอิาจมีกีาร

เปลี่่�ยนแปลงไม่่เท่่ากััน จึงึทำให้้ผลมีความคลาดเคล่ื่�อน จึงึควร

พิจิารณาวิธิีกีารและระยะเวลาในการบ่มเป็็นปัจจัยัที่่�สำคััญอีีก

ปััจจััยหนึ่่�งด้้วย

	 - 	งานวิิจััยนี้้�ถ้้านำไปประยุุกต์์ใช้้ในภาคสนามที่่�เป็็น

พื้้�นที่่�นอกเขตชลประทาน มีีลัักษณะเป็็นเม็็ดหยาบหรืือดิิน

ทราย โดยการทำเป็็นวััสดุุดาดก้นบ่่อและผนัังบ่่อจะเป็็นการ

เพิ่่�มประสิิทธิิภาพการกักเก็็บน้้ำและลดการขาดแคลนน้้ำใน

พื้้�นที่่�ทำการเกษตร ช่่วยให้้เกษตรกรสามารถเพาะปลููกได้้ใน

ช่่วงฤดููแล้้ง อีีกทั้้�งยัังเป็็นการเพิ่่�มรายได้้ให้้แก่่เกษตรกรใน

พื้้�นที่่�ดัังกล่่าวไม่่มากก็็น้้อย
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ค�าแนะน�าส�าหรับผู้นิพนธ์

วารสารวิทยาศาสตร์และเทคโนโลยี มหาวิทยาลัยมหาสารคาม ก�าหนดพิมพ์ปีละ 6 ฉบับ ฉบับที่ 1 (มกราคม-กุมภาพันธ์)  
ฉบับที่ 2 (มีนาคม-เมษายน) ฉบับที่ 3 (พฤษภาคม-มิถุนายน) ฉบับที่ 4 (กรกฎาคม-สิงหาคม) ฉบับที่ 5 (กันยายน-ตุลาคม)  
ฉบับท่ี 6 (พฤศจิกายน-ธันวาคม) ผู้นิพนธ์ทุกท่านสามารถส่งบทความวิจัยเพื่อรับการพิจารณาลงตีพิมพ์ได้ โดยไม่ต้อง 
เป็นสมาชิกและไม่จ�าเป็นต้องสังกัดมหาวิทยาลัยมหาสารคาม ผลงานที่ได้รับการพิจารณาในวารสารจะต้องมีสาระที่น่าสนใจ  
เป็นงานท่ีทบทวนความรู้เดิมหรือองค์ความรู้ใหม่ ท่ีทันสมัย รวมท้ังข้อคิดเห็นทางวิชาการท่ีเป็นประโยชน์ต่อผู้อ่าน และจะ
ต้องเป็นงานที่ไม่เคยตีพิมพ์เผยแพร่ในวารสารอื่นมาก่อน รวมถึงไม่อยู่ระหว่างพิจารณาลงพิมพ์ในวารสารใด บทความอาจถูก
ดดัแปลง แก้ไข เนื้อหา รูปแบบ และส�านวน ตามที่กองบรรณาธิการเห็นสมควร ทั้งนี้ เพื่อให้วารสารมีคุณภาพในระดับมาตรฐาน
สากลและน�าไปอ้างอิงได้ 

การเตรียมต้นฉบับ 
 1. ต้นฉบับพิมพ์เป็นภาษาไทยหรือภาษาอังกฤษ แต่ละเรื่องจะต้องมีบทคัดย่อทั้งภาษาไทยและภาษาอังกฤษ การใช้ 
ภาษาไทยให้ยึดหลักการใช้ค�าศัพท์การเขียนทับศัพท์ภาษาอังกฤษตามหลักของราชบัณฑิตยสถาน ให้หลีกเลี่ยงการเขียน  
ภาษาองักฤษรวมกับภาษาไทยในข้อความ ยกเว้นกรณจี�าเป็น เช่น ศพัท์ทางวชิาการทีไ่ม่มทีางแปล หรอืค�าทีใ่ช้แลว้ท�าให้เข้าใจ 
ง่ายขึ้น ค�าศัพท์ภาษาอังกฤษที่เขียนเป็นภาษาไทยให้ใช้ตัวเล็กทั้งหมด ยกเว้นชื่อเฉพาะ ส�าหรับต้นฉบับภาษาอังกฤษ ควรได้
รับการตรวจสอบความถูกต้องของภาษาจากผู้เชี่ยวชาญด้านภาษาอังกฤษก่อน 

 2. ขนาดของต้นฉบับ ใช้กระดาษขนาด A4 (8.5x11 นิ้ว) และพิมพ์โดยเว้นระยะห่างจากขอบกระดาษด้านละ 1 นิ้ว  
จัดเป็น 2 คอลัมน์ 

 3. ชนิดของขนาดตัวอักษร ทั้งภาษาไทยและภาษาอังกฤษให้ใช้ตัวอักษร Browallia New 

  3.1 ชื่อเรื่องให้ใช้อักษรขนาด 18 pt. ตัวหนา 

  3.2 ชื่อผู้นิพนธ์ใช้อักษรขนาด 16 pt. ตัวปกติ 

  3.3 หัวข้อหลักใช้อักษรขนาด 16 pt. ตัวหนา 

  3.4 หัวข้อรองใช้อักษรขนาด 14 pt. ตัวหนา 

  3.5 บทคัดย่อและเนื้อหาใช้ตัวอักษรขนาด 14 pt. ตัวบาง ซึ่งบทคัดย่อควรประกอบด้วย เนื้อหา 5 ส่วน คือ  
1) ที่มาของปัญหาการวิจัย 2) วัตถุประสงค์ของการวิจัย 3) วิธีการศึกษาโดยย่อแต่ครอบคลุมรายละเอียด 4) ผลการวิจัย  
5) สรุปและแนวทางการน�าไปใช้ประโยชน์ จ�านวนค�าไม่เกิน 350 ค�า

  3.6 เชิงอรรถอยู่หน้าแรกที่เป็นรายละเอียดชื่อต�าแหน่งทางวิชาการ และที่อยู่ของผู้นิพนธ์ใช้อักษรขนาด 12 pt. 
ตัวบาง และใส่ Corresponding author 

 4. ผู้นิพนธ์จะต้องจัดเตรียมต้นฉบับในรูปแบบของไฟล์ “.doc” (MS Word) และ “.pdf” (PorTable Document Format) 

 5. จ�านวนหน้า ความยาวของบทความไม่ควรเกิน 12 หน้า รวมตาราง รูป ภาพ และเอกสารอ้างอิง 

 6. รูปแบบการเขียนต้นฉบับ แบ่งเป็น 2 ประเภท ได้แก่ ประเภทบทความรายงานผลวิจัยหรือบทความวิจัย (research 
article) และบทความจากการทบทวนเอกสารวิจัยที่ผู้อื่นท�าเอาไว้ หรือบทความทางวิชาการ หรือบทความทั่วไป หรือบทความ 
ปริทัศน์ (review article) 

 7. การส่งบทความ ส่ง online ผ่านระบบ ThaiJo โดยสามารถเข้าไปดูรายละเอียดที่ www.scjmsu.msu.ac.th 

 8. หากจัดรูปแบบไม่ถูกต้องทางวารสารจะจัดส่งคืนผู้นิพนธ์เพื่อปรับแก้ไข ก่อนเสนอผู้ทรงคุณวุฒิพิจารณา 
ซึ่งอาจท�าให้กระบวนการตีพิมพ์ล่าช้า
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บทความวิจัย/บทความวิชาการ ให้เรียงล�าดับหัวข้อดังนี้ 
 ชื่อเรื่อง (Title) ชื่อเรื่องให้มีทั้งภาษาไทยและภาษาอังกฤษ ควรสั้น กะชับ และสื่อเป้าหมายหลักของงานวิจัย ไม่ใช้ 
ค�าย่อ ความยาวไม่เกิน 100 ตัวอักษร 

 ชื่อผู้นิพนธ์ [Author (s)] และที่อยู่ ให้มีทั้งภาษาไทยและภาษาอังกฤษ และระบุต�าแหน่งทางวิชาการ หน่วยงาน หรือ
สถาบันที่สังกัด และ E-mail address ของผู้นิพนธ์ไว้เป็นเชิงอรรถของหน้าแรก เพื่อกองบรรณาธิการสามารถติดต่อได้ 

 บทคดัย่อ (Abstract) เป็นการย่อเนือ้ความงานวจิยัท้ังเรือ่งให้ส้ัน และมเีนือ้หา ประกอบด้วย วตัถปุระสงค์ ผลการค้นพบ 
ที่ส�าคัญ และสรุป มีทั้งภาษาไทยและภาษาอังกฤษ โดยบทคัดย่อภาษาอังกฤษมีความยาวไม่เกิน 350 ค�า ส�าหรับบทคัดย่อ 
ภาษาไทยให้สอดคล้องกับบทคัดย่อภาษาอังกฤษ 

 ค�าส�าคัญ (Keywords) ทั้งภาษาไทยและภาษาอังกฤษ ไม่เกิน 5 ค�า ให้ระบุไว้ท้ายบทคัดย่อของแต่ละภาษา 

 บทน�า (Introduction) เป็นส่วนเริ่มต้นของเนื้อหา ที่บอกความเป็นมา เหตุผล และวัตถุประสงค์ ที่น�าไปสู่งานวิจัยนี้ 
ให้ข้อมูลทางวิชาการที่เกี่ยวข้องจากการตรวจสอบเอกสารงานวิจัยที่เกี่ยวข้องที่มีรายงานการศึกษาก่อนหน้า 

 วัสดุอุปกรณแ์ละวิธีการศึกษา (Materials and Methods) ให้ระบรุายละเอยีด วสัดอุปุกรณ ์สิง่ทีน่�ามาศกึษา จ�านวน 
ลกัษณะเฉพาะของตวัอย่างท่ีศึกษา อธบิายวธิกีารศกึษา แผนการทดลองทางสถติ ิวธิกีารเก็บข้อมลูการวเิคราะห์และการแปรผล 

 ผลการศึกษา (Results) รายงานผลท่ีค้นพบ ตามล�าดบัขัน้ตอนของการวจิยั อย่างชดัเจนได้ใจความ ถ้าผลไม่ซบัซ้อน 
และมีตัวเลขไม่มากควรใช้ค�าบรรยาย แต่ถ้ามีตัวเลข หรือ ตัวแปรมาก ควรใช้ตารางหรือแผนภูมิประกอบการรายงาน 
ผลการศึกษา

 วิจารณ์และสรุปผล (Discussion and Conclusion) การอภิปรายผลการศึกษาว่าตรงกับวัตถุประสงค์และ 
เปรียบเทียบกับสมมติฐานของการวิจัยที่ตั้งไว้ หรือแตกต่างไปจากผลงานท่ีมีผู้รายงานไว้ก่อนหรือไม่ อย่างไร เหตุผลใด 
จงึเป็นเช่นนัน้ และมพีืน้ฐานอ้างองิทีเ่ชือ่ถอืได้ ผูน้พินธ์อาจมข้ีอเสนอแนะทีน่�าผลงานวจิยัไปใช้ประโยชน์ หรอืทิง้ประเด็นค�าถาม  
การวิจัย ซึ่งเป็นแนวการส�าหรับการวิจัยต่อไป 

 ตาราง รูป ภาพ แผนภูมิ (Table, Figures, and Diagrams) ควรคัดเลือกเฉพาะที่จ�าเป็น แทรกไว้ในเนื้อเรื่อง 
โดยเรียงล�าดับให้สอดคล้องกับค�าอธิบายในเนื้อเรื่อง และมีค�าอธิบายเป็นภาษาอังกฤษ ท่ีส่ือความหมายได้สาระครบถ้วน  
กรณีที่เป็นตาราง ค�าอธิบายอยู่ด้านบน ถ้าเป็นรูป ภาพ แผนภูมิ ค�าอธิบายอยู่ด้านล่าง

 กิตติกรรมประกาศ (Acknowledgements) ระบุว่างานวิจัยได้รับการสนับสนุนงบประมาณ หรือสนับสนุนด้านอื่นๆ 
รวมถึงความช่วยเหลือจากองค์กรใดหรือผู้ใดบ้าง 

 เอกสารอ้างอิง (References) ระบุรายการเอกสารที่น�ามาใช้อ้างอิงให้ครบถ้วนไว้ท้ายเรื่อง โดยใช้ APA Style  
ดังตัวอย่าง สามารถดูรายละเอียดและตัวอย่างเพิ่มเติมได้ที่ www.scjmsu.msu.ac.th 

เอกสารอ้างองิให้เขยีนตามรปูแบบ “Publication Manual of the American Psychilogical Association” 
(7th Edition) 
1. หนังสือ (ในรูปแบบรูปเล่ม) 

ชื่อ-สกุล. (ปีพิมพ์). ชื่อเรื่อง (พิมพ์ครั้งที่). ส�านักพิมพ์.

ตัวอย่าง: 

วิธาน ฐานะวุฑฒ์. (2547). หัวใจใหม่-ชีวิตใหม่. ปิติศึกษา.
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2. บทความในวารสารอิเล็กทรอนิกส์

ชื่อ-สกุล. (ปีพิมพ์). ชื่อบทความ. ชื่อวำรสำร, เลขของปีที่ (เลขของฉบับที่), เลขหน้า. /https://doi.org/เลขdoi

ตัวอย่าง: 

มานะ สินธุวงษานนท์. (2549). ปัจจัยส่งเสริมการจัดการศึกษาที่ส่งผลต่อคุณภาพนักเรียนในภาคตะวันออกเฉียงเหนือ. วำรสำร
ครุศำสตร์, 18 (2), 115-116.

3. รายงานการประชุมเชิงวิชาการ (Proceeding) 

ชื่อ-สกุล. (ปี). ชื่อบทความ. ใน/ชื่อบรรณาธิการ (บ.ก.), ชื่อหัวข้อกำรประชุม. ชื่อกำรประชุม (น. เลขหน้า). ฐานข้อมูล. 

ตัวอย่าง: 

พัชราภา ตันติชูเวช. (2553). การศึกษาทั่วไปกับคุณลักษณะบัณฑิตที่พึงประสงค์ในประเทศมาเลเซีย และสิงคโปร์ ศึกษา 
โดยเปรียบเทียบกับประเทศไทย. ใน ศิริชัย กาญจนวาสี (บ.ก.), กำรขับเคลื่อนคุณภำพกำรศึกษำไทย. กำรประชุมวิชำกำร
และเผยแพร่ ผลงำนวิจัยระดับชำติ (น. 97-102). คณะครุศาสตร์ จุฬาลงกรณ์มหาวิทยาลัย.

4. หนังสือพิมพ์และหนังสือพิมพ์ออนไลน์

ชื่อสกุล. (ปี, /วัน/เดือน). ชื่อคอลัมน์. ชื่อหนังสือพิมพ์, เลขหน้า.

ตัวอย่าง: 

พงษ์พรรณ บุญเลิศ. (2561, 15 สิงหาคม). เดลินิวส์วาไรตี้: ‘สื่อพิพิธภัณฑ์’ เชื่อม ยุคสมัย เข้าถึงด้วย ‘มิติใหม่’ อินเทรนด์.  
เดลินิวส์, 4.

5. หนังสือ (ในรูปแบบอิเล็กทรอนิกส์) 

ชื่อ สกุล. (ปีพิมพ์). ชื่อเรื่อง (พิมพ์ครั้งที่). URL

ตัวอย่าง: 

กระทรวงศึกษาธิการ. (2560). หลักสูตรกำรศึกษำปฐมวัย พุทธศักรำช 2560 ส�ำหรับเด็กอำยุ ต�่ำกว่ำ 3-5 ปี. http://drive.google.
com/file/d/1HiTwiRh1Er73hVYIMh1cYWzQiaNl_Vc/view
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Research manuscripts relevant to subject matters outlined in the objectives are Accepted from all institutions and private 
parties provided they have not been preprinted elsewhere. The context of the papers may be Revised as appropriate  
to the standard. The manuscript must be interesting topic, review knowledge, modern knowledge, and academic  
comments that are beneficial to readers. The journal publishes 6 issues a year. Vol.1 (January-February) Vol.2 (March-
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Preparation of manuscripts: 
 1. Manuscripts can be written in either Thai or English with the abstract in both Thai and English. The use 
of Thai language adheres to the principles of vocabulary, transliteration in English according to the principles of the 
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  3.1 Title of the article: 18 pt. Bold 

  3.2 Name (s) of the authors: 16 pt. Unbold 

  3.3 Main Heading: 16 pt. Bold 

  3.4 Sub-heading: 14 pt. Bold 

  3.5 Body of the text: 14 pt. Unbold, The abstract should consist of 5 parts: 1) the origin of the  
research problem, 2) the objectives of the research, 3) a brief but detailed study method, 4) the research results,  
5) a conclusion and guidelines for use.

  3.6 Footnotes for authors and their affiliations: 12 pt. Unbold, must be cited at the bottom of the first 
page. Academic position and corresponding author must be added at footnotes. 

 4. Manuscripts should be typed in MS word “.doc” and “.pdf” (PorTable Document Format) 

 5. The number of pages are limited to 12 pages, including references, Tables, graphs, or pictures.

 6. Types of manuscripts: research articles and review articles.

 7. Manuscript submission: online submission via www.scjmsu.msu.ac.th.

 8. Manuscript with uncorrected format will be sent back to the author before review process which can 
delay the publication process. 

Research article / review article must be in sequence as follows: 
 Title: denoted in both Thai and English, must be concise and specific to the point, normally less than 100 
characters.

 Name (s) of the author (s): denoted with affiliation must be in Thai and English, academic position must be 
specified, and email address for contact the author.

 Abstract: This section of the paper should follow an informative style, concisely covering all the important 
of findings. The abstract must include objectives, findings, and conclusion. Thai and English abstract is required. The 
English abstract is restricted to 350 words. Thai abstract should be relevant to English version. 
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 Keywords: Give 4-5 concise words to specify your article

 Introduction: This section is the initial part of the article, contain information about background, reasons, 
purposes, and review section. 

 Materials and Methods: A discussion of the materials used, and a description clearly detailing how the  
experiment was undertaken, e.g., experimental design, data collection and analysis, and interpretation

 Results: Present the output. Li the information in complicated, add Tables, graphs, diagrams etc., as  
necessary.

 Discussion and Conclusion: Discuss how the results are relevant/oppose to the objective and hypothesis. 
How the result is different/relevant when comparing to the former findings. Give us your reason why result is like that 
base on reliable researches. This part should end with suggestions for research utilization or providing questions for 
future studies.

 Tables, figures, diagrams: Selected only necessary objects to insert in the body of manuscript in accordance 
with the description in the text. The short description is required in English with completely meaningful. For figures 
and diagrams, the description is below the picture. But, for Table, the description is on top of the Table.

 Acknowledgement: the name of the persons, organization, or funding agencies who helped support the 
research are acknowledged in this section.

 References: listed and referred in APA.
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1. Book
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qualitative, and mixed methods (4th ed.). SAGE.

2. Academic Journal 

Herbst-Damm, K.L., & Kulik, J.A. (2005). Volunteer support, marital status, and the survival times of terminally ill 
patients. Health Psychology, 24, 225-229. https://doi.org/10.1037/0278-6133.24.2.225

3. Conference Proceeding

Katz, I., Gabayan, K., & Aghajan, H. (2007). A multi-touch surface using multiple cameras. In J. Blanc-Talon, W. Philips,  
D. Popescu, & P. Scheunders (Eds.), Lecture notes in computer science: Vol. 4678. Advanced concepts for  
intelligent vision systems (pp. 97-108). Springer-Verlag. https://doi.org/10.1007/978-3-540-74607-2_9

4. Newspaper / Online Newspaper

Brody, J.E. (2007, December 11). Mental reserves keep brain agile. The New York Times. http://www.nytimes.com 

5. E-book

Dahlberg, G., & Moss, P. (2005). Ethics and politics in early childhood education. https://epdf.tips/ethics-and-politics-
in-early-childhoodeducation-contesting-early-childhood.html
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