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Abstract

This paper proposes four new confidence intervals for the coefficient of variation of a Poisson
distribution based on obtaining confidence intervals for the Poisson mean. The following confidence intervals
are considered: confidence intervals for the coefficient of variation of a Poisson distribution based on Wald
(W), Wald with continuity correction (WCC), Scores (S) and Variance stabilizing (VS) confidence interval.
Using Monte Carlo simulations, the coverage probabilities and lengths of these confidence intervals are
compared. Simulation results have shown that the confidence interval based on WCC has desired closeness
coverage probabilities of 0.95 and 0.90. Additionally, the lengths of newly proposed confidence intervals
are slightly different. Therefore, the confidence interval based on WCC is more suitable than the other three

confidence intervals in terms of the coverage probability.
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Introduction i o= i , 2)
The coefficient of variation is a dimensionless X

number that quantifies the degree of variability where S is the sample standard deviation, the
relative to the mean (Kelley, 2007). The population square root of the unbiased estimator of the

coefficient of variation is defined as variance, and X is the sample mean.
L. 9 ) The coefficient of variation has long been a
U widely used descriptive and inferential quantity

] ) o in many applications of science, economics and
where o is the population standard deviation and ) . .
) ) ) others. In chemical experiments, the coefficient of
M 1s the population mean. The typical sample o ] o
i o variation is often used as a yardstick of precision
estimate of x is given as
for measurements. For example, two measurement

methods may be used to compare precision on the
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basis of their respective coefficients of variation.
The coefficient of variation can be used to measure
relative risks (Miller and Karson, 1977) in finance
and actuarial science. Furthermore, testing the
equality of the coefficients of variation for two
stocks can help determine whether the two stocks
possess the same risk or not. In physiology, the
coefficient of variation can also be applied to
assess homogeneity of bone test samples (Hamer
et al., 1995). In the field of safety engineering,
the coefficient of variation is used as a tool in the
uncertainty of fault trees analysis (Ahn, 1995).
Additionally, the coefficient of variation is also
employed in assessing the strength of ceramics
(Gong and Li, 1999).

Although the point estimator of coefficient
of variation can be a useful measure, the greatest
use of it is to construct a confidence interval
of coefficient of variation for the quantity of
(Mahmoudvand and Hassani, 2009),

since a confidence interval provides much more

interest.

information about the population value of the
quantity of interest than does a point estimate (e.g.,
Smithson, 2001; Thompson, 2002; Steiger, 2004).

An approximate (1-@)l00% confidence

interval for the coefficient of variation (see e.g.

},(3)

_ 2 _ 2
where v=n-1, t1=ZV,1_a/z/Va t2=)(m/2/v

Vangel, 1996) is given by

A A

K K
I = :
{\/tl(elzez 1)=& (0,87 +1) - &P

and 6=6(v,a) is a known function selected so
that a random variable W, =Y /v, where Y, has

a y. distribution, has approximately the same
2 (1+x%)
(1+ 607>

This pivotal quantity can be used to construct

distribution as a pivotal quantity Q =

15
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hypothesis tests and a confidence interval for x .

McKay (1932) proposed that the choice

9=L1 gives a good approximation for the
v+

confidence interval in equation (3), but he was
unable to investigate the small-sample distribution

of Q. McKay’s approximate confidence interval is

2 ) -1/2
A X N X
i v,l—a/2 _1 KZ + v,l-a/2 ,
v+1 v
-1/2
2 2
A X N4
i v,al2 _1 K2 + v,al/2 ,
v+l1 v

where v=n-1 is the degrees of freedom of the

Cl,, =

“)

> distribution. Several authors have carried
out numerical investigations of the accuracy
of McKay’s confidence interval. For instance,
Iglewicz and Myers (1970) had compared McKay’s
confidence interval with the exact confidence
interval based on the noncentral ¢ distribution and
they found that McKay’s confidence interval is
efficient for n>10 and 0<x <0.3.

Vangel (1996) proposed a new confidence
interval for the coefficient of variation which he
called the modified McKay’s confidence interval.

He proposed the use of the function 6 where

QZL{ %
v+1 o

modified McKay method gave confidence intervals

+1}. He also suggested that the

for the coefficient of variation that are closely
related to the McKay’s confidence interval but they
are usually more accurate. The modified McKay’s

confidence interval for a coefficient of variation 1s

2 +2 2 -1/2
A Hva- ny Avie
7 v,l-a/2 _1 K2 + v,l-a/2 ,
v+1 v

given by

Cl, =
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5 5 5 _12
+
2 Xvai2 _1 ,2,2+Zv,a/2
v+1 14

When data

McKay’s confidence interval and the modified

)

are normally distributed,
McKay’s confidence interval, CI,, and CI,
can be used very well in terms of coverage
probability and length. However, for non-normal
data, these confidence intervals cannot be used
practically. The aim in this paper is to construct
the new confidence intervals for the coefficient of
variation of the Poisson distribution. The modified
confidence intervals for the coefficient of variation
are obtained from applying confidence intervals
for the Poisson mean. Additionally, the coverage
probabilities and the lengths of new confidence
intervals for a coefficient of variation are compared
through a Monte Carlo simulation study.

The paper is organized as follows. In the
next section, new confidence intervals for the
coefficient of variation of a Poisson distribution
are presented. Simulation results obtained from the
Monte Carlo simulation and discussions are shown
in the third section. The conclusions are presented

in the final section.

New Confidence Intervals for the Coefficient of
Variation of a Poisson Distribution

In this section the new confidence intervals for
the coefficient of variation of a Poisson distribution
are presented. Newly proposed confidence intervals
are based on confidence intervals for the Poisson
mean. Suppose X, ~ Poi(1) ,i=1,2,...,n. Hence,
the population coefficient of variation for a Poisson

distribution is given by
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A Simulation Comparison of New Confidence

In order to construct new confidence intervals,
there are first mentioned confidence intervals for
the Poisson mean. These confidence intervals
considered are: (Barker, 2002)

(1) Wald (W) confidence interval. The W
confidence interval is derived from the asymptotic
standard normal distribution of (X —A)/ \/)?_/n .
This quantity can be inverted to provide the

confidence interval

Y—ZQJE;,X+ZHJ£;. (6)
1—5 n 175 n

(2) Wald with continuity correction (WCC)
confidence interval. The W confidence interval uses
a continuous distribution (normal) to approximate
a discrete distribution (Poisson). A continuity
correction might make this approximation more

accurate. The WCC confidence interval is given by

X—ZQ/X+05,X+ZQ/X+05.U)
1—5 n 1_5 n

(3) Scores (S) confidence interval. The S
confidence interval is derived from the asymptotic
standard normality of (X —A)/~A/n. This

quantity can be inverted to provide the S confidence

interval

2
FCn
2n -

(8)

(4) Variance stabilizing (VS) confidence
interval. The quantity (\/} —\/Z)/\/l/4n is
the asymptotically standard normal. This can be

inverted into the confidence interval



W. Panichkitkosolkul

Xv_’_(Zl—a/Z)z +7 _J, (9)

where )_(zn'lZXi and Z , is a 1-Z i
i=1 "Z 2
quantile of the standard normal distribution. From

Equations (6)-(9), we therefore can derive the
confidence intervals for a coefficient of variation
of a Poisson distribution based on the above
confidence intervals for the Poisson mean as
follows:

l-a =P(L<i<U,)
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5
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)

A

1

1
=P I
( mz]

-

1

—P(7<K<ﬁJ. (10)

&‘

where L, and U,, i =1,2,3,4 denote the lower and
upper limit of confidence intervals for the Poisson
mean based on W, WCC, S, and VS, respectively.
Hence, we obtain (1-«)100% four new
confidence intervals for the coefficient of variation

of a Poisson distribution which are

Cl, = , (1)
L, - \/ ,(12)
-1
Z ) = (Zi )
a X 4tla2l 7 ,(13)
2n 2n
_ -1
2 2 2 v
CI4 — )?-1— (Zl—a/Z) +7 a\/g , )?_’_ (Zl—alz) -7 ., { , (14)
4n =\ n 4n =\ n

where CI,i=12,3,4 denote the confidence

intervals for the coefficient of variation of a

Poisson distribution based on W, WCC, S, and VS

confidence interval, respectively.

To study the different confidence intervals,
we consider their coverage probability and length.
For each of the methods considered, we obtain

a (1-a)100% confidence interval denoted by
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(L,U) (based on M replicates) and estimated the
coverage probability and the length, respectively,

by
— #HL<Kk<U)

o = 2228220
M
M
d - Z(Uj_Lj)
an Length =
M

Results and Discussions

In this section, the performance of the
estimated coverage probabilities of the new
asymptotic confidence intervals (11), (12), (13)
and (14) and their lengths was examined via
Monte Carlo simulations. Data are generated
from the Poisson distribution with x«= 0.1, 0.2

and 0.3 sample sizes; n = 10, 15, 25, 50 and 100.

A Simulation Comparison of New Confidence

All simulations were performed using programs
written in the R statistical software (The R
Development Core Team, 2009a, 2009b) with
the number of simulation runs, M = 50,000 at
the level of significance a =0.05 and 0.10. The
simulation results are shown in Tables 1 and 2.
The following information is presented here: the
estimated coverage probabilities of the confidence
intervals, CI,, CI,, CI, and CI,, and their lengths
for a Poisson distribution at ¢ = 0.05 and 0.10,
respectively. As can be seen from Tables 1 and 2,
the confidence interval based on WCC, CI,, has
a closeness coverage probability of 1-a for all
sample sizes and values of x except when n=10,

x=0.2 and a =0.10. The other three confidence

Table 1 The estimated coverage probabilities and lengths of a 95% confidence interval in (11), (12), (13)

and (14) for a Poisson distribution.

Coverage probabilities

Lengths

cI, cI, CI,

cI, cr, CI, CI, cI,

10 | 0.1 0.9506 0.9521 0.9488
0.2 0.9502 0.9528 0.9468
0.3 0.9444 0.9564 0.9481

0.9508 0.0062 0.0062 0.0062 0.0062
0.9510 0.0251 0.0254 0.0249 0.0250
0.9471 0.0576 0.0590 0.0563 0.0568

15 | 0.1 0.9505 0.9521 0.9491
0.2 0.9506 0.9529 0.9491
0.3 0.9473 0.9559 0.9484

0.9491 0.0051 0.0051 0.0051 0.0051
0.9481 0.0204 0.0206 0.0203 0.0204
0.9488 0.0465 0.0476 0.0458 0.0461

25 | 0.1 0.9494 0.9506 0.9481
0.2 0.9499 0.9518 0.9471
0.3 0.9512 0.9537 0.9475

0.9493 0.0039 0.0039 0.0039 0.0039
0.9495 0.0158 0.0159 0.0157 0.0157
0.9478 0.0357 0.0365 0.0354 0.0355

50 | 0.1 0.9491 0.9499 0.9490
0.2 0.9511 0.9530 0.9512
0.3 0.9470 0.9515 0.9478

0.9490 0.0028 0.0028 0.0028 0.0028
0.9514 0.0111 0.0112 0.0111 0.0111
0.9470 0.0251 0.0257 0.0250 0.0250

100 | 0.1 0.9503 0.9508 0.9494
0.2 0.9507 0.9533 0.9498
0.3 0.9515 0.9546 0.9511

0.9501 0.0020 0.0020 0.0020 0.0020
0.9510 0.0079 0.0079 0.0078 0.0078
0.9512 0.0177 0.0181 0.0177 0.0177

18



W. Panichkitkosolkul

intervals, CI,,CI,, and CI,, give slightly lower
coverage probabilities than 1—-¢ . The estimated
coverage probabilities of the CI, and CI, increase
as the values of x get larger (i.e. for CI,, n=10and
a=0.05,0.9521 for x=0.1; 0.9528 for k= 0.2;
0.9564 for x = 0.3). The lengths of all confidence
intervals are slightly different. Further, the lengths
increase as the values of x get larger (i.e. for CI,,
n=10and a =0.05, 0.0062 for k¥ =0.1; 0.0254 for
x=0.2; 0.0590 for x = 0.3). Moreover, when the
sample sizes increase, the lengths are shorter (i.e.
for CI,, k=0.1 and a =0.05, 0.0062 for n=10;
0.0051 for n=15; 0.0039 for n=25; 0.0028 for n
=50; 0.0020 for n=100).
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Conclusions

Four new confidence intervals for the
coefficient of variation of the Poisson distribution
have been developed. The proposed confidence
intervals are compared through a Monte Carlo
simulation study. The new confidence intervals
are based on a confidence interval for the Poisson
mean. The confidence interval based on WCC has
closeness coverage probabilities 1 — « . Inaddition,
the lengths of all of the confidence intervals
are slightly different. Therefore, if a confidence
interval with a closeness coverage probability
equal to a pre-specified value is preferred, the
confidence interval based on WCC is preferable to

the other three confidence intervals.

Table 2 The estimated coverage probabilities and lengths of a 90% confidence interval in (11), (12), (13)

and (14) for a Poisson distribution.

Coverage probabilities

Lengths

cr, cI, cI,

cI, cI, cl, cl, cl,

10 | 0.1 0.9003 0.9003 0.9037
0.2 0.8980 0.8980 0.9052
0.3 0.8895 0.9104 0.9041

0.9006 0.0052 0.0052 0.0052 0.0052
0.8984 0.0210 0.0213 0.0209 0.0210
0.9023 0.0480 0.0491 0.0472 0.0475

15 | 0.1 0.9007 0.9007 0.8985
0.2 0.9009 0.9009 0.8967
0.3 0.9033 0.9033 0.8967

0.9013 0.0043 0.0043 0.0042 0.0043
0.9018 0.0171 0.0173 0.0170 0.0171
0.8958 0.0388 0.0397 0.0384 0.0386

25 | 0.1 0.9000 0.9024 0.9026
0.2 0.8961 0.9001 0.9011
0.3 0.8999 0.9048 0.9010

0.9004 0.0033 0.0033 0.0033 0.0033
0.8963 0.0132 0.0133 0.0132 0.0132
0.8946 0.0299 0.0306 0.0297 0.0298

50 | 0.1 0.8986 0.9002 0.9007
0.2 0.9000 0.9058 0.9030
0.3 0.8958 0.9042 0.9007

0.8991 0.0023 0.0023 0.0023 0.0023
0.9003 0.0093 0.0094 0.0093 0.0093
0.9003 0.0210 0.0215 0.0210 0.0210

100 | 0.1 0.8992 0.9004 0.8992
0.2 0.8981 0.9024 0.9007
0.3 0.9004 0.9065 0.8977

0.8992 0.0016 0.0016 0.0016 0.0016
0.8987 0.0066 0.0067 0.0066 0.0066
0.9008 0.0148 0.0152 0.0148 0.0148
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