
วารสารวิทยาศาสตร์ เทคโนโลยีและนวตักรรม 
Science Technology and Innovation (STIJ) 

24 
 

ปีท่ี 1 ฉบับท่ี 1 มกราคม - กุมภาพันธ์ 2563 
Vol. 1 No. 1 January – February 2020 

Thai-textual Cyberbullying Detection using Support Vector Machines 
การพัฒนาแบบจำลองในการตรวจจับข้อความภาษาไทยที่เป็นการกลั่นแกล้งทางไซเบอร์ โดยใช้วิธีซัพพอร์ตเวกเตอร์
แมชชีน 

Received 18 Sep 19 
Reviewed 27 Sep 19 

Revised 25 Oct 19 
Accepted 30 Oct 19 

Nuttakit Jenkarn and Mahasak Ketcham* 
ณัฐกิจ เจนการ1 และ มหศักดิ์ เกตุฉ่ำ2* 
1Guru Services Company Limited 
1บริษัท กูรูเซอร์วิส จำกัด 
2Department of Information Technology, Faculty of Information Technology, King Mongkut’s University 
of Technology North Bangkok, Thailand 
2ภาควิชาสาขาการจัดการเทคโนโลยีสารสนเทศ คณะเทคโนโลยีสารสนเทศ มหาวิทยาลัยเทคโนโลยีพระจอมเกล้าพระนคร
เหนือ กรุงเทพมหานคร 
 
*Corresponding Author, Tel. -, E-mail: mahasak.k@it.kmutnb.ac.th 
*ผู้นิพนธ์ประสานงาน โทรศัพท์ - อีเมล: mahasak.k@it.kmutnb.ac.th 

 
Abstract 

This research applied data mining and machine learning to develop a prototype “Thai-textual 
Cyberbullying Detection using Support Vector Machines” that can be future online Cyberbullying social 
media detection. Support Vector Machines (SVMs), K-Nearest Neighbour and Naïve Bayes are selected to 
use in our research. From the evaluation by Confusion Matrix, SVMs had the highest classification 
accuracy as 83.91 
 
Keywords: Text Mining, Cyberbullying, Machine learning 
 
บทคัดย่อ 

งานวิจัยฉบับนี้ได้นำเอาเทคนิควิธีการทำเหมืองข้อความและการเรียนรู ้ของเครื ่อง มาประยุกต์ใช้ในการพัฒนา
แบบจำลองจำแนกข้อความภาษาไทยที่เป็นการกลั่นแกล้งทางไซเบอร์ เพื่อให้สามารถนำไปพัฒนาต่อยอดในการป้องกัน
การกลั่นแกล้งทางไซเบอร์บนสื่อโซเชียลออนไลน์ได้ ซึ่ งในงานวิจัยชิ้นนี้ได้ทำการพัฒนาแบบจำลองโดยใช้อัลกอริทึม  
Support Vector Machine , K-Nearest Neighbour และอักอริทึม Naïve Bayes โดยได้มีการประเมินประสทิธิภาพและ
ทำการเปรียบเทียบประสิทธิภาพของอัลกอริทึม โดยใช้ Confusion Matrix โดยผลที่ได้คืออักอริทึม Support Vector 
Machine มีประสิทธิภาพในการจำแนกสูงท่ีสุด ซึ่งมีค่าความถูกต้องอยู่ท่ีร้อยละ 83.91 
 
คำสำคัญ: วิธีการทำเหมืองข้อความ การกลั่นแกล้งทางไซเบอร์ การเรียนรู้ของเครื่อง 
 
1. บทนำ 

ปัจจุบันนี ้ทุกคนต่างก็ม ีบัญชีโซเชียลต่าง ๆ อย่าง 
Facebook, Instagram, Youtube หรือ Twitter ซึ ่งผู ้คน
ส่วนใหญ่นั ้น เล ือกที ่จะรับขาวสารต่าง ๆ จากทางสื่อ

โซเชียลมีเดียเหล่านี้ เพราะมีความสะดวกรวดเร็ว และ
เข้าถึงง่าย และยังสามารถเผยแพร่ต่อได้ง่ายอีกด้วย และ
ด้วยการแพร่กระจายที่ง่ายและรวดเร็วของข่าวต่าง ๆ นี้เอง
ทำให้เกิดการเผยแพร่ทั้งข่าวที่ เป็นความจริง และไม่เป็น
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ความจริง รวมถึงการแสดงความคิดเห็นต่างที่มีต่อข่าว
เหล่านั้นท้ังในแง่บวกและแง่ลบนั้นมีมากข้ึน และด้วยเหตุนี้
เองก็ทำให้มีผู ้ที ่ได้รับผลกระทบมากมายจากสื่อโซเชียล
ม ี เ ด ี ย เ หล ่ า น ี ้  WEF Global press release ไ ด ้ เ ผ ย
ผลงานวิจัยระดับโลกในเรื่องพลเมืองดิจิทัลของโลกนี้ [1] 
โดยระบุว่า เด็กไทยมีโอกาสเสี่ยงภัยจากออนไลน์ถึง (60%) 
ขณะที ่ค่าเฉลี ่ยทั ่วโลกอยู ่ที ่ (56%) ซึ ่งภัยออนไลน์ของ
เด็กไทยที่พบมากที่สุดมี 4 ประเภท คือ 1.Cyber bullying 
(49%), 2. การเข้าถึงสื ่อลามกและพูดคุยเรื ่องเพศกับคน
แปลกหน้าในโลกออนไลน์ (19%), 3. ติดเกม (12%) และ 
4.ถูกล่อลวงออกไปพบคนแปลกหน้า (7%) จะเห็นได้ว่า 
Cyberbullying ในเด็กไทยนั้นเป็นเรื่องที่น่าเป็นห่วง และ
ยังมีค่าที่สูงกว่าค่าเฉลี่ยโลกท่ีอยู่ท่ี (47%) อีกด้วย 

Cyberbullying [2] คือ การรังแกผู ้อ ื ่นผ่านทางโลก
ออนไลน์ ซึ่งการรังแกนั้นเป็นไปทั้งในรูปแบบของ การด่า
ทอ, การกล่าวหา, การใช้ถ้อยคำเสียดสีหยาบคาย ต่อว่า
ผู ้อื ่นโดยเป็นการแกล้งที่เจาะจงบุคคลเป้าหมาย และมี
แนวโน้มในการรังแกที่ต่อเนื ่องมากกว่าหนึ่งครั้ง ซึ ่งการ
กระทำนี ้สามารถเกิดขึ ้นได้บ่อยกว่าการแกล้งกันทั่วไป 
เพราะในโลกออนไลน์น ั ้น ผู้ ร ังแกไม่ได้เผชิญหน้ากับ
เป้าหมายจริง ๆ โดยผลจากการวิจัย เรื่อง “ความชุกและ
ปัจจัยที ่เกี ่ยวข้องกับการกลั ่นแกล้งบนโลกไซเบอร์ ใน
ระดับชั้น ม.1-3” โดยเป็นความร่วมมือในระดับนานาชาติ 
14 ประเทศท ั ่ ว โลก [3] ช ี ้ ให ้ เห ็นว่ า  เด ็กไทยน ั ้นมี
ประสบการณ์ถูกกลั่นแกล้งในชีวิตจริ งมากถึง 80 % ซึ่ง
มากกว่าประเทศอย่างสหรัฐอเมริกา ยุโรป และญี่ปุ่นถึง 4 
เท่า โดยพบว่ารูปแบบในการรังแก่ที่พบว่าถูกกระทำมาก
ที่สุด คือ การโดนล้อเลียนและการถูกตั้งฉายาที่ 79.4% 
การถูกเพิกเฉย ไม่สนใจ 54.4%และคนอ่ืนไม่เคารพ 46.8% 
ตามด้วยการถูกปล่อยข่าวลือ การถูกนำรูปไปตัดต่อ ถูก
ข่มขู่ และการถูกทำให้หวาดกลัว ตามลำดับ โดยส่วนใหญ่
มากถึง 89.2% เล ือกที ่จะปรึกษาเพื ่อนมากกว่าคนใน
ครอบครัว และด้วยความตระหนักถึงปัญหาเร ื ่องการ 
Cyberbullying ของทั่วโลก จึงได้มีการกำหนดให้วันศุกร์ที่ 
3 ของเดือนมิถุนายนเป็นวันหยุดการกลั่นแกล้งบนโลก
ออนไลน์ (Stop Cyberbullying Day) [4] เพื่อทำให้สังคม
ได้ตระหนักถึงปัญหาเหล่านี้ 

ผลการวิจัยเรื่อง Cyberbullying classification using 
text mining [5] ได้มีการนำเสนอการสร้างแบบจำลองใน
การจำแนกประเภทของการกลั่นแกล้งทางอินเทอร์เน็ตใน
การสนทนาด้วยข้อความ(ภาษาอังกฤษ)โดยใช้วิธีการทำ

เหมืองข้อความ ซึ่งได้เสนออัลกอริทึมที่ใช้คือ Support 
Vector Machine เ ป ร ี ยบ เท ี ยบก ั บ  Naive Bayes ซึ่ ง
ผลการวิจัยชี้ให้เห็นว่าวิธี Support Vector Machine นั้น
ให ้ค ่าความแม ่นยำที ่ส ูงกว ่าว ิธ ี  Naive Bayes และมี
ความสามารถที่จะจำแนกประเภทของการกลั่นแกล้งทาง
อินเทอร์เน็ตในการสนทนาด้วยข้อความ(ภาษาอังกฤษ) ได้
เป็นอย่างดี และอีกหนึ่งงานวิจัยของไทยเรื่องการวิเคราะห์
ความคิดเห็นภาษาไทยเกี่ยวกับการรีวิวสินค้าออนไลน์ โดย
ใช้ขั้นตอนวิธีซัพพอร์ตเวกเตอร์แมทชีน [6] โดยได้นำเสนอ
การเปรียบเทียบประสิทธิ์ภาพการวิเคราะห์ความคิดเห็น
ภาษาไทย ของอัลกอริธึม 4 ตัว ได้แก่ ซัพพอร์ตเวกเตอร์แม
ทชีน ต้นไม้ตัดสินใจ นาอีฟเบย์ และเคเนียเรสเนเบอร์ ซึง
จากผลการวิจัยพบว่าอัลกอริธึมซัพพอร์ทเวกเตอร์แมชชีน 
(Support Vector Machine) ให ้ประส ิทธ ิภาพในการ
จำแนก คุณลักษณะที่ดีสุด ดังนั ้นงานวิจัยในครั้งนี ้จ ึงมี
แนวคิดที่จะใช้เทคนิคการสร้างแบบจำลองในการจำแนก 

ข้อความโดยใช้วิธีซัพพอร์ตเวกเตอร์แมชชีน มาใช้ใน
พัฒนาแบบจำลองในการตรวจจับข้อความภาษาไทยที่เป็น
การกลั่นแกล้งทางไซเบอร์บนเฟสบุ๊ค โดยใช้วิธีซัพพอร์ต
เวกเตอร์แมชชีน 
 
2. วัสดุ อุปกรณ์ และวิธีการวิจัย 
2.1 การรวบรวมข้อมูล 

ผู้วิจัยได้มีการเก็บรวบรวมข้อมูล ซึ่งเป็นข้อความแสดง
ความคิดเห็นของผู้ใช้สื ่อสังคมออนไลน์ทั ้ง Facebook , 
YouTube , Twitter และ Instagram ท ี ่ เป ็นการแสดง
ความคิดเห็นต่อบุคคลที ่เป็นกระแสอยู่ในขณะนั ้น เช่น 
ดารา นักกีฬา หรือ ผู ้ต ้องหาคดีดัง ๆ เป็นต้น โดยใช้
เครื ่องมือ (API) ของสื ่อสังคมออนไลน์นั ้น ๆ ในการดึง
ข้อความแสดงความคิดเห็นและนำมาจัดเก็บให้อยู่ในรูปของ
ไฟล์ซีเอสวี (CSV) 
 
ตารางที่ 1 ตัวอย่างข้อมูลที่รวบรวมได้ 

Text 

สุดยอด...ของความตอแหลจังไร 

ดูไปเขินไป เร่ิมจะรักผู้ชายคนนี้แล้วเนี่ย 

ตอแหล...หน้าด้านไม่เบายังหน้าระลื่นได้นะมึง 

อีตอแหล!!! ออกไปจากวงการอีดอก...นิสัยแย่ 

เป็นผู้ชายที่พูดครับได้ดูน่าเอ็นดูมากครับ 
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2.2 การจัดรูปแบบข้อมูล 
ในการจำแนกข้อความแสดงความคิดเห็นภาษาไทยที่

เป็นการกลั่นแกล้งทางไซเบอร์นั้น ผู้วิจัยได้แบ่งการจำแนก
ออกเป็น 2 ลักษณะ ได้แก่ ลักษณะข้อความที่เป็นการกลั่น
แกล้งทางไซเบอร์ และลักษณะข้อความที่ไม่เป็นการกลั่น
แกล้งทางไซเบอร์ ซึ่งผู้วิจัยได้นำข้อความแสดงความคิดเห็น
ภาษาไทยที ่สามารถเก็บรวบรวมได้ มาวิเคราะห์ตาม
ลักษณะที่ได้จำแนกขึ้น ซึ่งจะวิเคราะห์ทีละข้อความว่าจัด
อยู่ในลักษณะใด โดยให้ผู้เชี่ยวชาญเป็นผู้ทำการวิเคราะห์ 
และบันทึกเป็นตารางบนไฟล์ซีเอสวี (CSV) 
 
2.3 การออกแบบวิธีการวิเคราะห์ 
ตารางที่ 2 การกำหนด Class ให้กับข้อความ 

 
กระบวนการการพัฒนาแบบจำลองในการตรวจจับ

ข้อความภาษาไทยที่เป็นการกลั่นแกล้งทางไซเบอร์และการ
เปรียบเทียบอัลกอริทึมที ่ได้เลือกมาทดสอบ สามารถ
อธิบายขั้นตอนได้ดังนี้ 

 
รูปที่ 1 กระบวนการการพัฒนาแบบจำลองในการตรวจจับ

ข้อความภาษาไทยทีเ่ป็นการกลั่นแกล้งทางไซเบอร ์
 
 

2.3.1 ขั้นตอนการเตรียมข้อมูล (Data) ซึ่งประกอบไป
ด้วย 

2.3.1.1 เก็บรวบรวมข้อความแสดงความคิดเห็น
จากผ่านการวิเคราะห์ลักษณะจากสื่อสังคมออนไลน์ โดยใช้
เครื่องมือ (API) ในการดึงข้อความแสดงความคิดเห็นจาก 
YouTube และ Twitter และใช้การดึงข้อมูลด้วยตนเอง
จาก Facebook และ Instagram แล้วจัดเก็บในไฟล์ CSV 

2.3.1.2 ให ้ผ ู ้ เช ี ่ยวชาญตรวจสอบละวิเคราะห์
ข้อความแสดงความคิดเห็นท่ีได้จาก Facebook, YouTube 
, Twitter และ Instagram และจำแนกลักษณะข้อความว่า
เป็นลักษณะข้อความที่เป็นการกลั่นแกล้งทางไซเบอร์ หรือ
ลักษณะข้อความที่ไม่เป็นการกลั่นแกล้งทางไซเบอร์ แล้ว
จัดเก็บในไฟล์ CSV  

2.3.2 นำข้อม ูลเข ้าสู่ กระบวนการก่อนหน้า (Pre-
Processing) ซึ่งประกอบไปด้วย 

2.3.2.1 Text Normalization ทำการลบสัญลักษณ์
พิเศษออกจากข้อความ ซึ่งในที่นี้จะรวมถึงสัญลักษณ์ของ
ภาษาไทยและตัวเลขต่างที่ไม่ต้องการด้วยเช่น @, #, $, ๆ, 
ฯ, 5 เป็นต้นรวมทั้งช่องว่าง เพื่อกำจัดข้อมูลส่วนเกินออก 

2.3.2.2  การตัดคำ (Word Segmentation) การ
ตัดคำนั้นเป็นกระบวนการหลักและมีความสำคัญสำหรับ
ภาษาไทย ซึ่งจะทำการตัดคำให้เป็นคุณลักษณะแบบคำ
เดี่ยว (Single word) ด้วยวิธีการตัดคำแบบสอดคล้องมาก
ท ี ่ ส ุ ด ( Maximum Matching algorithm) โ ด ย ใ ช้
พจนานุกรม (Thai national corpus) เป็นตัวเปรียบเทียบ 
โดยกำหนดให้ตัวอักษรของการตัดคำที่ตัดได้แยกจากกัน
ด้วยสัญลักษณ์ไปป์ ( | ) แล้วนำไปบันทึกลงในไฟล์ข้อมูล 
CSV 
ตารางที่ 3 การตัดคำเพื่อใช้ในการจำแนกความคิดเห็น 

Text Class 
สุด|ยอด|ของ|ความ|ตอแหล|จังไร Yes 
ดู|ไป|เขิน|ไป|เร่ิม|จะ|รัก|ผู้ชาย|คน|นี้|แล้ว|เนี่ย No 
ตอแหล|หน้าด้าน|ไม่|เบา|ยัง|หน้า|ระลื่น|ได|้นะ|มึง Yes 
อี|ตอแหล|ออก|ไป|จาก|วงการ|อีดอก|นิสัย|แย่ Yes 
เป็น|ผู้ชาย|ที่|พูด|ครับ|ได|้ดู|น่า|เอ็นด|ูมาก|ครับ No 

 
2.3.2.3 การกำจัดคำหยุด (Stop Word Removal) 

เป็นการนำคำที่ไม่มีความหมายหรือคำที่ไม่มีนัยสำคัญใน
เอกสารออก โดยที่ความหมายของคำหรือข้อความจะไม่
เปลี่ยนแปลง คำหยุดจะปรากฏในข้อความทุกข้อความ ซึ่ง
คำหยุดเป็นคุณลักษณะที ่ไม่มีความเกี ่ยวข้องหรือไม่มี

Text Class 

สุดยอด...ของความตอแหลจังไร Yes 
ดูไปเขินไป เร่ิมจะรักผู้ชายคนนี้แล้วเนี่ย No 
ตอแหล...หน้าด้านไม่เบายังหนา้ระลื่นได้นะมึง Yes 
อีตอแหล!!! ออกไปจากวงการอีดอก...นิสัยแย่ Yes 
เป็นผู้ชายที่พูดครับได้ดูน่าเอ็นดูมากครบั No 
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ประโยชน์ ในการจำแนกหมวดหมู่ข้อความ ดังนั้นการกำจัด
คำหยุดจึงเป็นกระบวนการที่ควรทำก่อนการจัดทำดัชนี 
เพื่อกำจัดคุณลักษณะที่ไม่เป็นประโยชน์ และลดขนาดของ
ดัชนีลง ซ ึ ่งจะช่วยประหยัดทั ้งพ ื ้นที ่และเวลาในการ
ประมวลผล 

2.3.2.4 ขั้นตอนการเลือกคุณลักษณะ (Feature 
Selection) 

คุณลักษณะจำนวนมากมาใช้ในการประมวลผลจะ
ใช้เวลาและทรัพยากรในการประมวลผลมาก ดังนั ้นจึง
จำเป็นต้องมีการเลือกคุณลักษณะเพื่อให้ข้อมูลมีขนาด
ลดลง แต่ต้องสูญเสียลักษณะสำคัญของข้อมูลและความ
ถูกต้องของผลลัพธ์ให้น้อยที่สุด สำหรับเทคนิคที่นำมาใช้ใน
การเลือกคุณลักษณะมีหลายเทคนิค ในงานวิจัยนี้ประยุกต์
เทคนิคการเลือกคุณลักษณะด้วยวิธีการทางสถิติมาใช้ โดย
ใช้วิธีการให้น้ำหนักของคำในเอกสารแบบ TF/IDF (Term 
Frequency/Inverse Document Frequency) ซึ่งเป็นวิธี
ที่ใช้ประเมินความสำคัญของคำหรือคุณลักษณะนั้น ๆ ใน
เอกสารที่เป็นชุดฝึก (Training Set) ทั้งหมด (Jing, Huang 
and  Shi, 2002) คุณลักษณะที่มีค่าน้ำหนัก TF/IDF มาก 
หมายความว่า คุณลักษณะนั้นมีประสิทธิภาพในการจำแนก
เอกสารมากเช่นกัน การคำนวณค่าน้ำหนัก TF-IDF แสดง
ในสมการที่ 1 และ 2 

 
W(f,d) = TF(f,d) × IDF(f)         (1) 

IDF(f) = log
|D|

|DF(f)|
          (2) 

 
โดยที่  W(f,d) คือ ค่าน้ำหนักของคุณลักษณะ (f) ที่

ปรากฏในเอกสาร (d) 
TF(f,d) คือ ความถี่ของคุณลักษณะ (f) ที่ปรากฏใน

เอกสาร (d) 
|D| ค ือ จำนวนเอกสารทั ้ งหมดในข ้อม ูลช ุดฝึก 

(Training Set) 
|DF(f)| ค ื อ  จำนวนของ เอกสารท ั ้ งหมดท ี ่ มี

คุณลักษณะ (f) ปรากฏอยู่ 
การพิจารณาเลือกคุณลักษณะจะกระทำภายหลังจาก

คำนวณน้ำหนัก TF-IDF เสร็จ โดยพิจารณาจากคุณลกัษณะ
ที่ให้ค่า TF-IDF สูงในแต่ละ Class โดยนำมารวมกันและ
ขมวดคำที่ซ้ำกันเข้าด้วยกัน จากนั้นนำคุณลักษณะที่เลือก
มาแปลงให้อยู่ในรูปแบบของเมตริกซ์เอกสาร (Document-

Terms Matrix) ดังตารางที่ 4 ก่อนนำไปสร้างแบบจำลอง
ด้วยเทคนิคการเรียนรู้ของเครื่อง 

ตารางที่ 4 เมตริกซ์เอกสาร 
Row ทำ ตัว ... เลว Class 

1 0.212 0 … 0.453 Yes 
2 0.122 0.422 … 0 No 
3 0 0.312 … 0.453 Yes 
… … … … … … 
n 0.233 0 … 0 No 

 
2.3.3 การสร้างแบบจำลองในการจำแนกข้อความ 

(Classification Modelbuilder) 
ใช้อัลกอริธึม Support Vector Machine (SVM), K-

Nearest Neighbour และ Naive Bayes ในการจำแนก
ข้อความออกเป็น 2 ประเภทคือ ข้อความที่เป็นการกลั่น
แกล้งทางไซเบอร์(Yes) และข้อความที่ไม่เป็นการกลั่นแกลง้
ทางไซเบอร์ (No) 

2 .3.4 ข ั ้ นตอนการการประ เม ิ นประส ิ ทธ ิภาพ 
(Evaluation) 

2.3.4.1 ทำการประเมินประสิทธิภาพของตัวจำแนก
แต ่ละต ัวท ี ่ ใช ้อ ัลกอร ิธ ึม Support Vector Machine 
(SVM), K-Nearest Neighbour และ Naive Bayes โดยใช้
ว ิ ธ ี  Cross-validation Test เพ ื ่ อหาค ่ าความถ ูกต ้ อง 
(Accuracy) ค่าความแม่นยำ (Precision) ค่าความระลึก 
(Recall) และค่าความถ่วงดุล (F-Measure) ของแต่ละตัว
จำแนก 

2.3.4.2 ทำการเปรียบเทียบประสิทธิภาพของตัว
จำแนกแต่ละตัวโดยใช้ค่าความถูกต้อง (Accuracy) ค่า
ความแม่นยำ (Precision) ค่าความระลึก (Recall) และค่า
ความถ่วงดุล (F-Measure) ของแต่ละตัวจำแนกเป็นตัว
เปรียบเทียบ 

 
2.4 การประเมินประสิทธิภาพ 

การประเมินประสิทธิภาพของแบบจำลอง จะใช้ Cross-
validation Test โดยทําการแบ่งข้อมูลออกเป็นหลายส่วน
โดยที่แต่ละส่วนมีจํานวนข้อมูลเท่ากัน แล้วนำข้อมูลหนึ่ง
ส่วนไว้ใช้เป็นตัวทดสอบประสิทธิภาพของโมเดล และนำ
ข้อมูลส่วนที่เหลือไปสร้างโมเดล ทําวนไปเช่นนี้จนครบ
จํานวนที่แบ่งไว้ แล้วคำนวนหาค่า Confusion Matrix ค่า
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ความถูกต้อง (Accuracy) ค่าความแม่นยำ (Precision) ค่า
ความระลึก (Recall) และค่าความถ่วงดุล (F-Measure) 

2.4.1 ค่า Confusion Matrix 
2.4.1.1 True Positive (TP) หมายถึง จำนวนที่

ทำนายตรงกับข้อมูลจริงในคลาสที่กำลังพิจารณา สมการ 
True Positive rate = Σ True positive / Σ Condition 
positive 

2.4.1.2 True Negative (TN) หมายถึง จำนวนที่
ทำนายตรงกับข้อมูลจริงในคลาสที ่ไม่ได้กำลังพิจารณา 
ส ม ก า ร  True Negative rate = Σ True negative / Σ 
Condition negative 

2.4.1.3 False Positive (FP) หมายถึง จำนวนที่
ทำนายผิดเป ็นคลาสที ่กำล ังพ ิจารณา สมการ False 
Positive rate = Σ False positive / Σ Condition 
negative 

2.4.1.4 False Negative (FN) หมายถึง จำนวนที่
ทำนายผิดเป็นคลาสที่ไม่ได้กำลังพิจารณา สมการ False 
Negative rate = Σ False negative /Σ Condition 
positive 

2.4.2 ค่า Precision แสดง จำนวนที ่ทำนายถูกจาก
ข้อมูลที ่ทำนายว่าเป็นคลาสที ่กำลังพิจารณา สมการ 
Precision = TP / (TP + FP) 

2.4.3  ค่า Re-call แสดง จำนวนข้อมูลที ่ทำนายถูก 
สมการ Recall = TP / (TP + FN) 

2.4.4 ค่า F-measure คือ ค่าเฉลี่ยของ Precision และ 
Recall สมการ F-measure = [2(Precision x Re-call) / 
(Precision + Re-call)] 

2.4.5 ค่า Accuracy คือ จำนวนข้อมูลที่ทำนายถูกของ
ทุกคลาส สมการ Accuracy = (TP + TN) / (TP + TN + 
FP + FN) 

 
2.5 การเปรียบเทียบประสิทธิภาพ 

ทำการเปรียบเทียบประสิทธิภาพของแบบจำลองในการ
ตรวจจับข้อความภาษาไทยที่เป็นการกลั่นแกล้งทางไซเบอร์ 
ระหว ่ า งว ิ ธี  Support Vector Machine (SVM) ว ิ ธ ี  K-
Nearest Neighbour แ ล ะ  ว ิ ธ ี  Naive Bayes โ ด ย
เปรียบเทียบค่าความถูกต้อง (Accuracy) ค่าความแม่นยำ 
(Precision) ค่าความระลึก (Recall) และค่าความถ่วงดุล 
(F-Measure) ที่วัดได้จากข้างต้นของทั้งสองวิธี เพื่อหาวิธีที่
ดีที่สุด 
 

3. ผลการวิจัย 
3.1 การกำหนดกลุ่มของข้อความ 

งานวิจัยได้รวบรวมข้อความจากสื่อสังคมออนไลน์และ
ได้ทำการแบ่งกลุ่มข้อความออกเป็น 2 กลุ่ม คือข้อความที่
เป็นการกลั่นแกล้ง (yes) และข้อความที่ไม่เป็นการกลั่น
แกล้ง (no) โดยมีกลุ่มตัวอย่างท้ังหมด 1,100 ข้อความ โดย
ใช้ผู้เชี่ยวชาญในการวิเคราะห์และกำหนดกลุ่มของข้อความ 
ซึ่งสามารถกำหนดได้ดังนี้ ข้อความที่เป็นการกลั่นแกล้ง 
(yes) 538 ข้อความ และข้อความที่ไม่เป็นการกลั่นแกล้ง 
(no) 562 ข้อความ 

 
รูปที่ 2 กลุ่มข้อความจากสื่อสังคมออนไลน ์

 
3.2 ผลการประเมินการเรียนรู้ด้วยอัลกอริทึม Support 
Vector Machine (SVM) 
ตารางที ่ 5 ผลการประเมินการเรียนรู ้ด้วยอัลกอริธึม 
Support Vector Machine (SVM)  

 Accuracy Precision Recall F-
Measure 

2 
Fold 80.69 % 81.19 % 

80.69 
% 80.94 % 

3 
Fold 81.27 % 81.53 % 

81.16 
% 81.34 % 

4 
Fold 82.91 % 83.28 % 

82.79 
% 83.03 % 

5 
Fold 82.45 % 82.95 % 

82.31 
% 82.63 % 

6 
Fold 83.91 % 84.23 % 

83.80 
% 84.01 % 

7 
Fold 83.91 % 84.46 % 

83.76 
% 84.11 % 

8 
Fold 83.55 % 83.94 % 

83.42 
% 83.68 % 

9 
Fold 83.18 % 83.93 % 

83.01 
% 83.46 % 
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 Accuracy Precision Recall F-
Measure 

10 
Fold 83.27 % 83.83 % 

83.13 
% 83.47 % 

 
จากการทดลองการเรียนรู ้ด้วยอัลกอริทึม  Support 

Vector Machine (SVM) เพื่อจำแนกข้อความภาษาไทยที่
เป็นการกลั่นแกล้งทางไซเบอร์โดยทำการทดสอบด้วยวิธี
ดังนี ้

ว ิ ธ ี  2-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 80.69 
ค่า Precision มีค่าอยู่ที่ร้อยละ 81.19 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 80.69 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
80.94 

ว ิ ธ ี  3-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 81.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 81.53 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 81.16 และค่า F-measure มีค่าอยู ่ท ี ่ร้อยละ 
81.34 

ว ิ ธ ี  4-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 82.91 
ค่า Precision มีค่าอยู่ที่ร้อยละ 83.28 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 82.79 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
83.03 

ว ิ ธ ี  5-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 82.45 
ค่า Precision มีค่าอยู่ที่ร้อยละ 82.95 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 82.31 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
82.63 

ว ิ ธ ี  6-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 83.91 
ค่า Precision มีค่าอยู่ที่ร้อยละ 84.23 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 83.80 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
84.01 

ว ิ ธ ี  7-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 83.91 
ค่า Precision มีค่าอยู่ที่ร้อยละ 84.46 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 83.76 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
84.11 

ว ิ ธ ี  8-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 83.55 
ค่า Precision มีค่าอยู่ที่ร้อยละ 83.94 ค่า Recall มีค่าอยู่

ท ี ่ร ้อยละ 83.42 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
83.68 

ว ิ ธ ี  9-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 83.18 
ค่า Precision มีค่าอยู่ที่ร้อยละ 83.93 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 83.01 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
83.46 

ว ิ ธ ี  10-fold cross validation ส าม า รถประ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ร้อยละ 83.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 83.83 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 83.13 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
83.47 

 
3.3 ผลการประเม ินประส ิทธ ิภาพการเร ียนร ู ้ ด ้วย
อัลกอริธึม K-Nearest Neighbour 
ตารางที่ 6 ผลการประเมินประสิทธิภาพการเรียนรู้ด้วย
อัลกอริธึม K-Nearest Neighbour 

 Accuracy Precision Recall F-
Measure 

2 
Fold 

74.18 % 76.18 % 73.87% 75.00 % 

3 
Fold 

72.91 % 74.95 % 72.58 
% 

73.74 % 

4 
Fold 

73.82 % 76.99 % 73.43 
% 

75.16 % 

5 
Fold 

73.18 % 76.69 % 72.77 
% 

74.68 % 

6 
Fold 

72.82 % 76.96 % 72.38 
% 

74.59 % 

7 
Fold 

72.27 % 76.21 % 71.83 
% 

73.96 % 

8 
Fold 

72.45 % 76.61 % 72.01 
% 

74.23 % 

9 
Fold 

71.91 % 76.04 % 71.46 
% 

73.68 % 

10 
Fold 

72.27 % 77.18 % 71.79 
% 

74.39 % 

จากการทดลองการเรียนรู้ด้วยอัลกอริทึม K-Nearest 
Neighbour เพื่อจำแนกข้อความภาษาไทยที่เป็นการกลั่น
แกล้งทางไซเบอร์โดยทำการทดสอบด้วยวิธีดังนี้  

ว ิ ธ ี  2-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.18 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.18 ค่า Recall มีค่าอยู่
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ที ่ร ้อยละ 73.87 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
75.00 

ว ิ ธ ี  3-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 72.91 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.95 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 72.58 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
73.74 

ว ิ ธ ี  4-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 73.82 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.99 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ73.43 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
75.16 

ว ิ ธ ี  5-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 73.18 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.69 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 72.77 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.68 

ว ิ ธ ี  6-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 72.82 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.96 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 72.38 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.59 

ว ิ ธ ี  7-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 72.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.21 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 71.83 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
73.96 

ว ิ ธ ี  8-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 72.45 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.61 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 72.01 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.23 

ว ิ ธ ี  9-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 71.91 
ค่า Precision มีค่าอยู่ที่ร้อยละ 76.04 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 71.46 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
73.68 

ว ิ ธ ี  10-fold cross validation ส า ม า ร ถประ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ร้อยละ 72.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 77.18 ค่า Recall มีค่าอยู่

ท ี ่ร้อยละ 71.79 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.39 

 
3.4 ผลการประเม ินประส ิทธ ิภาพการเร ียนร ู ้ ด ้วย
อัลกอริธึม Naive Bayes 
ตารางที่ 7 ผลการประเมินประสิทธิภาพการเรียนรู้ด้วย
อัลกอริธึม Naive Bayes 

 Accuracy Precision Recall F-
Measure 

2 
Fold 

73.64 % 73.71 % 73.55 
% 

73.63 % 

3 
Fold 

74.36 % 74.39 % 74.30 
% 

74.34 % 

4 
Fold 

75.82 % 75.88 % 75.74 
% 

75.81 % 

5 
Fold 

74.27 % 74.29 % 74.22 
% 

74.25 % 

6 
Fold 

74.64 % 74.71 % 74.55 
% 

74.63 % 

7 
Fold 

74.09 % 74.12 % 74.03 
% 

74.07 % 

8 
Fold 

74.55 % 74.60 % 74.47 
% 

74.53 % 

9 
Fold 

74.27 % 74.35 % 74.19 
% 

74.27 % 

10 
Fold 

75.27 % 75.32 % 75.20 
% 

75.26 % 

จากการทดลองการเรียนรู ้ด้วยอัลกอริทึม  Naive 
Bayes เพื่อจำแนกข้อความภาษาไทยที่เป็นการกลั่นแกล้ง
ทางไซเบอร์โดยทำการทดสอบด้วยวิธีดังนี้  

ว ิ ธ ี  2-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 73.64 
ค่า Precision มีค่าอยู่ที่ร้อยละ 73.71 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 73.55 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
73.63 

ว ิ ธ ี  3-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.36 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.39 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 74.30 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.34 

ว ิ ธ ี  4-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 75.82 
ค่า Precision มีค่าอยู่ที่ร้อยละ 75.88 ค่า Recall มีค่าอยู่
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ที ่ร ้อยละ 75.74 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
75.81 

ว ิ ธ ี  5-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.29 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 74.22 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.25 

ว ิ ธ ี  6-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.64 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.71 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 74.55 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.63 

ว ิ ธ ี  7-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.09 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.12 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 74.03 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.07 

ว ิ ธ ี  8-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.55 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.60 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 74.47 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.53 

ว ิ ธ ี  9-fold cross validation ส า ม า ร ถป ร ะ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ ร้อยละ 74.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 74.35 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 74.19 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
74.27 

ว ิ ธ ี  10-fold cross validation ส าม า รถประ เ มิ น
ประสิทธิภาพได้ดังนี้ ค่าAccuracy มีค่าอยู่ที่ร้อยละ 75.27 
ค่า Precision มีค่าอยู่ที่ร้อยละ 75.32 ค่า Recall มีค่าอยู่
ท ี ่ร ้อยละ 75.20 และค่า F-measure มีค่าอยู ่ท ี ่ร ้อยละ 
75.26 

 
3.5 ผลการเปรียบเทียบประเมินประสิทธิภาพระหว่าง
อ ั ล กอร ิ ธ ึ ม  Support Vector Machine (SVM) , K-
Nearest Neighbour  และ อัลกอริธึม Naive Bayes 

จากผลการทดลองในการเรียนรู้โดยการทดสอบด้วยวิธี 
6- fold cross validation อ ัลกอร ิท ึม Support Vector 
Machine (SVM)  ให้ค่า Accuracy , Precision , Recall
และ F-Measure ที ่ร ้อยละ 83.91, 84.23, 83.80 และ 
84.01 ตามลำดับ ซึ่งสูงอัลกอริทึม Naive Bayes  ที่ให้ค่า 

Accuracy, Precision,  Recall และ F-Measure ที่ร้อยละ 
74.64, 74.71, 74.55 และ 74.63 ตามลำดับ และยังสูง
กว่าอัลกอริทึม K-Nearest Neighbour  ที่ให้ค่า Accuracy, 
Precision,  Recall และ F-Measure ที ่ร ้อยละ 72.82, 
76.96, 72.38 และ 74.59 ตามลำดับ ดังตารางที่ 8 
 

ตารางที ่ 8 ผลการเปรียบเทียบประเมินประสิทธิภาพ
ระหว่างอัลกอริธึม Support Vector Machine (SVM) , K-
Nearest Neighbour และ อัลกอริธึม Naive Bayes 

 Support 
Vector 

Machine 

Naive 
Bayes 

K-Nearest 
Neighbour  

Accuracy 83.91 % 75.82 
% 

74.18 % 

Precision 84.23 % 75.88 
% 

76.18 % 

Recall 83.80 % 75.74 
% 

73.87 % 

F-
Measure 

84.01 % 75.81 
% 

75.00 % 

 
4. อภิปรายผลและสรุป 
4.1 สรุปผลการวิจัย 

งานวิจัยนี ้ได้นำเสนอการพัฒนาแบบจำลองในการ
ตรวจจับข้อความภาษาไทยที่เป็นการกลั่นแกล้งทางไซเบอร์
โดยใช ้ว ิธ ีซ ัพพอร ์ตเวกเตอร ์แมชช ีน ในการพัฒนา
แบบจำลองเริ ่มต้นจากรวบรวมข้อมูล วิเคราะห์ข้อมูลที่
รวบรวม การตัดคำภาษาไทย และการกำจัดคำหยุด จากนัน้
พัฒนาแบบจำลองเพื ่อจำแนกข้อมูล และเปรียบเทียบ
อัลกอริทึมเพื่อประเมินประสิทธิภาพในการจำแนกข้อความ
ท ั ้ ง ในด ้ านความถ ูกต ้ อง (Accuracy) ความแม ่นยำ 
(Precision) ความระลึก (Recall) และค่าความถ่วงดุล (F-
Measure) ซึ ่งประกอบด้วยอัลกอริทึม Support Vector 
Machine (SVM) อัลกอริทึม K-Nearest Neighbour และ
อัลกอริทึม Naïve Bayes ซึ ่งพบว่า อัลกอริทึม Support 
Vector Machine (SVM) มีประสิทธิภาพในการจำแนก
ข้อความมากที่สุด ซึ่งมีค่าAccuracy อยู่ที่ร้อยละ 83.91 ค่า 
Precision อยู ่ที ่ร ้อยละ 84.23 ค่า Recall อยู ่ที ่ร ้อยละ 
83.80 และค่า F-measure อยู่ที่ร้อยละ 84.01 ซึ่งเป็นไป
ตามสมมติฐานการวิจัยที่ได้ตั้งไว้ 
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4.2 อภิปรายผลการวิจัย 
อ ั ล ก อ ร ิ ท ึ ม  Support Vector Machine (SVM) มี

ประสิทธิภาพในการตรวจจับข้อความภาษาไทยที่เป็นการ
กลั่นแกล้งทางไซเบอร์มากที่สุดซึ่งสอดคล้องกับกับงานวิจัย
ของ Noviantho, Isa และ Ashianti [5] ท ี ่ช ี ้ ให ้ เห ็นว่า
อ ั ล ก อ ร ิ ท ึ ม  Support Vector Machine (SVM) มี
ประสิทธิภาพในการจำแนกมากกว่าอัลกอริทึม  Naive 
Bayes และงานวิจัยของของ Nurrahmi และ Nurjanah 
[24] ที่ชี้ให้เห็นว่าอัลกอริทึม Support Vector Machine 
(SVM) มีประสิทธิภาพในการจำแนกมากกว่าอัลกอริทึม K-
Nearest Neighbour ทั้งนี้เนื่องมาจากอัลกอริทึม Support 
Vector Machine (SVM) ใช้สมการเชิงเส้นที่ทำการแบ่ง
ข้อมูลออกเป็นสองฝั่ง จึงสามารถที่จะจำแนกกลุ่มของ
ข้อมูลที ่ม ึจำนวนเพียง 2 กลุ ่มได้ด ีกว่าอัลกอร ิท ึม  K-
Nearest Neighbour ที่ใช้การวัดระยะห่างของข้อมูล และ
อัลกอริทึม Naïve Bayes ที่ใช้ความน่าจะเป็น  โดยที่ผล
การประเมินประสิทธิภาพของอัลกอริทึม Support Vector 
Machine (SVM) มีค่าความถูกต้องอยู่ที่ร้อยละ 83.91 ซึ่ง
อยู ่ในเกณฑ์ดีตรงตามสมมติฐานแต่ยังถือว่ามีค่าความ
ถูกต้องที่น้อยอยู่เนื่องมาจากจำนวนข้อมูลที่ใช้ในงานวิจัย
ครั้งนี้ยังมีจำนวนที่น้อยอยู่ รวมถึงการใช้คำภาษาไทยใน
ปัจจุบันนั้นมีโครงสร้างไม่แน่นอน มีความหลากหลาย และ
ความยืดหยุ่นของการใช้ภาษาไทย ซึ่งสอดคล้องกับงานวิจัย
ของ กานดาแผ่วัฒนากุล [36] ที่ให้ข้อแนะนำเดียวกันนี้ จึง
ทำให้เกิดความผิดพลาดในการจำแนกได้ 

 
4.3 ข้อจำกัดในงานวิจัย 

4.3.1 สื ่อสังคมออนไลน์บางตัวไม่อนุญาติให้ใช้ API 
ข้อความแสดงความคิดเห็นได้ จึงจำเป็นต้องใช้การดึง
ข้อความแสดงความคิดเห็นด้วยตัวเอง ซึ่งทำให้เกิดความ
ล่าช้าในการรวบรวมข้อมูล 

4.3.2 การตัดคำภาษาไทยยังมีความผิดพลาด เพราะ
ข้อความจากสื่อออนไลน์มีการใช้คำที่ไม่ตรงหลักภาษาไทย 
ซึ่งทำให้ไม่สามารถวิเคราะห์ข้อความนั้นได้อย่างถูกต้อง 
และเก ิดความผ ิดพลาดในการว ัดประส ิทธ ิภาพของ
อัลกอริทึม 

 
4.4 ข้อเสนอแนะในการต่อยอดงานวิจัย 

การต่อยอดในอนาคตอาจสามารถนำไปพัฒนาต่อยอด
ในการป้องกันการกลั่นแกล้งทางไซเบอร์บนสื่อโซเชียลออน

ไลน์ได้ ซึ่งจะช่วยทำให้สังคมออนไลน์นั้นปลอดภัยและน่า
อยู่มากยิ่งขึ้น 
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