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Explicit Inverse of a Doubly Companion Matrix
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Abstract

Butcher and Chartier in first introduced a doubly companion matrix, after that Butcher and

Wright used doubly companion matrices as a tool to analyze numerical methods and some general

linear methods property. Explicit formula for a determinant and an inverse formula of the doubly

companion matrix were proved.
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1. Introduction and Preliminaries

Let C be the field of complex numbers.
For a positive integerN, let M, be the set of
all NxN matrices over C, and let | €M, be
the identity matrix. The set of all complex
vectors, or nx1 matrices over Cis denoted by
C", and let 0 be the zero vector in C".
Doubly companion matrices C eM, first intro-

duced by Butcher and Chartier (1999), given by

0 @, o @y, 0~ ﬂn ]

1 0 - 0 B,
ot o

0 0 -5,

L 1 _ﬂl

that is, a N XN matrix C with n>1 is called a
(upper) doubly companion matrix if its entries
Cij satisfy o =1 or all entries in the submain-
diagonal of Cand else ¢; =0 for i #1 and

j #n. Butcher and Wright in used the doubly

companion matrices as a tool for analyzing
various extension of classical methods with
inherent Runge-Kutta stability (Butcher and
Chartier, 1999). The doubly companion
matrices is important for application in some
certain matrix equations, numerical and linear
methods. In the present paper we give an
inverse formula for the

explicit doubly

companion matrix.

2. Determinant of a Doubly Companion
Matrix

Let a(x)=x"+a, X" +...+ax+a, and
B(X)=x"+b _x""+...+bx+b, be two monic
polynomials over complex numbers, we prefer
to define the corresponding upper doubly
companion matrix U (e, ) of a(x)and B(X).
and for convenience, we denote the upper

doubly companion matrix by U:=U(g,f), that is
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b, b, - b -a-b
1 0 0 -
U=| 0 1 0 -a [ @1
0 0 1  -a

The lower doubly companion matrix is

define by L= L(a, f), thatis

-a,, 1 - 0 0
-a, , 0o - ’ 0
L= :
-a 0 0 1
a, bo _bl _bn-z _bn—l
In this paper, the term doubly

companion matrix refers to the upper doubly
companion matrix or lower doubly companion
matrix.

Now, we can be written the matrix U in

a partitioned form as

In—l _p d(n,n)
al bn—l
a
where p = 2 | and q= b”_’Z

an—l bl

The author presented in computed the
characteristic polynomial of the upper doubly
companion matrix and proved that it is a
nonderogatory matrix, that is, its characteristic
polynomial is equal to its minimum polynomial,
so that, we got the determinant formula from of
the matrix from the constant terms of the
characteristic polynomial, since the constant
term is (-1)" times its determinant, where N is
the size of the matrix. However, the determi-

nant of the upper doubly companion matrix can

direct computing as in following lemma
(Wanicharpichat, 2011)
T
Lemma 2.1 Let U ={_q by _ao} ,be
In—l _p (n,n)
an upper doubly companion matrix, where
T
p=[a, &, a,,] .and
T
gq= [bn—l b, b1] , then
detU = (-1)" [ao +b, +_Z aibjj.
i+]j=n

Proof. Consider the determinant of the doubly

companion matrix

_bn—l _bnfz _b1 - - bo
1 0 - 0 -a
detU = 1 0 -a,
o0 0 - 1 -a,

by interchange the first row with each succeed-

ing row until it is last, we have

1 0O - 0 -a,
1 0 -a,
detU = (-)™*| : Do Co,
0 o . 1 -a,
b, b, - b -a-b

adding the multiple of the first row by bn_l to
the last row, similarly adding the multiple of the

second row by bn_2 to the last row, and so on,

we have
0 &
1 .- 0 _az
detU =(-Dmf ¢ '
0 .1 -a,_;
0 0 -+ 0 —a,—by— Y ab
i+j=n

:(—1)”(110 +hy+ aibj].

i+j=n
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This completes the proof.

3. Main Results

In fact, the inverse of nonsingular com-
panion matrix is again in companion matrix
form. But the inverse of the nonsingular doubly

companion matrix is not a doubly companion

_bo - ao}
P o

be an upper doubly companion matrix, where

matrix form.

T

—q

Theorem 3.1 Let U :{
|

n-1

p=[a, a a, .| and

4= [bnfl b, bl]T , and let
& :=detU #0, then
uto L P o[ab ey 0l

T

|

Proof. From Lemma 2.1, let

o1

q

:|(n,n)

Therefore U is a nonsingular matrix. We

claim that
a ap,+5 ab,, ab
a, ab, ab, ,+6 ab
U] -1 E . : : :
an—l a‘n—lbn—l an—lbn—z an—lbl + 5
1 b, b, , by

We would like to prove that w*=I =U'u.

p
Now, let y = =
w v L} [a, a,

The matrix U™ can be written in the following

1 1]T'

form Y T= E[V b, v b,V by]
+[5 e e enfl]
where €,,6€,,...,€,_,,€, are all standard basis

vectors in Cn, and 6 is the zero vector in
C". From Ipsen (2009) , view UU™ is a block
row vector of matrix vector product. The
column of UU *are matrix vector products of U

with column of U1,

detU = (-1)" {ao +hy+ Y aibj] #0.
i+j=n
a 1 —
uut=u E[V b v b v bv]+[0 & e €] |,
=U [lv e +—"2tv e, +-2y e +Ev}
o o
= iUv Ue, +£Uv Ue, +—=2Uv Ue, , +EUV . (3.1)
) ) )
__bn—l _bn—z _bl _aO _bO_ I ai 1 [6]
1 0 0 -a a, 0
But  yy= 1 0 -a, D= |=0e.
: : . an—l 0
| O 0 1 -a,, || 1] (0]
Hence, equation (3.1) become,
UU"=[e, Ue+b e Ue, +b e Ue,, +be]. (3.2)
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Now consider:

1 0 0 -a |0

Ue=| 0 1 0 -a, P=-b,e+e,
: : : 0
0 0 1 a,, |0
_bn—l _bnfz _bl -, - bo [0
1 0 0 -, 1

Ue,=| 0 1 0 -a, Pl=-b, e +e,
: 0
0 0 1 -a,, |0
_bn—l _bnfz _b1 —& — bo 0
1 0 0 -a 0

Ue, ,=| O 1 0 -a, i l=-he +e,.

: : 1
0 0 1 -a, |0

Substituting Ug, W, .., Ue , from above

into equation (3.2). We have

UU™=[e e, e e.]=1,.

Finally, we shall show that UU = [,

From our hypothesis

al albnfl +5 albn72 albl
a, azbn—l azbnfz +0 a2b1
utl= E : : : : :
5 : : .
an—l an— bn—l a —1bn—2 an—lbl + 5
1 bn—l bnfz b1
Now, let = [1 b, b, - b].] be a
row vector, we write
Consider:
“Fha -b 2

eU=[0 1 0 ... 0] 0

ar+oe;
a,r+oe;

a,_,r+oel
r

From Ipsen and llse (2009) again, view
Uy as a block column vector of matrix
vector products, where the rows of U™U are

matrix vector products of the rows of U™ with

ar+oe; a,ru +seju
L a,r+de; a,ru +seju
u*u:g : U==- ; .(33)
a,,r+oe a, ,ru +sefu
r ru

Consider:

_bn—l bnfz _bl —8— bo

1 0 0 -a
X 1 0 —a,

0 0 1 -a,
=[0 0 ... 0 4]
=o€

From equation (3.3), we have

ERE
a,0e] +oe;U
1
Uu== : 3.4
5 A (34)
a,,oe, +oe U
L e ]
b g by
0 -3
=e —ag,



i1 1 e auuf 1 @ ¥NTIAN - LNBI1YW 2555

Thai Journal of Science and Technology

_bn—l _bnfz _bl - _bo—
1 o - 0 -3
eU=[0 0 1 ... 0]| 0 1 0 -a, |=6] -ae,
| 0 0 1 -a, |
[ bnfl _bnfz _b1 _ao_bo—
1 0 0 -3
eu=[0 0 01 o0 1 0 -a, |=e,-a _e.
| 0 0 1 -a,
Replacing above equations in to (3.4), we have
aoel +5(ef —ae’)  sel ]
a,0e +5(e; —ae’) . 5e;
Uuu== : ==/ i |=1-
o
an71591 +0 (e:—l - an71e: ) o e:A
i se! 1| e |
This completes the proof.
Theorem 3.2 00 01
Lot ~p I beal 00 10
e L(a,ﬂ):[ ”f} , be alower J=|: Do
_bO - a’O _qT (n,n) ) )
' . 00
doubly companion matrix, where 10 00 o
~ T !
p=la,, a. a| ,and
Lo ] ] thatis, L(a, 8)=J7"U(a, B)J.
4= [b1 b, bnil] , and let . '
Therefore the determinant of L(a,f) is
0 =detL(a,)#0, then
(@,8)#0. . the same as that of U (a, ), we have
5 1 q 1
L a, e . n .
( ﬂ) o |:[anibi ](n—l,nfl) +0l n-1 F)L n) detL(a, §)=(-1) [ao + bO + Z aibjj

Proof. Since the upper doubly companion
matrix U («, 8)similar to the lower doubly
companion matrix L(e, #)via the backward
identity matrix of order N XN (or reversal matrix
of order NXN),J(=J*) (Horm and Johnson,
1996), where

i+j=n
I detL(e, B)#0

L(e, 8) is nonsingular and by Theorem 3.1,

then the matrix

we have
L(e, B) =37 (a, B) "I
_ l\] -1 |: p [aibn—i](n—l,r_:——l) + §In1:| .]
5 |1 q ()
1 q' L
5 [an—ibi](n—l,n—l) + 5In—1 r) (n,n) ’
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where p=|a,

~ T
G=[b b, b,.] -
In particular, there are four special cases

an—z al ]T ’ and

n-1

of the doubly companion, namely the compa-
nion matrices. Now, by Theorem 3.1 and
Theorem 3.2 we have the well known explicit

formulas of the inverses as in the following four

_30} , be
P o

an upper companion matrix, where

p:[a1 a,
6 :=detU(a)=(-1)"a, %0, then

U(a)—lzl p 5_In—l i
sl 0 .,

corollaries.
6T

Corollary 3.3 Let | (a) :{
|

n-1

a, ]T , and let

Corollary 3.4 Let | (g) - {_qT _E’o} be
[ 0 .
()

n-1
an upper doubly companion matrix, where
q=[b,, b,, b . and let

S =detU(B)=(-1)"b, =0, then

4 1ip 6l
U =2 : .
(ﬂ) 5|:1 qT i|(n,n)

Corollary 3.5 Let | (¢) = { —P I_";l} | be
% ()

a lower doubly companion matrix, where

r) = [an—l an—2

o0:=detL(a)=(-1)"a, #0, then

L(a)1:£|: 6T 1:| .
olol,, P )

Corollary 3.6 Let | () :{ 0 Ile} ,
b, (n.n)

a, ]T and let

be

60

a lower doubly companion matrix, where

q :[bl b,
6:=detL(B)=(-1)"b, #0, then

L 11§ 1
LB == .
2 5{&“ OLH)

b, , ]T , and let
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