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Abstract

Transformation is a data preparation process for data mining. The main objective of this research
was to compare five transformation methods in terms of classification accuracy that the transformed
data provided. Those methods were the following: No transformation, Min-Max Normalization, Z-Score
Standardization, Decimal Scaling, and Median Method. Three classification methods K-Nearest
Neighbor, Artificial Neural Network, and Naive Bayes were used to evaluate the transformation
methods. Each of these datasets was divided into two groups at a ratio of 70:30. The first group was
a training data set; the second group was a testing data set. The range of tested random seed
parameter was from 10, 20, 30, 40 to 50. Six datasets were datasets of White Wine Quality, Pima
Indians Diabetes, and Vertebral Column of which data were not much different and datasets of Indian
Liver Patient, Working Hours, and Avocado of which data were much different. All algorithms and
procedures were implemented in R programming language. On 4 out of 6 tested datasets,
transformation by Decimal Scaling and classification by K-Nearest Neighbor were the best combination,
followed by transformation by Decimal Scaling and classification by Artificial Neural Network. Our

findings may directly benefit those who are interested in efficiently mining some big data.

Keywords: Transformation, Min-Max Normalization, Z- Score Standardization, Decimal Scaling, Median Method, K-

Nearest Neighbor, Artificial Neural Network, Naive Bayes
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Table 1 Confusion matrix

Accuracy = Wwuanuazay x 100%
hwntayananue
TP+TN
Accuracy = x 100%
TP+ TN+ FP+FN

Predicted condition

Condition Positive

Condition Negative

Condition Positive

(True Positive)

TP FN

(False Negative)

Actual condition

Condition Negative

(False Positive)

FP N

(True Negative)

Note :

A true positive is an outcome where the model correctly predicts the positive class.

A true negative is an outcome where the model correctly predicts the negative class.

A false positive is an outcome where the model incorrectly predicts the positive class.

A false negative is an outcome where the model incorrectly predicts the negative class.
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Table 2 Comparison of the efficiency of different classification methods (Data set 1-3)

Accuracy
Data Transformation Methods
Data set 1 Data set 2 Data set 3
k-nearest Neighbors
No Transformation Data 75.0666 66.6666 84.0860
Min-Max Normalization 95.2 69.7836 79.3548
Z-Score Standardization 93.4222 68.4849 81.9354
Decimal Scaling 100 69.4337 100
Median Method 83.7777 65.6277 79.7849
Artificial Neural Network
No Transformation Data 92.6186 68.3070 67.0217
Min-Max Normalization 100 77.0998 84.0798
Z-Score Standardization 100 77.0043 83.4525
Decimal Scaling 100 77.2824 83.9367
Median Method 100 76.9123 84.0798
Naive Bayes
No Transformation Data 99.0118 74.7735 77.3144
Min-Max Normalization 99.2376 75.2761 75.7143
Z-Score Standardization 98.8446 75.7745 74.5348
Decimal Scaling 99.0235 64.4787 75.0115
Median Method 98.7066 74.4413 76.5910
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mrﬁﬁﬁéﬁLLﬁJs‘ﬁ'@haanuaﬂmmﬁga WU113D
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Table 3 Comparison of the efficiency of different classification methods (Data set 4-6)

Accuracy
Data Transformation Methods
Data set 4 Data set 5 Data set 6
k-nearest Neighbors
No Transformation Data 64.9711 72.6132 100
Min-Max Normalization 63.0058 70.9407 99.5942
Z-Score Standardization 64.1619 71.6376 99.7101
Decimal Scaling 61.3341 100 85.3333
Median Method 65.7584 72.8223 99.4782
Artificial Neural Network
No Transformation Data 42.0796 74.9277 97.7313
Min-Max Normalization 69.5860 78.2005 99.2074
Z-Score Standardization 65.7435 78.1346 99.2691
Decimal Scaling 70.2721 78.0755 99.3303
Median Method 60.6806 77.9938 99.5133
Naive Bayes
No Transformation Data 61.5759 79.6931 90.9456
Min-Max Normalization 59.5770 79.6227 90.4500
Z-Score Standardization 63.2700 79.5518 90.0744
Decimal Scaling 71.1385 78.8154 89.4525
Median Method 63.9079 79.6222 90.9456
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