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บทคดัย่อ 

การแปลงข้อมูลเป็นส่วนหนึ่งในกระบวนการเตรียมข้อมูลก่อนท าเหมืองข้อมูล งานวิจัยนี้จึงมี
วตัถุประสงค์เพื่อเปรยีบเทยีบวธิกีารแปลงขอ้มูล 5 วธิ ีคอื ไม่แปลงขอ้มลู การท าใหเ้ป็นปรกตน้ิอยทีสุ่ด-มาก
ทีสุ่ด การท าใหเ้ป็นมาตรฐานแซด การแปลงขอ้มลูใหเ้ป็นเลขทศนิยม และการแปลงขอ้มลูโดยค่ามธัยฐาน โดย
วธิกีารจ าแนก 3 วธิ ีคอื วธิเีพื่อนบ้านใกล้สุด k ตวั วธิโีครงข่ายประสาทเทยีม และวธินีาอีฟเบส์ ว่าวธิใีดมี
ประสทิธภิาพในการจ าแนกดทีีสุ่ด โดยพจิารณาจากค่าความแม่น ท าการแบ่งขอ้มูลในอตัราส่วน 70 และ 30 
ตามล าดบั ในขอ้มูลส่วนที่ 1 ขอ้มูลเรยีนรู้ น าไปสร้างตวัแบบ ร้อยละ 70 และขอ้มูลส่วนที่ 2 ขอ้มูลทดสอบ 
น าไปทดสอบตวัแบบ รอ้ยละ 30 โดยการก าหนดตวัสรา้งเลขสุ่มเทยีม เป็น 10, 20, 30, 40 และ 50 มขีอ้มลูที่
น ามาแปลงในการศกึษา 6 ชุด และใช้เกณฑ์การแบ่งประเภทของข้อมูลออกเป็น 2 กลุ่ม คือ กลุ่มที่ขอ้มูล
แตกต่างกนัน้อย ไดแ้ก่ คุณภาพไวน์ขาว การเป็นโรคเบาหวานของชนเผ่าไพม่า การตรวจกระดูกแกนกลาง
ของร่างกาย และกลุ่มที่ขอ้มูลแตกต่างกนัมาก ได้แก่ การเป็นโรคตบัของคนอินเดยี ชัว่โมงการท างานของ
แม่บา้น และอะโวคาโด โดยใชโ้ปรแกรมอาร ์จากการเปรยีบเทยีบขอ้มลูทัง้หมด 4 ใน 6 ชุด ใหผ้ลไปในทศิทาง
เดยีวกนัโดย วธิทีีใ่หค้่าความแม่นสูงสุดคอื วธิเีพื่อนบ้านใกล้สุด k ตวั โดยการแปลงขอ้มลูใหเ้ป็นเลขทศนิยม 
รองลงมาคือวิธีโครงข่ายประสามเทยีม โดยการแปลงข้อมูลให้เป็นเลขทศนิยม ในงานวิจยัครัง้นี้อาจเป็น
ประโยชน์โดยตรงต่อผูท้ีม่คีวามสนใจในการท าเหมอืงขอ้มลูส าหรบัขอ้มลูทีม่ขีนาดใหญ่ 
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Abstract 
Transformation is a data preparation process for data mining. The main objective of this research 

was to compare five transformation methods in terms of classification accuracy that the transformed 
data provided. Those methods were the following: No transformation, Min-Max Normalization, Z-Score 
Standardization, Decimal Scaling, and Median Method. Three classification methods K-Nearest 
Neighbor, Artificial Neural Network, and Naïve Bayes were used to evaluate the transformation 
methods. Each of these datasets was divided into two groups at a ratio of 70:30. The first group was 
a training data set; the second group was a testing data set. The range of tested random seed 
parameter was from 10, 20, 30, 40 to 50. Six datasets were datasets of White Wine Quality, Pima 
Indians Diabetes, and Vertebral Column of which data were not much different and datasets of Indian 
Liver Patient, Working Hours, and Avocado of which data were much different.  All algorithms and 
procedures were implemented in R programming language. On 4 out of 6 tested datasets, 
transformation by Decimal Scaling and classification by K-Nearest Neighbor were the best combination, 
followed by transformation by Decimal Scaling and classification by Artificial Neural Network. Our 
findings may directly benefit those who are interested in efficiently mining some big data. 

 

Keywords:  Transformation, Min-Max Normalization, Z-Score Standardization, Decimal Scaling, Median Method, K-
Nearest Neighbor, Artificial Neural Network, Naïve Bayes 
 
1. บทน า 

ในปัจจุบันความก้าวหน้าทางเทคโนโลยี
สารสนเทศ ท าใหม้กีารจดัเกบ็ขอ้มลูเป็นจ านวนมาก 
อย่างไรก็ตามการใช้ข้อมูลโดยส่วนใหญ่ยังอยู่ใน
ลักษณะการดึงข้อมูลจากฐานข้อมูลมาใช้งาน 
ความรู้ที่ได้จากการวิเคราะห์ข้อมูลเช่นนี้สามารถ
น าไปใช้ประโยชน์ในการด า เนินงานและการ
ตัดสินใจขององค์กรได้อย่างมาก การท าเหมือง
ข้อมูลสามารถท าได้หลายรูปแบบ ทัง้นี้ขึ้นอยู่กับ
จุดประสงค์ของการท าเหมืองข้อมูล ในที่นี้จะขอ
กล่าวถึงเพยีงหวัขอ้เดยีวคอื เป็นการสร้างตวัแบบ
การจ าแนกประเภทขอ้มูลจากขอ้มูลทีม่กีารจ าแนก
ประเภทแล้ว เพื่อใชต้วัแบบนัน้ในการจ าแนกขอ้มลู
ใหม่ที่ ไม่ทราบประเภท การท า เหมืองข้อมูล  
(Data Mining) เป็นกระบวนการอย่างหนึ่งในการดงึ
เอาความรู้มาจากชุดขอ้มูลต่างๆ มากมาย เพื่อน า

ความรู้ที่ได้เหล่านัน้ไปใช้ให้เป็นประโยชน์ในการ
ตัดสินใจ ความรู้จากขอ้มูลที่ได้เหล่านัน้อาจน ามา
สรา้งการพยากรณ์หรอืสรา้งเป็นตวัแบบส าหรับการ
จ าแนกหรือแสดงให้เห็นถึงความสมัพนัธ์ระหว่าง
หน่วยต่างๆ ซึ่งการท าเหมืองข้อมูลนัน้สามารถ
น าไปประยุกตใ์ชไ้ดก้บัหลายหน่วยงาน ไม่ว่าจะเป็น
ทางการเงนิ การประกนัภยั การแพทย ์และอื่นๆ อกี
มากมาย ปัจจุบนัมกีารท างานวจิยัหรอืการส ารวจสิง่
ต่างๆ ทีน่่าสนใจเกดิขึน้มากมาย และในขัน้ตอนการ
ท างานวจิยัเหล่านัน้ ผูว้จิยัมกัน าระเบยีบหรอืวธิกีาร
ทางสถิติมาใช้เพื่อการวิเคราะห์ข้อมูลและสรุปผล
ส าหรบังานวจิยัเหล่านัน้ เพื่อน ามาแกไ้ขหรอืพฒันา
ในด้านอื่นๆ ต่อไป ซึ่งการที่จะได้มาด้วยข้อมูล
ต่างๆนัน้ ข้อมูลที่รวบรวมมาอาจมีความไม่เป็น
ระเบียบ มักเกิดปัญหาข้อมูลแต่ละตัวแปรมีค่า
แตกต่างกนัตัง้แต่แตกต่างกนัน้อย แตกต่างกนัปาน
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กลาง และแตกต่างกันมาก หรืออาจยังมีความ
เหลื่อมล ้าของหน่วยระหว่างขอ้มูลอยู่กเ็ป็นได ้หาก
น าข้อมูลเหล่านั ้นมาวิเคราะห์จะท าให้ผลการ
วิเคราะห์ข้อมูลเกิดการคลาดเคลื่อนไปจากความ
เป็นจริง ส่งผลให้ไม่เป็นไปตามข้อสันนิษฐาน
เบื้องต้น (Presumption) และท าให้ไม่สามารถน า
ขอ้มูลไปใชป้ระโยชน์ได้อย่างสูงสุด ซึ่งวธิหีนึ่งทีจ่ะ
น ามาแก้ไขปัญหาในส่วนนี้  คือ การแปลงข้อมูล 
(Data Transformation) โดยเป็นการใช้วิธีต่างๆ 
ทางคณิตศาสตร์ที่ไม่ยุ่งยากหรือซับซ้อนเกินไป 
เพื่อน ามาปรับข้อมูลที่ได้เก็บรวบรวมมาให้อยู่ใน
รูปแบบขนาดใหม่ เพื่อให้มีความเป็นมาตรฐาน
เดยีวกนั  

จากงานวิจัยที่เกี่ยวข้อง (Amit and Achin, 
2017) ได้ศึกษาการเปรียบเทียบประสิทธิภาพ      
การแปลงขอ้มูล 2 เทคนิค คอื การท าใหเ้ป็นปรกติ
น้ อยที่ สุ ด -มากที่ สุ ด  (Min-Max Normalization)       
กับ ก า รท า ใ ห้ เ ป็ นม าต ร ฐ านแซด  ( Z-Score 
Standardization) และใช้เทคนิคจ าแนกด้วยวิธี
เพื่อนบา้น ใกลสุ้ด k ตวั (K Nearest-Neighbor) ทีม่ ี
ค่า k ต่างกัน โดยการท าโปรแกรมอาร์ และวดัผล
ด้วยค่าความแม่น (Accuracy) ของการท านาย 
ผลลัพท์ที่ได้คือค่าความแม่นของการท านายโดย
เฉลี่ยเป็น 88.0925% ส าหรบัเทคนิคการท าใหเ้ป็น
ปรกติน้อยที่สุด-มากที่สุด และ 78.5675% ส าหรบั
เทคนิคการท าให้เป็นมาตรฐานแซด Patro and 
Sahu (2016) ได้ท าการศึกษางานวิจัยที่เกี่ยวกับ
การแปลงข้อมูลด้วย วิธีการท าให้เป็นปรกติน้อย
ทีสุ่ด-มากทีสุ่ด วธิกีารท าใหเ้ป็นมาตรฐานแซด และ
การแปลงข้อมูลให้เ ป็นเลขทศนิยม (Decimal 
Scaling) จากที่ได้ท าการศึกษาพบว่าการแปลง
ข้อมูลนัน้เป็นไปได้ดี ส าหรบัทุกๆงานวิจยั ดงันัน้
เขาจึงจะเสนอแผนการท าข้อมูลให้เ ป็นปรกติ
มาตรฐานในการวจิยัด าเนินงานแขนงอื่นอกีดว้ย  

ดังนั ้นการท าวิจัยครัง้นี้จ ัดท าขึ้นมาเพื่อ
ศึกษาเกี่ยวกับการแปลงข้อมูลด้วยวิธีต่างๆ ทัง้             
5 วธิ ีคอืไม่แปลงขอ้มลู (No Transformation Data) 
การท าให้เป็นปรกติน้อยที่สุด-มากที่สุด การท าให้
เป็นมาตรฐานแซด การแปลงข้อมูลให้เป็นเลข
ทศนิยม การแปลงขอ้มูลโดยค่ามธัยฐาน (Median 
Method) และศกึษาการจ าแนกขอ้มูลด้วยวธิตี่างๆ 
ทัง้ 3 วธิคีอื วธิเีพื่อนบ้านใกล้สุด k ตวั วธิโีครงขา่ย
ประสาทเทยีม วธินีาอีฟเบส์ เพื่อที่จะเปรยีบเทยีบ
ประสิทธิภาพวิธีการแปลงผลข้อมูลทัง้  5 วิธี          
และวธิกีารจ าแนกอกี 3 วธิ ีว่าวธิใีดมคี่าความแมน่ที่
สูงกว่ากนัโดยใชชุ้ดขอ้มูลต่างๆ 6 ชุด วเิคราะห์ผล 
โดยใชโ้ปรแกรมอาร ์
 

2. วิธีการ 
2.1 เคร่ืองมอืท่ีใช้ในการวิจยั 
โปรแกรมทีใ่ชใ้นการวจิยัครัง้นี้คอื โปรแกรม

อาร ์
2.2 การเก็บรวบรวมข้อมูล  การแปลง

ข้อมูล  การแบ่งข้อมูล  การศึกษาขัน้ตอนวิธี  
และการเปรียบเทียบประสิทธิภาพของวิธีการ
จ าแนก 

2. 2. 1 ก า ร เ ก็ บ ร ว บ ร ว ม ข้ อ มู ล 
ท ากา รศึกษาข้อมู ล  จ าก เ ว็บ ไซต์  UCI. com 
Kaggle.com และmldata.com จ านวน 6 ชุด คอื 

2.2.1.1 ข้อมูลคุณภาพไวน์ขาว 
(White Wine Quality)  มีจ านวนข้อมูลทั ้งหมด 
1,500 ค่า แบ่งขอ้มูลทัง้หมดออกเป็นขอ้มูลเรยีนรู้
จ านวน 1,050 ค่า และขอ้มลูทดสอบจ านวน 450 ค่า 
ตัวแปรอิสระประกอบด้วย (X1) ค่าความเป็นกรด 
(X2) ค่าความเป็นกรดระเหย (X3) ค่ากรดซิตริก 
(X4) ค่าน ้าตาลรีดิวซ์ (X5) ค่าคลอไรด์ (X6) ค่า
ซัลเฟอร์ไดออกไซด์ (X7) ค่าซัลเฟอร์ไดออกไซด์
ทัง้หมด (X8) ค่าความหนาแน่น (X9) ค่าความเป็น
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กรด (X10) ค่าเกลือของกรดซัลฟิวริก (X11) ค่า
แอลกอฮอล์ (X12) คะแนนคุณภาพ และตัวแปร
ตาม คอื (Y) คุณภาพไวน์ขาว (Yes คอื คุณภาพด ี
และ No คือ คุณภาพไม่ดี) โดยมีตัวแปรที่ค่า c.v. 
ออกนอกเกณฑ ์1-5 ตวัแปร (Cortez et al, 2009) 

2. 2. 1. 2 ข้ อ มู ล ก า ร เ ป็ น
โรคเบาหวานของชนเผ่าไพมา (Pima Indians 
Diabetes) มีจ านวนข้อมูลทัง้หมด 768 ค่า แบ่ง
ขอ้มูลทัง้หมดออกเป็นขอ้มูลเรยีนรูจ้ านวน 537 ค่า 
และข้อมูลทดสอบจ านวน 231 ค่า ตัวแปรอิสระ
ประกอบด้วย (X1) จ านวนครัง้ที่ตัง้ครรภ์ (X2) 
ความเขม้ขน้ของกลูโคสในช่องปาก  (X3) ความดนั
โลหิต (X4) ความหนาของไขมนัใต้ผิวหนัง (X5) 
ความเขม้ขน้ของอนิซูลนิในร่างกายหลงัฉีดเซรัม่เขา้
ไป 2 ชม. (X6) ดชันีมวลกาย (X7) ความเสีย่งของ
โรคเบาหวานทีม่าจากพนัธุกรรม (X8) อายุ และตวั
แปรตาม คือ (Y) แทน ผลลัพท์ (Yes แทน เป็น
โรคเบาหวาน และNo แทน ไม่เป็นโรคเบาหวาน) 
โดยมตีวัแปรทีค่่า c.v. ออกนอกเกณฑ์ 1-5 ตวัแปร 
(Smith et al, 1988) 

2.2.1.3 ข้อมูลกระดูกแกนกลาง
ของร่างกาย (Vertebral Column) มีจ านวนข้อมูล
ทัง้หมด 310 ค่า แบ่งขอ้มูลทัง้หมดออกเป็นขอ้มูล
เรยีนรูจ้ านวน 217 ค่า และขอ้มลูทดสอบจ านวน 93 
ค่า ตัวแปรอิสระประกอบด้วย (X1) อุ้งเชิงกราน 
(X2) กระดูกเชิงกรานเอียง (X3) ภาวะกระดูกสนั
หลังแอ่น (X4) กระดูกสันหลังส่วนกระเบนเหน็บ 
(X5) รัศมีเชิงกราน (X6) การเคลื่อนของกระดูก 
และตัวแปรตาม คือ (Y) ความปกติของกระดูก
แกนกลาง  (Normal แทน  กระดู กปกติ  แ ละ 
Abnormal แทน กระดูกไม่ปกติ) โดยมตีวัแปรทีค่่า 
c.v. ออกนอกเกณฑ ์1-5 ตวัแปร (Mota, 2011) 

2.2.1.4 ข้อมูลการเป็นโรคตับ
ของอนิเดยี (Indian Liver Patient) มจี านวนทัง้หมด 

575 ค่า แบ่งข้อมูลทัง้หมดออกเป็นข้อมูลเรียนรู้
จ านวน 402 ค่า และขอ้มูลทดสอบจ านวน 173 ค่า 
ตัวแปรอิสระประกอบด้วย (X1) อายุของผู้ป่วย 
(X2) ค่าบิลิรูบินทัง้หมด (X3) ค่าบิลิรูบิน (X4) 
ค่าอลัคาไลน์ ฟอสฟาเตส (X5) ค่าเอนไซมอ์ะลานีน 
อะมิโนทรานเฟเรส (X6) ค่าแอสปาร์เทต อะมี
โนทรานสเฟอเรส (X7) ปริมาณโปรตีนรวมใน
กระแสเลอืด (X8) โปรตนีชนิดหนึ่ง (X9) อตัราส่วน
ของอลับูมนิและโกลบูลิน และตัวแปรตาม คือ (Y) 
การตรวจพบโรคตบั (Yes แทน เป็นโรคตบั และ No 
แทน ไม่เป็นโรคตับ) โดยมีตัวแปรที่ค่า c.v. ออก
นอกเกณฑ ์6-10 ตวัแปร (Ramana, 2012) 

2.2.1.5 ขอ้มูลชัว่โมงการท างาน 
(Working Hours) มีจ านวนทัง้หมด 956 ค่า แบ่ง
ขอ้มูลทัง้หมดออกเป็นขอ้มูลเรยีนรูจ้ านวน 669 ค่า 
และข้อมูลทดสอบจ านวน 287 ค่า ตัวแปรอิสระ
ประกอบด้วย (X1) เวลาการท างาน (X2) รายได้ 
(X3) อาย ุ(X4) ปีทีไ่ดร้บัการศกึษา (X5) จ านวนลูก  
(X6) อตัราการว่างงานในพืน้ที ่และตวัแปรตาม คอื 
(Y) บ้านพักอาศัย (1 แทน บ้านเช่า และ 2 แทน 
บ้านตวัเอง) โดยมตีวัแปรทีค่่า c.v. ออกนอกเกณฑ์ 
6-10 ตวัแปร (Myoung, 1995) 

2. 2. 1. 5 ข้ อ มู ล อ ะ โ ว ค า โ ด 
(Avocado) มีจ านวนทัง้หมด 1,149 ค่า แบ่งขอ้มูล
ทัง้หมดออกเป็นขอ้มูลเรยีนรู้จ านวน 804 ค่า และ
ข้อมูลทดสอบจ านวน 345 ค่ า  ตัวแปรอิสระ
ประกอบด้วย (X1) จ านวนอะโวคาโดที่จ าหน่าย
ทัง้หมด (X2) จ านวนทัง้หมดของอะโวคาโดทัง้หมด
ทีม่ขีายของ PLU 4046 (X3) จ านวนทัง้หมดของอะ
โวคาโดทั ้งหมดที่มีขายของ PLU 4225 (X4) 
จ านวนทัง้หมดของอะโวคาโดทัง้หมดที่มขีายของ 
PLU 4770 (X5) จ านวนทัง้หมดของอะโวคาโด
ทัง้หมดทีม่ขีายของ (X6) ถุงใบเลก็ใส่อะโว (X7) ถุง
ใบใหญ่ใส่อะโว (X8) ถุงใบขนาดใหญ่ใส่อะโว และ
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ตัวแปรตาม คือ (Y)  ประเภทของอะโวคาโด 
(conventional แทน อะโวคาโดที่ปลูกทัว่ไป และ 
organic อะโวคาโดทีป่ลูกแบบออร์แกนิค) โดยมตีวั
แปรที่ค่ า  c.v.  ออกนอกเกณฑ์  6-10 ตัวแปร 
(Millenials, 2018) 

2.2.2 การแปลงขอ้มลู 
2.2.2.1 การท าให้เป็นปรกติ

น้อยทีสุ่ด-มากทีสุ่ด (Min-Max Normalization) คอื 
การท าข้อมูลให้อยู่ในรูปคะแนนปรกติมาตรฐาน
น้อยที่สุด-มากที่สุด เป็นการแปลงข้อมูลที่เป็น
ตวัเลข       (Numerical Data) ใหม้คี่าอยู่ในช่วงที่
เป็นมาตรฐานเดยีวกนัคอื 0 ถงึ 1 (สุรพงศ,์ 2559) 

 X*= 
   X - Xmin

Xmax- Xmin
  

โดยที ่X* คอื ค่าที่จะท าให้เป็นปรกติมาตรฐานของ
ตวัแปร X 
Xmax คอื ค่าสงูสุดของตวัแปร X 
Xmin  คอื ค่าต ่าสุดของตวัแปร X 

2. 2. 2. 2 ก า ร ท า ใ ห้ เ ป็ น
มาตรฐานแซด (Z-Score Standardization) คือ 
การท าให้เป็นมาตรฐานเป็นวิธีที่ใช้มากในการ
วิเคราะห์ทางสถิติ โดยเฉพาะอย่างยิ่งการท าให้
เป็นคะแนนแซด เป็นการค านวณหาสัดส่วน
ระหว่างผลต่างของค่าตวัแปรและค่าเฉลี่ยของตวั
แปรเมื่อเทยีบกับค่าของส่วนเบี่ยงเบนมาตรฐาน 
(Standard Deviation) ของค่าตัวแปรจะมีค่าอยู่
ในช่วง -4 ถงึ 4 (สุรพงศ,์ 2559) 

 X*= 
X - X

SD(X)
 

โดยที่ X* คือ ค่าที่จะท าให้เป็นมาตรฐานแซดของ
ตวัแปร X 
 X̅ คอื ค่าเฉลีย่ของตวัแปร X 
SD(X)  คือ ค่าส่วนเบี่ยงเบนมาตรฐานของค่าตัว
แปร X 

2.2.2.3 การแปลงข้อมูลให้เป็น
เลขทศนิยม (Decimal Scaling) คอื การแปลงขอ้มลู
ใหเ้ป็นเลขทศนิยม ต าแหน่งทศนิยมจะก าหนดโดย
ค่าสมับูรณ์ทีม่คี่ามากทีสุ่ด 

X*= 
X

10j 

โดยที ่X* คอื ค่าทีจ่ะท าเป็นปรกตมิาตรฐานของตวั
แปร X 
 j คอื จ านวนหน่วยทีม่ากกว่า X หน่วย 

2.2.2.4 การแปลงขอ้มูลโดยใช้
ค่ามัธยฐาน (Median Method) คือ การแปลง
ข้อมูลโดยการใช้ค่ากลางของข้อมูลเป็นตัวหาร
ขอ้มลูแต่ละตวัในแต่ละแถว 

X*= 
X

MED (X)
  

โดยที ่X* คอื ค่าทีจ่ะท าเป็นปรกตมิาตรฐานของตวั
แปร X 

MED (X) คือ ค่ามัธยฐานหรือค่ากลางของ
ขอ้มลูแต่ละแถว 

2.2.3 การแบ่งขอ้มลู 
2.2.3.1 ท าการแบ่งชุดขอ้มลูโดย

โปรแกรมอาร์ ท าการสุ่มจ านวน 5 รอบ โดยการ
ก าหนดตัวสร้างเลขสุ่มเทียมเป็น 10, 20, 30, 40 
และ 50 ในอตัราส่วน 70:30 ส่วนที่ 1 ขอ้มูลเรยีนรู้ 
(Training Data) น าไปสรา้งตวัแบบรอ้ยละ 70 และ
ขอ้มลูส่วนที ่2 ขอ้มลูทดสอบ (Testing Data) น าไป
ทดสอบตวัแบบรอ้ยละ 30 (Shams, 2014) 

2.2.4 การศกึษาขัน้ตอนวธิ ี 
2.2.4.1 วิธีเพื่อนบ้านใกล้สุด k 

ตวั (K-Nearest Neighbor) เป็นวธิกีารทีไ่ดร้บัความ
นิยมอย่างมาก เนื่องจากเป็นวิธีการที่ง่ายและมี
ประสทิธภิาพ ซึ่งสามารถน าไปประยุกต์ใช้กบังาน
ได้อย่างหลากหลาย เช่น งานทางด้านการจ าแนก 
รวมถึงงานทางด้านการแทนที่ขอ้มูลที่สูญหาย ใช้
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ขั ้นตอนวิธี  IBk ซึ่ งมีวิธีก ารด า เนินกา รดัง นี้  
(Troyanskaya, 2001) 

i) ก าหนดค่า k เพื่อใช้พจิารณาสมาชกิทีอ่ยู่
ใกล้กันมากที่สุด เช่น k=3 คือจะพิจารณาเฉพาะ
ขอ้มลู 3 ตวัแรกทีอ่ยู่ใกลก้บัจุดทีต่อ้งการท านาย 

ii)  ค านวณหาระยะห่ างระหว่ างข้อมูล
ตวัอย่างที่สนใจกบัขอ้มูลอื่นๆ ทุกตวัด้วยระยะห่าง
ยูคลิเดียน (Euclidian Distance) จากสมการ (1) 
ดงันี้ 

Euclidian i iD (x , y ) =
n

2

i,k j,k

k 1

(x x )
=

−   (1) 

โดยที่ Euclidian i iD (x , y )  คือ ระยะห่างระหว่าง

ตวัอย่าง ix  กบัตวัอย่าง iy  
          k คอื คุณลกัษณะทัง้หมดของตวัอย่าง 

iii) เลอืกค่าขอ้มูลทีม่คี่าระยะห่างน้อยทีสุ่ด k 
ตวั เพื่อน ามาพจิารณาหาค าตอบ 

Figure 1 k-nearest neighbors = 1 
 

จากFig.1 ก าหนดใหจุ้ดทีต่อ้งการท านาย คอื 
วงกลม ควรจดักลุ่มใหจุ้ดทีต่้องการท านายไปอยู่ใน
กลุ่มแรกของสีเ่หลีย่ม หรอืกลุ่มสองของสามเหลีย่ม 

ถ้า k = 3 แล้ว วงกลมจะอยู่ ในกลุ่มสอง 
เพราะมสีีเ่หลี่ยม 1 รูป และสามเหลี่ยม 2 รูป อยู่ใน
วงกลมใน 

ถ้า k = 5 แล้ว วงกลมจะอยู่ ในกลุ่มแรก 
เพราะมสีีเ่หลี่ยม 3 รูป และสามเหลี่ยม 2 รูป อยู่ใน
วงกลมนอก 

IBk เป็นฟังก์ชนัหลกั ซึ่งเป็นพื้นฐานของวธิี
เพื่อนบ้านใกล้สุด k ตัว อย่างไรก็ตามขัน้ตอนวิธี 
IBk ยังสามารถก าหนดน ้ าหนัก ระยะห่างและ
ทางเลือก (Option) เพื่อก าหนดค่า k โดยใช้การ
ตรวจสอบไขว ้(Cross Validation) (สุรวชัร และสาย
ชล, 2560) ซึง่ในทีน่ี้ก าหนดตามโปรแกรม (Default) 
ให ้k = 1 

2.2.4.2 วิธีโครงข่ายประสาท
เทียม (Artificial Neural Network)  เครือข่ ายใย
ประสาทเป็นเทคโนโลยีที่มาจากงานวิจัยด้าน
ปัญญาประดษิฐ์ (Artificial Intelligence: AI) เพื่อใช้
ในการค านวณค่าฟังกช์นัจากกลุ่มขอ้มูล วธิกีารของ
เครอืข่ายใยประสาทเป็นวธิทีีใ่หเ้ครื่องไดเ้รยีนรูจ้าก
ตวัอย่างตน้แบบแลว้ฝึกใหร้ะบบไดรู้จ้กัคดิแกปั้ญหา
ทีก่วา้งขึน้ได ้ในโครงสรา้งของเครอืข่ายใยประสาท
ประกอบด้วยโหนดส าหรับข้อมูลเข้า-ข้อมูลออก 
(Input-output Data) และการประมวลผลกระจายอยู่
ในโครงสร้างเป็นชัน้ ๆ ได้แก่ ชัน้ขอ้มูลเขา้ (Input 
Layer) ชัน้ขอ้มูลออก (Output Layer) และ ชัน้ซ่อน 
(Hidden Layers) การประมวลผลของเครือข่ายใย
ประสาทจะอาศยัการส่งการท างานผ่านโหนดต่าง ๆ 
ในชัน้เหล่านี้ ตวัย่างเครอืข่ายใยประสาท ดงัแสดง
ใน Fig.2 

โครงข่ายประสามเทียมอย่างง่าย (Simple 
Example of a Neural Network)  ส่ ว น ใ หญ่ จ ะ
ประกอบดว้ย 3 ชัน้ คอื ชัน้ขอ้มูลเขา้ ชัน้ซ่อน และ
ชัน้ข้อมูลออกหรือชัน้ผลลัพธ์  โครงข่ายแบบ
เชื่อมต่อกันอย่างสมบูรณ์เป็นโครงข่ายประสาม
เทียมที่โหนดทุกโหนดในชัน้ที่ก าหนดเชื่อมต่อกนั
ทุกโหนดกบัชัน้ถดัไปแมจ้ะไม่ได้เชื่อมต่อกบัโหนด
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อื่นใดในชัน้เดยีวกนั การเชื่อมต่อกนัระหว่างโหนดมี
การถ่วงน ้าหนักทีส่มัพนัธ์กนัในขณะเริม่ต้น การจดั
น ้าหนักถูกจดัอย่างสุ่มโดยมคี่าอยู่ระหว่าง 0 ถึง 1 
โดยทัว่ไปจ านวนโหนดขอ้มูลเขา้ขึ้นอยู่กบัจ านวน
และชนิดของคุณลกัษณะในชุดข้อมูล จ านวนของ
ชัน้ซ่อนและจ านวนของโหนดในชัน้ซ่อนขึ้นอยู่กบั
ผูใ้ชง้านเป็นผูก้ าหนด จ านวนของโหนดในชัน้ขอ้มูล
ออกอาจจะมมีากกว่า 1 โหนด ซึ่งขึ้นอยู่กบังานใน
การจ าแนกกลุ่ม ดงัสมการ (2)  

 

 
Figure 2 Functioning of the neural network 
 
Wijxij=  W0jx0j+W1jx1j+…+WIjxIj                  
(2) 
โดยที ่xij คอื ขอ้มลูเขา้ที ่I ไปยงัโหนดที ่j 

Wij คอื น ้าหนักถ่วงทีส่มัพนัธ์กบัขอ้มูลเขา้ที ่
i ไปยังโหนด j และมีข้อมูลเข้าจ านวน I+1                                                                               
ไปยงัโหนด j 

2. 2. 4. 3 น า อี ฟ เ บ ส์  ( Naïve 
Bayes) จะใชว้เิคราะหห์าความน่าจะเป็นของสิง่ทีย่งั
ไม่เคยเกิดขึ้น โดยการคาดเดาจากสิ่งที่เคยเกิด
ขึ้นมาก่อน รูปแบบการหาความสัมพันธ์ที่ไม่
ซบัซอ้นไดผ้ลลพัธด์ ีดงัสมการ (3) 

𝑃(𝐶|𝐴) =
𝑃(𝐴|𝐶) 𝑥 𝑃(𝐶)

𝑃(𝐴)
    (3) 

จากสมการเบส์  (Bayes)  อธิบายว่ าถ้า
ต้องการท านายค าตอบ (Class)  C เมื่ อทราบ
คุณลกัษณะ (Attribute) สามารถค านวณจากความ
น่าจะเป็นของคุณลกัษณะ A ทีม่คี าตอบ C ในขอ้มลู
เรียนรู้ และค่าความน่าจะเป็นของคุณลักษณะ A 
และ C มสีมการ 3 ส่วนดงันี้ 
𝑃(𝐶|𝐴) คอื ค่าความน่าจะเป็นทีข่อ้มลูเรยีนรูท้ีม่ ี 

คุณลกัษณะ A จะมคี าตอบ C 
𝑃(𝐴|𝐶) คอื ค่าความน่าจะเป็นทีข่อ้มลูเรยีนรูท้ีม่ ี

ค าตอบ C และมีคุณลักษณะ A โดยที่   
𝐴 = A1 ∩ A2. . .∩ AM โดยที่  M คือจ านวน
คุณลกัษณะในขอ้มลูเรยีนรู ้
𝑃(𝐶) คอื คอื ความน่าจะเป็นของค าตอบ C 
𝑃(𝐴) คอื คอื ความน่าจะเป็นของค าตอบ A 

แต่การที่คุณลกัษณะ 𝐴 = A1 ∩ A2. . .∩

AM ที่เกิดขึ้นในข้อมูลเรียนรู้อาจจะมีจ านวนน้อย
มากหรอืไม่มรีูปแบบของคุณลกัษณะแบบนี้เกดิขึน้
เลย ดงันัน้จึงได้ใช้หลกัการที่ว่าแต่ละคุณลกัษณะ
แบบนี้เกดิขึน้เลย ดงันัน้จงึไดใ้ชห้ลกัการทีว่่าแต่ละ
คุณลักษณะเป็นอิสระกัน ท าให้สามารถเปลี่ยน
สมการ 𝑃(𝐴|𝐶) ไดเ้ป็น 

P(A|C)=P(A1|C) x P(A2|C) x ... x P(AM|C) 
หลงัจากนัน้น าขอ้มูลที่แบ่งออกเป็น 2 ส่วน 

มาท าการวเิคราะห์โดยใช้โปรแกรมอาร์ ซึ่งท าการ
วเิคราะหจ์ากวธิกีารจ าแนกทัง้ 3 วธิ ีขา้งตน้ 

2.2.5 การเปรยีบเทยีบประสทิธภิาพ
ของวธิกีารจ าแนก  

น าผลการวเิคราะห์ของแต่ละวธิทีัง้ 3 วธิ ีมา
เปรยีบเทยีบประสทิธภิาพโดยพจิารณาจากเมทรกิซ์
ความสับสน (Confusion Matrix) ซึ่งเป็นรูปแบบ
ตารางที่เฉพาะเจาะจงทีน่ าผลลพัธ์จากการท านาย
มาใส่ในตารางเมทรกิซ์ความสบัสนซึ่งจะช่วยใหง้า่ย
ต่อการมองเหน็ค่าท านายของขัน้ตอนวธิดีงัTable.1 
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2. 2. 5. 1 ค่ า ค ว า ม แ ม่ น 
(Accuracy) ในการท านาย คอืการแสดงการวดัทีไ่ด้
มคีวามแม่น ในรปูอตัราส่วนโดยคดิเป็นรอ้ยละ  
Accuracy = จ านวนขอ้มลูทีจ่ าแนกถูกว่าค าตอบ 

 
Accuracy =  เป็นบวกและลบ x 100% 
     จ านวนขอ้มลูทัง้หมด 

Accuracy = 
TP TN

TP TN FP FN

+

+ + +  
x 100% 

 
Table 1 Confusion matrix 

  Predicted condition 
 Condition Positive Condition Negative 

Actual condition 
Condition Positive 

TP 
(True Positive) 

FN 
(False Negative) 

Condition Negative 
FP 

(False Positive) 
TN 

(True Negative) 
Note :  A true positive is an outcome where the model correctly predicts the positive class.  

A true negative is an outcome where the model correctly predicts the negative class. 
A false positive is an outcome where the model incorrectly predicts the positive class.  
A false negative is an outcome where the model incorrectly predicts the negative class. 

 

3. ผลการวิจยัและวิจารณ์ผล 
3.1 ผลการเปรียบเทียบประสิทธิภาพใน

การท านายผลของวิธีการจ าแนก  
งานวจิยัครัง้นี้ใชก้ารจ าแนกโดยใชว้ธิกีารท า

เหมอืงขอ้มูล โดยน าชุดขอ้มูลจ านวน 6 ชุด มาท า
การวเิคราะห์ขอ้มูล ซึ่งจะสุ่มแบ่งขอ้มูลออกเป็น 2 
ส่วน คอื ส่วนที่ 1 ขอ้มูลเรยีนรู้ น าไปสร้างตวัแบบ 
รอ้ยละ 70 และขอ้มูลส่วนที ่2 ขอ้มูลทดสอบ น าไป
ทดสอบตัวแบบร้อยละ 30 และผู้วิจ ัยได้น ามา
เปรียบเทียบประสิทธิภาพในการท านายผลของ
วธิกีารจ าแนกโดยพจิารณาจากค่าความแม่น ซึ่งวธิี
ที่ใช้ในการทดสอบครัง้นี้ม ี3 วธิ ีคอื วธิเีพื่อนบ้าน
ใกล้สุด k ตวั วธิโีครงข่ายประสาทเทยีม และวธินีา
อฟีเบส ์ผลการวเิคราะห์ขอ้มูลจากขอ้มูลชุดที ่1 ซึ่ง
เป็นกรณีที่มตีวัแปรที่ค่าออกนอกเกณฑ์ต ่า พบว่า

วธิเีพื่อนบ้านใกล้สุด k ตวั ด้วยวธิกีารแปลงขอ้มูล
ใหเ้ป็นเลขทศนิยมใหค้่าความแม่นสูงสุดคอื รอ้ยละ 
100 และ วธิโีครงข่ายประสาทเทยีมด้วยวธิกีารท า
ให้เป็นปรกติน้อยที่สุด-มากที่สุด วธิกีารท าให้เป็น
มาตรฐานแซด วิธีการแปลงข้อมูลให้เ ป็นเลข
ทศนิยม และวธิกีารแปลงขอ้มูลโดยค่ามธัยฐาน ให้
ค่าความแม่นสูงสุดคอืรอ้ยละ 100 และวธินีาอฟีเบส์
ดว้ยวธิกีารท าใหเ้ป็นปรกตน้ิอยทีสุ่ด-มากทีสุ่ดใหค้่า
ความแม่นสูงสุดคอืร้อยละ 99.23767 ขอ้มูลชุดที ่2 
ซึ่งเป็นกรณีที่มีตัวแปรที่ค่าออกนอกเกณฑ์ต ่ า 
พบว่าวธิเีพื่อนบ้านใกล้สุด k ตวั ด้วยวธิกีารท าให้
เป็นปรกตน้ิอยทีสุ่ด-มากทีสุ่ดใหค้่าความแม่นสูงสุด
คอืรอ้ยละ 69.7836 วธิโีครงข่ายประสาทเทยีมดว้ย
วิธีการแปลงข้อมูลให้เป็นเลขทศนิยมให้ค่าความ
แม่นสูงสุดคอืร้อยละ 77.2824 น้อยที่สุด-มากที่สุด 
สงูสุดคอืรอ้ยละ 77.31446  
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Table 2 Comparison of the efficiency of different classification methods (Data set 1-3) 

 
และวิธีนาอีฟเบส์ด้วยวิธีการท าให้เป็นมาตรฐาน
แซดให้ค่าความแม่นสูงสุดคือร้อยละ 75.7745 
ขอ้มูลชุดที่ 3 ซึ่งเป็นกรณีที่มตีวัแปรที่ค่าออกนอก
เกณฑ์ต ่า พบว่าวิธีเพื่อนบ้านใกล้สุด k ตัว ด้วย
วิธีการแปลงข้อมูลให้เป็นเลขทศนิยมให้ค่าความ
แม่นสงูสุดคอืรอ้ยละ 100 วธิโีครงขา่ยประสาทเทยีม
ด้วยวธิกีารท าให้เป็นปรกติวธิกีารแปลงขอ้มูลโดย
ค่ ามัธยฐานให้ค่ าความแม่นสู ง สุดคือร้อยละ 
84.07986 และวิธีนาอีฟเบส์ด้วยวธิีไม่แปลงขอ้มูล
ให้ค่าความแม่น ข้อมูลชุดที่ 4 ซึ่งเป็นกรณีที่มีตัว
แปรทีค่่าออกนอกเกณฑส์ูง พบว่าวธิเีพื่อนบ้านใกล้
สุด k ตวั ดว้ย วธิกีารแปลงขอ้มลูโดยค่ามธัยฐานให้

ค่าความแม่นสูงสุดคอืรอ้ยละ 65.7584 วธิโีครงขา่ย
ประสาทเทียมด้วยวิธีการแปลงข้อมูลให้เป็นเลข
ทศนิยมให้ค่าความแม่นสูงสุดคือร้อยละ 70.2721 
และวธินีาอฟีเบสด์ว้ยวธิกีารแปลงขอ้มูลให้เป็นเลข
ทศนิยมให้ค่าความแม่นสูงสุดคือร้อยละ 71.1385 
ขอ้มูลชุดที่ 5 ซึ่งเป็นกรณีที่มตีวัแปรที่ค่าออกนอก
เกณฑ์สูง พบว่าวิธีเพื่อนบ้านใกล้สุด k ตัว ด้วย
วิธีการแปลงข้อมูลให้เป็นเลขทศนิยมให้ค่าความ
แม่นสงูสุดคอืรอ้ยละ 100 วธิโีครงขา่ยประสาทเทยีม
ด้วยวิธีการแปลงข้อมูลให้เป็นเลขทศนิยมให้ค่า
ความแม่นสูงสุดคือร้อยละ 78.0755 และวิธีนาอีฟ
เบส์ด้วยวธิไีม่แปลงขอ้มูลใหค้่าความแม่นสูงสุดคอื

Data Transformation Methods 
Accuracy 

Data set 1 Data set 2 Data set 3 
k-nearest Neighbors 
No Transformation Data 75.0666 66.6666 84.0860 
Min-Max Normalization 95.2 69.7836 79.3548 
Z-Score Standardization 93.4222 68.4849 81.9354 
Decimal Scaling 100 69.4337 100 
Median Method 83.7777 65.6277 79.7849 
Artificial Neural Network 
No Transformation Data 92.6186 68.3070 67.0217 
Min-Max Normalization 100 77.0998 84.0798 
Z-Score Standardization 100 77.0043 83.4525 
Decimal Scaling 100 77.2824 83.9367 
Median Method 100 76.9123 84.0798 
Naïve Bayes 
No Transformation Data 99.0118 74.7735 77.3144 
Min-Max Normalization 99.2376 75.2761 75.7143 
Z-Score Standardization 98.8446 75.7745 74.5348 
Decimal Scaling 99.0235 64.4787 75.0115 
Median Method 98.7066 74.4413 76.5910 
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ร้อยละ 79.69319 และจากข้อมูลชุดที่ 6 ซึ่งเป็น
กรณีที่มีตัวแปรที่ค่าออกนอกเกณฑ์สูง พบว่าวิธี
เพื่อนบ้านใกล้สุด k ตวั ดว้ยวธิไีม่แปลงขอ้มลูใหค้่า
ความแม่นสงูสุดคอืรอ้ยละ 100 วธิโีครงขา่ยประสาท
เทยีมด้วยวธิกีารแปลงขอ้มูลโดยค่ามธัยฐานให้ค่า

ความแม่นสูงสุดคือร้อยละ 99.5133 และวิธีนาอีฟ
เบส์ด้วยวิธีไม่แปลงข้อมูล วิธีการแปลงขอ้มูลโดย
ค่ามัธยฐานให้  ค่าความแม่นสูง สุดคือร้อยละ 
90.9456

 
Table 3 Comparison of the efficiency of different classification methods (Data set 4-6) 

Data Transformation Methods 
Accuracy 

Data set 4 Data set 5 Data set 6 
k-nearest Neighbors 
No Transformation Data 64.9711 72.6132 100 
Min-Max Normalization 63.0058 70.9407 99.5942 
Z-Score Standardization 64.1619 71.6376 99.7101 
Decimal Scaling 61.3341 100 85.3333 
Median Method 65.7584 72.8223 99.4782 
Artificial Neural Network 
No Transformation Data 42.0796 74.9277 97.7313 
Min-Max Normalization 69.5860 78.2005 99.2074 
Z-Score Standardization 65.7435 78.1346 99.2691 
Decimal Scaling 70.2721 78.0755 99.3303 
Median Method 60.6806 77.9938 99.5133 
Naïve Bayes 
No Transformation Data 61.5759 79.6931 90.9456 
Min-Max Normalization 59.5770 79.6227 90.4500 
Z-Score Standardization 63.2700 79.5518 90.0744 
Decimal Scaling 71.1385 78.8154 89.4525 
Median Method 63.9079 79.6222 90.9456 

4. สรปุ 
4.1 สรปุผลการวิจยั 
งานวิจยันี้ได้ท าการศึกษาประสิทธิภาพใน

การแปลงขอ้มูล 5 วธิ ีคอื ไม่แปลงขอ้มลู การท าให้
เ ป็นปรกติน้อยที่ สุด -มากที่ สุด การท าให้เ ป็น
มาตรฐานแซด การแปลงขอ้มูลให้เป็นเลขทศนิยม 

และ การแปลงข้อมูลโดยค่ามธัยฐาน ด้วยวิธีการ
จ าแนก 3 วธิ ีคอื วธิเีพื่อนบ้านใกล้สุด k ตวั วธินีา
อีฟเบส์ และ วธิโีครงข่ายประสาทเทยีม ว่าวธิใีดมี
ประสทิธภิาพในการจ าแนกดทีีสุ่ด โดยพจิารณาจาก
ค่าความแม่น โดยใช้ชุดขอ้มูล 6 ชุด ชุดข้อมูลที่มี
ค่าตวัแปรออกนอกเกณฑต์ ่าจ านวน 3 ชุด ขอ้มลูชุด
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ที ่1 คุณภาพไวน์ขาว วธิทีีม่ปีระสทิธภิาพสูงสุด คอื 
วธิเีพื่อนบ้านใกล้สุด k ตวั ด้วยวธิกีารแปลงขอ้มูล
ให้เป็นเลขทศนิยม และวธิโีครงข่ายประสาทเทยีม
ด้วยวิธีการท าให้เป็นปรกติน้อยที่สุด -มากที่สุด 
วธิกีารท าใหเ้ป็นมาตรฐานแซด วธิกีารแปลงขอ้มูล
ให้เป็นเลขทศนิยม และวิธีการแปลงข้อมูลโดย
ค่ามธัยฐาน ขอ้มลูชุดที ่2 การเป็นโรคเบาหวานของ
ชนเผ่าไพม่า วิธีที่มีประสิทธิภาพสูงสุดคือวิธี
โครงข่ายประสาทเทียมด้วยวิธกีารแปลงขอ้มูลให้
เป็นเลขทศนิยม ข้อมูลชุดที่ 3 การตรวจกระดูก
แกนกลางของร่างกาย  วธิทีีม่ปีระสทิธภิาพสงูสุดคอื
วธิเีพื่อนบ้านใกล้สุด k ตวั ด้วยวธิกีารแปลงขอ้มูล
ให้เป็นเลขทศนิยม ข้อมูลชุดที่ 4 การเป็นโรคตับ
ของคนอินเดีย วิธีที่มีประสิทธภิาพสูงสุดคือวิธนีา
อีฟเบส์ด้วยวิธีการแปลงข้อมูลให้เป็นเลขทศนิยม 
ขอ้มูลชุดที่ 5 ชัว่โมงการท างานของแม่บ้าน วธิทีีม่ ี
ประสิทธิภาพสูงสุดคือวิธีเพื่อนบ้านใกล้สุด k ตัว 
ดว้ยวธิกีารแปลงขอ้มลูใหเ้ป็นเลขทศนิยม ขอ้มลูชุด
ที่ 6 อะโวคาโด วิธีที่มีประสิทธิภาพสูงสุดคือวิธี
เพื่อนบา้นใกลสุ้ด k ตวั โดยไม่แปลงขอ้มลู  

4.2 อภิปรายผล 
จากการท าวิจยัครัง้นี้ ชุดข้อมูลที่มีค่านอก

เกณฑ์น้อย คอื ขอ้มูลคุณภาพไวน์ขาว ขอ้มูลการ
เป็นโรคเบาหวานของชนเผ่าไพม่า และขอ้มูลการ
ตรวจกระดูกแกนกลางของร่างกาย โดยขอ้มูลส่วน
ใหญ่   วิธีที่มีประสิทธิภาพสูงสุดคือวิธีเพื่อนบ้าน
ใกล้สุด k ตัว ด้วยวิธีการแปลงข้อมูลให้เป็นเลข
ทศนิยม และชุดข้อมูลที่มีค่านอกเกณฑ์มาก คือ 
ข้อมูลการเป็นโรคตบัของคนอินเดีย ข้อมูลชัว่โมง
การท างานของแม่บ้าน และข้อมูลอะโวคาโด โดย
ข้อมูลส่วนใหญ่ วิธีที่มีประสิทธิภาพสูงสุดคือวิธี
เพื่อนบ้านใกล้สุด k ตวั ด้วยวธิกีารแปลงขอ้มูลให้
เป็นเลขทศนิยมเช่นกนั ให้ผลสอดคล้องกับ Patro 
and Sahu (2016)  ได้ท าการศึกษางานวิจัยที่
เกี่ยวกบัการแปลงขอ้มลูดว้ยวธิกีารท าใหเ้ป็นปรกติ

น้อยทีสุ่ด-มากทีสุ่ด วธิกีารท าใหเ้ป็นมาตรฐานแซด
และการแปลงข้อมูลให้เป็นเลขทศนิยม จากที่ได้
ท าการศกึษาพบว่าการแปลงขอ้มูลนัน้เป็นไปได้ดี
ส าหรบัทุกๆงานวจิยั ดงันัน้จงึจะเสนอแผนการท า
ขอ้มูลใหเ้ป็นมาตรฐานในการวจิยัด าเนินงานแขนง
อื่นอกีดว้ย 

4.3 ข้อเสนอแนะ 
4.3.1 เพื่อให้ได้ข้อสรุปของผลการ

วิเคราะห์ข้อมูลที่มีความสมบูรณ์มากขึ้น ดังนัน้
ผู้วิจ ัยอาจวิเคราะห์ข้อมูลด้วยวิธีอื่นๆ ได้แก่ วิธี
ต้นไม้ตัดสินใจ  (Decision Tree)  วิธีซัพพอร์ต
เวกเตอร์แมชชีน (Support Vector Machine) วิธี
ฐานกฎ (Rule-Based)  วิธีลาดลงสโตแคสติก 
(Stochastic Gradient Descent) วธิเีบสเ์นท (Bayes 
Net)  วิธีการถดถอยลอจิสติกทวิภาค (Binary 
Logistic Regression)    และวิธีเพอร์เซปตรอนให้
คะแนน (Voted Perceptron)  

4.3.2 การแปลงขอ้มูลยงัมวีธิอีื่นๆ ที่
สามารถแปลงค่าข้อมูลได้ เพื่อให้ได้ผลการแปลง
ขอ้มูลทีม่คีวามสมบูรณ์มากขึน้ ผูว้จิยัอาจจะท าการ
แปลงขอ้มลูดว้ยวธิอีื่นๆ เช่น วธิกีารท าใหเ้ป็นปรกติ
แบบซกิมอยด ์(Sigmoid Normalization) และวธิกีาร
ท าให้เป็นปรกติแบบสดมภ์เชิงสถิติ (Statistical 
Column Normalization) เป็นตน้ 

4.3.3 การศึกษาวิธีการแปลงข้อมูล
และการจ าแนกขอ้มูลยงัมโีปรแกรมอื่นๆ ทีส่ามารถ
แปลงข้อมูลและจ าแนกข้อมูล เช่น SAS และ 
Python เป็นตน้ 

4.4 การน าไปใช้ประโยชน์ 
สามารถน าผลการเปรยีบเทยีบประสทิธภิาพ

ที่ได้ไปใช้เป็นแนวทางในการเลือกวิธีการแปลง
ขอ้มลูและวธิกีารจ าแนกทีเ่หมาะสมทีสุ่ด 
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