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บทคัดย(อ 
วัตถุประสงค5ของงานวิจัยน้ี เพ่ือประมาณค?าพารามิเตอร5ของประชากร ( p ) หรือค?าความน?าจะเปCนท่ีจะ

ไดGรับความสําเร็จในการทดลองแต?ละครั้งของการแจกแจงทวินามเชิงลบ ท่ีไดGจากวิธีภาวะน?าจะเปCนสูงสุด วิธีของเบส5 
และวิธีมาร5คอฟ เชน มอนติคาร5โล โดยกระบวนการทดสอบสมมตฐิาน เพ่ือศึกษาว?าค?าประมาณจากการจําลองขGอมลู
ไม?แตกต?างจากค?าพารามิเตอร5ของประชากร โดยจําลองขGอมูลท่ีมีการแจกแจงทวินามเชิงลบ กําหนดค?าพารามิเตอร5
ของประชากรมีค?านGอย (0.2) ปานกลาง (0.5) และมาก (0.8) และกําหนดขนาดตัวอย?างและค?าพารามิเตอร5 r หรือ
จํานวนครั้งของความสําเร็จ ดังน้ี ขนาดตัวอย?างเล็ก ( n =10) r จะมีค?า 3 และ 5 ขนาดตัวอย?างปานกลาง ( n =30) 
r จะมีค?า 10 และ 20 และขนาดตัวอย?างใหญ? ( n =50) r จะมีค?า 10 และ 30 ผลการวิจัยพบว?าวิธีภาวะน?าจะเปCน
สูงสุด ส?วนใหญ?ใหGตัวประมาณไม?แตกต?างจากค?าพารามิเตอร5ของประชากร ยกเวGนเมื่อค?าพารามิเตอร5ของประชากร
มากและขนาดตัวอย?างใหญ? สําหรับวิธีของเบส5ส?วนใหญ?ใหGผลการประมาณค?าไม?แตกต?างจากค?าพารามิเตอร5ของ
ประชากร ท่ีทุกระดับค?าพารามิเตอร5ของประชากรและขนาดตัวอย?าง และวิธีมาร5คอฟ เชน มอนติคาร5โลส?วนใหญ?
ใหGผลการประมาณค?าไม?แตกต?างจากค?าพารามิเตอร5ของประชากร เมื่อค?าพารามิเตอร5ของประชากรอยู?ในระดับปาน
กลางหรือมาก และขนาดตัวอย?างปานกลางหรือใหญ?

คําสําคัญ : การแจกแจงทวินามเชิงลบ; ภาวะน?าจะเปCนสูงสุด; เบส5; มาร5คอฟ เชน มอนติคาร5โล 
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Abstract 
The objective of this research is to estimate the population parameter ( p ) or probability of 

success in each experiment based on negative binomial distribution. The maximum likelihood, 
Bayes’ and Markov Chain Monte Carlo methods are considered by the process of hypothesis test 
to study that the estimators from simulation data are not different from the population parameters. 
The data is generated from negative binomial distribution as follows: the population parameter as 
small (0.2), medium (0.5), and large (0.8), the sample sizes and parameter r or called number of 
success as small sample sizes ( n =10) r =3, 5, medium sample sizes ( n =30) r =10, 20, and large 
sample sizes ( n =50)  r =10, 30. The results are found that the estimators of the maximum 
likelihood method are not perceivably different from the population parameters in all cases except 
large population parameter and sample sizes. The Bayes’ method produces dissimilar estimation 
to the population parameters in all sample sizes. Most estimators of Markov Chain Monte Carlo 
method are equal population parameters when the population parameters and the sample sizes 
are in level of medium and large.  

 

Keywords: negative binomial distribution; maximum likelihood; Bayes’; Markov Chain Monte Carlo 
 
1. บทนํา 

งานวิจัยส?วนมากมี จุดมุ? งหมายเพ่ือศึกษา
ลักษณะท่ีสนใจในประชากร (population) ซ่ึงเรียกว?า
ค?าพารามิเตอร5 (parameter) แต?เน่ืองจากมีขGอจํากัด
ดGานค?าใชGจ?าย เวลา และทรัพยากรบุคคล จึงไดGศึกษา
จากกลุ?มตัวอย?าง (sample) ท่ีถูกเลือกมาอย?างสุ?มจาก
ประชากร โดยค?าท่ีไดGเรียกว?า ตัวประมาณ (estimator) 
และนําค?าท่ีไดGจากกลุ?มตัวอย?างอนุมานไปยังประชากร 
ซ่ึงเรียกว?าการอนุมานเชิงสถิติ (statistical inference) 
โดยแบ?งเปCน 2 รูปแบบ ตามวัตถุประสงค5ของงานวิจัย 
คือ การประมาณค?า (estimation) และการทดสอบ
สมมติฐาน (hypothesis testing) 

การประมาณค?าพารามิเตอร5ของประชากรเปCน
การประมาณค?าพารามิเตอร5ของประชากรดGวยตัว
ประมาณจากตั วอย? า ง  โ ดย ท่ี ในการประมาณ
ค?าพารามิเตอร5ค?าหน่ึงอาจมีตัวประมาณค?าไดGมากกว?า
หน่ึงตัว และมีวิธีการหาตัวประมาณค?าพารามิเตอร5ไดG

หลายวิธี ไดGแก?  วิ ธีโมเมนต5 (moments method)    
วิ ธีภาวะน? าจะเปCนสู งสุด (maximum likelihood 
method) วิ ธี ไค กําลั งสองต่ํ าสุด  (minimum Chi-
square method) วิธีกําลังสองต่ําสุด (least squares 
method) และวิธีของเบส5 (Bayes’ method) เปCนตGน 
จึงตGองพิจารณาความเหมาะสมของค?าประมาณ
ดังกล?าว โดยอาศัยสมบัติของตัวประมาณ ไดGแก? ความ
ไม? เอนเอียง (unbiasedness) ความคงเสGนคงวา 
(consistency) ความพอเพียง (sufficiency) ความ
แปรปรวนต่ําสุด (minimum variance) และประสิทธิ-
ภาพ (efficiency) 

วิธีภาวะน?าจะเปCนสูงสุดเปCนวิธีการประมาณ
ค?าท่ีไดGรับความนิยมอย?างแพร?หลาย เน่ืองจากสะดวก
และไม?มีขGอจํากัดใด ๆ โดยเปCนการหาตัวประมาณค?า
ของพารามิ เตอร5 ท่ี ทําใหGฟl งก5 ชันภาวะน?าจะเปCน 
(likelihood function) มีค?าสูงสุด และตัวประมาณ
ค?าท่ีไดGจากวิธี น้ีมี คุณสมบัติของตัวประมาณค?าท่ี
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เหมาะสม ไดGแก? ความไม?เอนเอียง ความคงเสGนคงวา 
ความพอเพียง ความแปรปรวนต่ําสุด ประสิทธิภาพ 
ความคลาดเคลื่อนกําลังสองเฉลี่ยต่ําสุด (minimum 
mean squared error)  และความไม? แปร เปลี่ ยน 
(invariance) เปCนตGน [1] 

วิธีของเบส5เปCนการพิจาณารูปแบบการแจกแจง
ของค?าพารามิเตอร5ของฟlงก5ชันการแจกแจงความน?าจะ
เปCน หรือท่ีเรียกว?าฟlงก5ชันการแจกแจงก?อน (prior 
distribution function) ร?วมกับฟlงก5ชันความหนาแน?น
ความน?าจะเปCน (probability density function) เพ่ือ
ประมาณค?าพารามิเตอร5เมื่อกําหนดขGอมูล ซ่ึงเรียกว?า 
ฟlงก5ชันการแจกแจงภายหลัง (posterior distribution 
function) ซ่ึงฟlงก5ชันการแจกแจงก?อนน้ีจะถูกกําหนด
โดยประสบการณ5ส?วนตัวของแต?ละบุคคล ซ่ึงบอกถึง
ระดับความเช่ือของแต?ละบุคคล เมื่อไดGทดลองก็จะมี
ขGอสนเทศใหม?ข้ึน จะส?งผลใหGการแจกแจงความน?าจะ
เปCนเปลี่ยนแปลงไป [2] 

วิธีมาร5คอฟ เชน มอนติคาร5โลเปCนวิธีท่ีนิยมใชG 
เมื่อไม?ทราบค?าพารามิเตอร5ของฟlงก5ชันการแจกแจง
ก?อนของตัวแปรสุ?ม โดยประกอบดGวยการสุ?มตัวอย?าง
ตัวแปรจากวิธีมาร5คอฟ เชน (Markov Chain) จาก
ฟlงก5ชันการแจกแจงก?อน และสุ?มตัวอย?างแบบกิบส5 
(Gibbs sampling) [3] จากน้ันประมาณค?าดGวยมอนติ 
คาร5 โล  (Monte Carlo) จากฟl งก5 ชันการแจกแจง
ภายหลัง [4] 

การศึกษางานวิจัยท่ีเก่ียวขGองพบว?า Mir [5] ไดG
ศึกษาการประมาณค?าพารามิเตอร5แบบจุดของการแจก
แจงทวินามเชิงลบท่ัวไป การแจกแจงทวินามเชิงลบ 
และการแจกแจงทวินาม โดยวิธีของเบส5ซ่ึงกําหนดใหG
พารามิเตอร5มีการแจกแจงก?อนเปCนการแจกแจงบีตา ท่ี
มีค?าพารามิเตอร5 คือ a  และ b  ผลการศึกษาพบว?า
ค?าประมาณของเบส5จะมีค?าใกลGเคียงกับขGอมูลท่ีจําลอง 
เมื่อค?า a  และ b  เท?ากัน และแตกต?างเล็กนGอยเมื่อ

ค?า a  และ b  ท่ีเท?ากันมีค?าเพ่ิมข้ึน และ Ganji และ
คณะ [6] ไดGศึกษาการประมาณค?าพารามิเตอร5 r  
แบบจุดของการแจกแจงทวินามเชิงลบท่ัวไป โดยวิธี
ของเบส5และวิธีการของเบส5เชิงประจักษ5 ท้ังกรณีท่ี
ทราบและไม?ทราบค?าพารามิเตอร5ของประชากร  
( p ) กรณีท่ีไม?ทราบค?า p  ใชGวิธีการประมาณของเบส5 
ท่ีมีการแจกแจงก?อนเปCนการแจกแจงบีตา โดยกําหนด
ขนาดตัวอย?างเปCน 10, 20 และ 30 จากประชากรท่ีมี
การแจกแจงทวินามเชิงลบดGวยค?า p  เปCน 0.2, 0.5 
และ 0.8 และค?าพารามิเตอร5 r  เปCน 5, 20 และ 50 
กระทําซํ้า 500 ครั้งในแต?ละสถานการณ5 พบว?าเมื่อค?า 
p  เพ่ิมข้ึน ค?าคลาดเคลื่อนกําลังสองเฉลี่ยจะเพ่ิมข้ึน 

สําหรับค?า r  แต?ละระดับ เมื่อขนาดตัวอย?างเพ่ิมข้ึน 
ค?าคลาดเคลื่อนกําลังสองเฉลี่ยจะลดลง 

สําหรับงานวิจัยน้ีผูGวิจัยสนใจศึกษาขGอมูลท่ีมี
การแจกแจงทวินามเชิงลบ โดยจะสนใจตัวแปรสุ?ม X  
ท่ีแทนจํานวนครั้งของการพบสิ่งท่ีไม?สนใจหรือลGมเหลว
ในการทดลองแบร5นูลลี ซ่ึงดําเนินการซํ้า ๆ กันและเปCน
อิสระกันจนกระท่ังไดGความสําเร็จครบ r  ครั้ง ท่ีมี
พารามิเตอร5 คือ r  และ p  เมื่อ r  คือ จํานวนครั้ง
ของความสําเร็จ และ p คือ ความน?าจะเปCนท่ีจะไดGรับ
สิ่งท่ีสนใจหรือสําเร็จในการทดลองแต?ละครั้ง สําหรับ
การแจกแจงทวินามเชิงลบสามารถนําไปประยุกต5ใชGไดG
ในดGานวิทยาศาสตร5 ดGานอุตสาหกรรม ดGานการแพทย5 
เปCนตGน ซ่ึงการประมาณค?าพารามิเตอร5แบบจุดท่ีไดGน้ัน
จะมีความแม?นยําเพียงใด ข้ึนอยู?กับวิธีการประมาณ
และปlจจัยอ่ืน ๆ  เช?น ขนาดของตัวอย?าง ค?าพารามิเตอร5
ท่ีกําหนด 

จากแนวคิดดังกล?าวผูGวิจัยมีความสนใจท่ีจะ
ศึกษาการประมาณค?าพารามิเตอร5 p  ของการแจก
แจงทวินามเชิงลบดGวยวิธีภาวะน?าจะเปCนสูงสุด วิธีของ
เบส5 และวิธีมาร5คอฟ เชน มอนติคาร5โล โดยการจําลอง
ขGอมูลตามสถานการณ5ต?างๆ และเปรียบเทียบการ
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ประมาณค?าพารามิเตอร5ท้ัง 3 วิธี โดยพิจารณาดGวยการ
ทดสอบความแตกต?างระหว?างค?าเฉลี่ยความน?าจะเปCน
ของความสําเร็จในแต?ละครั้งของตัวอย?างกับความ
น?าจะเปCนของความสําเร็จในแต?ละครั้งของประชากร 
โดยใชGการทดสอบที (t-test) 
 

2. วิธีการประมาณค(าในงานวิจัย 
งานวิจัยน้ีศึกษาวิธีการประมาณค?าพารามิเตอร5  

p  ของการแจกแจงทวินามเชิงลบ 3 วิธี ดังน้ี 

2.1 วิธีภาวะน(าจะเป3นสูงสุด (maximum 

likelihood method) 
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และจะไดG 
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2

1

22 2

ln ( , )
0

1

n

i

i

x
L r p rn

p p p

=∂
= − − <

∂ −

∑
 แสดงว?าค?าประมาณท่ีไดGมีค?าสูงสุด 

ดังน้ัน ตัวประมาณภาวะน?าจะเปCนสูงสุดของ p  คือ 

1

ˆ
MLE n

i

i

rn
p

rn x
=

=
+∑

 เน่ืองจากตัวประมาณภาวะน?าจะ 

,
i
x  มีค?าอ่ืน ๆ 
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เปCนสูงสดุของ p  ซ่ึงเปCนตัวประมาณท่ีเอนเอียงของ p  ผูGวิจยัจึงปรับ ˆ
MLE
p  ดังกล?าวเปCน 

1

1
ˆ

1

MLE n

i

i

rn
p

rn x
=

−
=

+ −∑
 

ซ่ึงเปCนตัวประมาณไม?เอนเอียงของ p  ซ่ึงแสดงไดGดังน้ี 
ใหG 

1
, ,

n
X X…  เปCนตัวอย?างสุ?มจากประชากรท่ีมีการแจกแจงทวินามเชิงลบ ท่ีมีพารามิเตอร5 r  และ p  

หรือเขียนแทนไดGว?า ( )~ ,
i
X NB r p  เมื่อ 1, ,i n= …  โดยท่ี 0 1p< <  เมื่อทราบค?า r   

เน่ืองจาก 
1
, ,

n
X X…  เปCนอิสระกัน จะไดGว?า ( )

1

~ ,
n

i

i

Y X NB rn p
=

=∑  

1

1

rn
E
rn Y

−

+ −
 
 
 
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∞
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∞
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y

∞
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 

∑

 

   

          p=  
 
2.2 วิธีของเบส+ (Bayes’ method) 

วิธีของเบส5เปCนการพิจารณาฟlงก5ชันการ
แจกแจงก?อนและฟl งก5 ชันภาวะน? าจะเปCนสูงสุด            
( ( , )L r p ) ท่ีไดGจากวิธีภาวะน?าจะเปCนสูงสุด โดยใหG
ฟlงก5ชันการแจกแจงก?อนมีการแจกแจงบีตาท่ีมีพารา-
มิเตอร5 a  และ b  หรือเขียนไดGว?า ( ),Beta a b  

เน่ืองจากการแจกแจงบีตาอยู?ในรูปแบบของวงศ5คู?สังยุค 
(conjugate function) กับฟlงก5ชันการแจกแจงทวินาม
เชิงลบท่ีมีพารามิเตอร5 r  และ p  ซ่ึงมีฟlงก5ชันความ
หนาแน?นความน?าจะเปCนของการแจกแจงบีตา เปCน
ดังน้ี 

    
( ) ( )

( ) ( )
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1

, 0 1
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p
f p a b a b
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
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
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E p

a b
=

+
 และความแปรปรวน ( )

( )( )2

1

ab
Var p

a b a b
=

+ + +
    

จะไดGฟlงก5ชันการแจกแจงภายหลังจากทฤษฎีของเบส5 [7] คือ 
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 ดังน้ัน ตัวประมาณของเบส5ของ p  คือ ( )1

1

ˆ , ,
BAYES n n

ii

rn a
p E p x x

rn a x b
=

+
= =

+ + +∑
…   

  
2.3 วิธีมาร+คอฟ เชน มอนติคาร+โล (Markov 

Chain Monte Carlo method) [8] 
วิธีมาร5คอฟ เชน มอนติคาร5โลเปCนวิธีท่ีนิยม

ใชG เมื่อไม?ทราบฟlงก5ชันการแจกแจงก?อนของตัวแปรสุ?ม 
โดยประกอบดGวยการสุ?มตัวอย?างตัวแปรจากวิธี
มาร5คอฟ เชน จากการแจกแจงก?อนของค?าพารามิเตอร5
ท่ีสนใจ และวิธีการสุ?มตัวอย?างแบบกิบส5 ไดGถูกนํามาใชG
ในวิธีของมาร5คอฟ เชน มอนติคาร5โล สําหรับประมาณ
ค?าพารามิเตอร5จากฟlงก5ชันการแจกแจงก?อน 

ข้ันตอนการสรG า งสุ? มตั วอย? า งจาก วิ ธี
มาร5คอฟ เชน มอนติคาร5โล ประกอบดGวย 

2.3.1 กําหนดค?าเริ่มตGน ( )t
a  และ ( )t

b  
จากฟlงก5ชันการแจกแจงเลขช้ีกําลัง 

2.3.2 สรGางค?าจากขGอ 2.3.1 มาจํานวน T
ค?า เมื่อ 1, 2, ,t T= …  

2.3.3 สรGางค?า ( )t
p  จากฟlงก5ชันการแจก

แจงภายหลังของการแจกแจงบีตาท่ีค?าพารามิเตอร5 
( )t
a  และ ( )t

b จากขGอ 2.3.1  
ดังน้ัน ตัวประมาณมาร5คอฟ เชน มอนติ

คาร5โลของ p  คือ ( )

1

1
ˆ

T
t

MCMC

t

p p
T =

= ∑  

 

3. วิธีการดําเนินการวิจัย 
ในการวิจัยครั้งน้ีมีข้ันตอนดังน้ี 
3.1 จําลองขGอมูลท่ีใชGในการวิจัยดGวยโปรแกรม 

R โดยกําหนดใหGขGอมูลมีการแจกแจงทวินามเชิงลบ 
โดยมีค?าพารามิเตอร5ของประชากร ( p ) ของประชากร
เท?ากับ 0.2 (นGอย) 0.5 (ปานกลาง) และ 0.8 (มาก) 
ตามลําดับ และกําหนดค?าพารามิเตอร5 r  และขนาด
ตัวอย?าง ( n ) ดังตารางท่ี 1 

ตารางท่ี 1  ค?าขนาดตัวอย?าง ( n ) และค?าพารามิเตอร5 
r  ของการแจกแจงทวินามเชิงลบ 

 

n   r   
10 (เล็ก) 3 และ 7 

30 (ปานกลาง) 10 และ 20 
50 (ใหญ?) 10 และ 30 

 
3.2 กําหนดค?าพารามิเตอร5ของการแจกแจง

ก?อนใหGมีการแจกแจงบีตาท่ีมีรูปแบบสมมาตร เบGขวา 
และเบGซGาย โดยมีค?าพารามิเตอร5 ( ,a b ) เท?ากับ (3,3)  
(2,6) และ (6,2) ตามลําดับ แสดงดังรูปท่ี 1 
 

 
 

รูปท่ี 1  การแจกแจงบีตาท่ีมีพารามิเตอร5 ( ,a b ) 
เท?ากับ (3,3) (2,6) และ (6,2) 

 
3.3 โปรแกรมท่ีใชGในการวิจัยครั้งน้ี ท้ังหมด

เขียนโดยโปรแกรม R เวอร5 ช่ัน 3.2.2 ซ่ึงทดลองซํ้า 
1,000 ครั้ง ในแต?ละสถานการณ5 

3.4 ทดสอบความแตกต?างระหว?างค?าเฉลี่ยของ
ค?า p  ท่ีไดGจากการจําลองขGอมูลกับค?าพารามิเตอร5
ของประชากร ( p = 0.2 0.5 และ 0.8) โดยใชGการ
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ทดสอบที สามารถเขียนสมมติฐานหลัก (
0

H ) และ
สมมติฐานทางเลือก (

1
H ) ในการทดสอบสมมติฐาน

ดังน้ี  ˆ0
:

p
H pµ =   

ˆ1
:

p
H pµ ≠   

โดยท่ี 
ˆ

ˆ

p

p p
t
S m

−
=  เมื่อ p̂  แทนค?าเฉลี่ย (mean) 

ของค?า p  ท่ีไดGจากตัวอย?างในแต?ละสถานการณ5; 

( )2

1

ˆ

ˆ ˆ

1

m

j j

j

p

p p

S
m

=

−

=
−

∑
 แทนส?วนเบ่ียงเบนมาตรฐาน 

(SD) ของค?า p  ท่ีไดGจากตัวอย?างในแต?ละสถานการณ5; 
ˆ
j
p  แทนค?าประมาณของค?า p   ในการทําซํ้าครั้งท่ี 

j ; ˆ
j
p  แทนค?าเฉลี่ยของค?าประมาณของค?า p ; m  

แทนจํานวนรอบของการทดลอง ในท่ีน้ี คือ 1,000 รอบ 

องศาเสรี เท?ากับ 1m −  
 จะปฏิเสธสมมติฐาน 

0
H เมื่อ 

2, 1m
t tα −>  

 โดยกําหนดใหG α  แทนระดับนัยสําคัญของ
การทดสอบ ในท่ีน้ีเท?ากับ 0.05 
 สําหรับค?าขอบเขตล?าง (LCI) และค?าขอบเขต
บน (UCI) ของค?า p  ท่ีช?วงความเช่ือมั่น ( )1 100%α−  

คํานวณไดGจาก ˆ

2, 1
ˆ

p

m

S
p p t

m
α −= ±   

 

4. ผลการวิจัย 
ผลการวิจัยน้ี แบ?งเปCน 3 ส?วน ตามวิธีการ

ประมาณค?าพารามิเตอร5 คือ วิธีภาวะน?าจะเปCนสูงสุด 
วิธีของเบส5 และวิธีมาร5คอฟ เชน มอนติคาร5โล 

4.1 วิธีภาวะน(าจะเป3นสูงสุด 
ค?าเฉลี่ยของตัวประมาณท่ีไม?แตกต?างจาก

ค?าพารามิเตอร5ของประชากร ( p ) ดังน้ี 
- p = 0.2 และ 0.5 ทุกสถานการณ5 
- p = 0.8 เมื่อ n  = 10 ทุกค?าพารามิเตอร5 

r  และ n  = 50 r =30 

พบว?าตัวประมาณค?าพารามิเตอร5ไดGดี 15 
จาก 18 สถานการณ5 รายละเอียดดังตารางท่ี 2 

4.2 วิธีของเบส+ 
ผลการประมาณค?าดGวยวิธีของเบส5แบ?งเปCน 

3 วิธี ตามรูปแบบของการแจกแจงก?อน คือ แบบ
สมมาตร เบGขวา และเบGซGาย ตามลําดับ 

4.2.1 วิธีของเบส5 ท่ีมีการแจกแจงก?อนเปCน
การแจกแจงแบบสมมาตร ( Beta (3,3 )) 

ค?าเฉลี่ยของตัวประมาณท่ีไม?แตกต?าง
จากค?าพารามิเตอร5ของประชากรท่ีกําหนด ดังน้ี 

- p  = 0.5 ท่ี  n = 30 ทุกค?าพารา-
มิเตอร5 r  และ n  = 50 r = 30 

- p = 0.8 เมื่อ n = 50 r = 30 
พบว?าตัวประมาณค?าพารามิเตอร5ไดGดี 

4 จาก 18 สถานการณ5 รายละเอียดดังตารางท่ี 3 
4.2.2 วิธีของเบส5 ท่ีมีการแจกแจงก?อนเปCน

การแจกแจงแบบเบGขวา ( Beta ( 2, 6 )) 
ค?าเฉลี่ยของตัวประมาณท่ีไม?แตกต?าง

จากค?าพารามิเตอร5ของประชากรท่ีกําหนด ดังน้ี 
- p = 0.2 เมื่อ n = 50 ทุกค?าพารา-

มิเตอร5 r   
- p = 0.5 เมื่ อ  n = 30 r = 20 และ 

n = 50 ทุกค?าพารามิเตอร5 r   
พบว?าตัวประมาณค?าพารามิเตอร5ไดGดี 

5 จาก 18 สถานการณ5 รายละเอียดดังตารางท่ี 4 
4.2.3 วิธีของเบส5 ท่ีมีการแจกแจงก?อนเปCน

การแจกแจงแบบเบGซGาย ( Beta ( 6, 2 )) 
ค?าเฉลี่ยของตัวประมาณไม?แตกต?าง

จากค?าพารามิเตอร5ของประชากรท่ีกําหนด ดังน้ี 
- p = 0.8 เมื่อ n = 10 r = 7 n = 30 

ทุกค?าพารามิเตอร5 r  และ n = 50 r = 30 
พบว?าตัวประมาณค?าพารามิเตอร5ไดGดี 

4  จาก 18 สถานการณ5 รายละเอียดดังตารางท่ี 5 
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ตารางท่ี 2  ค?าเฉลี่ย (mean) ส?วนเบ่ียงเบนมาตรฐาน (SD) ค?าขอบเขตล?าง (LCI) และขอบเขตบน (UCI) ของช?วง
ความเช่ือมั่น 95 % ค?าสถิติทดสอบที (t-test) และค?าพี (p-value) ท่ีไดGจากวิธีภาวะน?าจะเปCนสูงสุด 

 

p  n  r  Mean SD LCI UCI t-test p-value 

0.2 

10 
3 0.20051 0.03475 0.19835 0.20267 0.46385 0.64286 

7 0.20012 0.02221 0.19874 0.20150 0.17489 0.86120 

30 
10 0.19998 0.01040 0.19934 0.20063 -0.05491 0.95622 

20 0.20031 0.00741 0.19985 0.20077 1.31638 0.18835 

50 
10 0.19984 0.00792 0.19935 0.20034 -0.61965 0.53563 

30 0.20010 0.00462 0.19982 0.20039 0.69592 0.48664 

0.5 

10 
3 0.50083 0.06776 0.49663 0.50504 0.38863 0.69763 

7 0.50084 0.04223 0.49822 0.50346 0.62696 0.53083 

30 
10 0.50015 0.01965 0.49893 0.50137 0.24103 0.80958 

20 0.50043 0.01482 0.49951 0.50135 0.92392 0.35575 

50 
10 0.50055 0.01626 0.49954 0.50155 1.06196 0.28851 

30 0.50017 0.00895 0.49962 0.50073 0.60618 0.54453 

0.8 

10 
3 0.80182 0.06677 0.79768 0.80597 0.86297 0.38836 

7 0.80122 0.04198 0.79861 0.80382 0.91821 0.35873 

30 
10 0.80166 0.02069 0.80038 0.80295 2.54416 0.01110* 

20 0.80115 0.01419 0.80027 0.80203 2.55619 0.01073* 

50 
10 0.80143 0.01561 0.80046 0.80240 2.89663 0.00385* 

30 0.80052 0.00886 0.79997 0.80107 1.86853 0.06198 

หมายเหตุ : * หมายความว?า ปฏิเสธสมมติฐานหลัก ท่ีระดับนัยสําคัญเท?ากับ 0.05 
 

4.3 วิธีมาร+คอฟ เชน มอนติคาร+โล 
ค?าเฉลี่ยของตัวประมาณไม?แตกต?างจาก

ค?าพารามิเตอร5ของประชากรท่ีกําหนด ดังน้ี 
- p = 0.2 เมื่อ n = 50 r = 10 
- p = 0.5 เมื่อ n = 30 ทุกค?าพารามิเตอร5 

r  และ n = 50 และ r =30 
- p  = 0.8 เมื่อ n  = 30 และ n  = 50 ทุก 

ค?าพารามิเตอร5 r  
พบว?าตัวประมาณค?าพารามเิตอร5ไดGดี 8 

จาก 18 สถานการณ5 รายละเอียดดังตารางท่ี 6 
จากตารางท่ี 2 ถึงตารางท่ี 6 สามารถสรุป

วิธีการประมาณค?าพารามิเตอร5ท่ีใหGค?าประมาณไม?
แตกต?างจากค?าพารามิเตอร5ของประชากร โดยกําหนด
สัญลักษณ5แทนความหมายต?าง ๆ ดังน้ี 
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- ML แทนวิธีภาวะน?าจะเปCนสูงสุด 
- Bayes1 แทนวิธีของเบส5ท่ีมีการแจกแจง

ก?อนเปCนการแจกแจงบีตา (3,3) 
- Bayes2 แทนวิธีของเบส5ท่ีมีการแจกแจง

ก?อนเปCนการแจกแจงบีตา (2,6) 

- Bayes3 แทนวิธีของเบส5ท่ีมีการแจกแจง
ก?อนเปCนการแจกแจงบีตา (6,2) 

- MCMC แทน วิธีมาร5คอฟ เชน มอนติคาร5โล 
แสดงผลดังตารางท่ี 7

 
ตารางท่ี 3  ค?าเฉลี่ย (mean) ส?วนเบ่ียงเบนมาตรฐาน (SD) ค?าขอบเขตล?าง (LCI) และขอบเขตบน (UCI) ของช?วง

ความเช่ือมั่น 95 % ค?าสถิติทดสอบที (t-test) และค?าพี (p-value) ท่ีไดGจากวิธีของเบส5 ท่ีมีการแจกแจง
ก?อนเปCนการแจกแจงแบบสมมาตร 

 

p  n  r  Mean SD LCI UCI t-test p-value 

0.2 

10 
3 0.21735 0.03581 0.21512 0.21957 15.31953 0.00000* 

7 0.20746 0.02255 0.20606 0.20886 10.46396 0.00000* 

30 
10 0.20171 0.01044 0.20106 0.20236 5.18179 0.00000* 

20 0.20117 0.00743 0.20071 0.20164 5.00031 0.00000* 

50 
10 0.20088 0.00794 0.20039 0.20138 3.51467 0.00046* 

30 0.20045 0.00462 0.20016 0.20074 3.06638 0.00222* 

0.5 

10 
3 0.50756 0.06101 0.50377 0.51134 3.91748 0.00010* 

7 0.50409 0.04042 0.50158 0.50659 3.19673 0.00143* 

30 
10 0.50097 0.01946 0.49976 0.50217 1.56995 0.11674 

20 0.50084 0.01475 0.49993 0.50176 1.80807 0.07090 

50 
10 0.50104 0.01616 0.50003 0.50204 2.02849 0.04278* 

30 0.50034 0.00893 0.49978 0.50089 1.19397 0.23277 

0.8 

10 
3 0.76374 0.05341 0.76043 0.76706 -21.46756 0.00000* 

7 0.78380 0.03799 0.78144 0.78615 -13.48860 0.00000* 

30 
10 0.79741 0.02020 0.79616 0.79867 -4.04848 0.00006* 

20 0.79901 0.01402 0.79814 0.79988 -2.22426 0.02635* 

50 
10 0.79887 0.01538 0.79791 0.79982 -2.32464 0.02029* 

30 0.79967 0.00882 0.79912 0.80022 -1.18278 0.23718 

หมายเหตุ : * หมายความว?า ปฏิเสธสมมติฐานหลัก ท่ีระดับนัยสําคัญเท?ากับ 0.05 
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ตารางท่ี 4  ค?าเฉลี่ย (mean) ส?วนเบ่ียงเบนมาตรฐาน (SD) ค?าขอบเขตล?าง (LCI) และขอบเขตบน (UCI) ของช?วง
ความเช่ือมั่น 95 % ค?าสถิติทดสอบที (t-test) และค?าพี (p-value) ท่ีไดGจากวิธีของเบส5 ท่ีมีการแจกแจง
ก?อนเปCนเปCนการแจกแจงแบบเบGขวา 

 

p  n  r  Mean SD LCI UCI t-test p-value 

0.2 

10 
3 0.20795 0.03378 0.20585 0.21004 7.43961 0.00000* 
7 0.20345 0.02198 0.20209 0.20481 4.96211 0.00000* 

30 
10 0.20078 0.01038 0.20013 0.20142 2.36700 0.01812* 
20 0.20071 0.00741 0.20025 0.20117 3.01840 0.00261* 

50 
10 0.20032 0.00791 0.19983 0.20081 1.29095 0.19702 
30 0.20026 0.00462 0.19997 0.20055 1.79044 0.07369 

0.5 

10 
3 0.47729 0.05561 0.47384 0.48074 -12.91470 0.00000* 
7 0.49037 0.03878 0.48796 0.49277 -7.85715 0.00000* 

30 
10 0.49766 0.01926 0.49647 0.49886 -3.83394 0.00013* 
20 0.49918 0.01468 0.49827 0.50009 -1.76061 0.07861 

50 
10 0.49905 0.01606 0.49805 0.50004 -1.87979 0.06043 
30 0.49967 0.00891 0.49912 0.50022 -1.16517 0.24423 

0.8 

10 
3 0.70769 0.04733 0.70475 0.71062 -61.67751 0.00000* 
7 0.75677 0.03591 0.75454 0.75900 -38.06631 0.00000* 

30 
10 0.79062 0.01993 0.78938 0.79185 -14.88972 0.00000* 
20 0.79558 0.01392 0.79472 0.79644 -10.03959 0.00000* 

50 
10 0.79476 0.01526 0.79381 0.79570 -10.87084 0.00000* 
30 0.79829 0.00880 0.79774 0.79883 -6.15324 0.00000* 

หมายเหตุ : * หมายความว?า ปฏิเสธสมมติฐานหลัก ท่ีระดับนัยสําคัญเท?ากับ 0.05 
 
5. สรุปผลการวิจัย 

งาน วิ จั ย น้ี เ ปC นการทดสอบค? าประมาณ
พารามิเตอร5ของประชากร p  ท่ีไดGจากวิธีภาวะน?าจะ
เปCนสูงสุด วิธีของเบส5 และวิธีมาร5คอฟ เชน มอนติคาร5โล 
เพ่ือพิจารณาค?าประมาณดังกล?าวน้ันไม?แตกต?างจาก
ค?าพารามิเตอร5ของประชากร ผลการวิจัยพบว?าวิธีภาวะ
น?าจะเปCนสูงสุด (ML) ส?วนใหญ?ใหGตัวประมาณท่ีมี
ประสิทธิภาพ ยกเวGนเมื่อค?า p  มีค?ามากและขนาด

ตัวอย?างใหญ? ท่ีทุกค?าพารามิเตอร5 r  สําหรับวิธีของ
เบส5ท่ีมีการแจกแจงก?อนเปCนแบบสมมาตร (Bayes1) 
จะเหมาะสมเมื่อค?า p  มีค?าปานกลาง และขนาด
ตัวอย?างปานกลางหรือใหญ? ท่ีทุกค?าพารามิเตอร5 r  วิธี
ของเบส5ท่ีมีการแจกแจงก?อนเปCนแบบเบGขวา (Bayes2) 
จะเหมาะสมเมื่อค?า p  มีค?านGอย และขนาดตัวอย?าง
ใหญ? และเมื่อค?า p  มีค?าปานกลาง และขนาดตัวอย?าง
ปานกลางหรือใหญ? ท่ีทุกค?าพารามิเตอร5 r  วิธีของเบส5
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ท่ีมีการแจกแจงก?อนเปCนแบบเบGซGาย (Bayes3) จะ
เหมาะสมเมื่อค?า p  มีค?ามาก ท่ีทุกขนาดตัวอย?างและ
ค?าพารามิเตอร5 r  และวิธีมาร5คอฟ เชน มอนติคาร5โล 
(MCMC) เหมาะสมเมื่อค?า p  มีค?าอยู?ในระดับปาน
กลางหรือมากและขนาดตัวอย?างปานกลางหรือใหญ? ท่ี

ทุกค?าพารามิเตอร5 r  ซ่ึงผลท่ีไดGมีความใกลGเคียงกับวิธี
ของเบส5ท่ีมีการแจกแจงก?อนแตกต?างกัน ดังน้ันถGา
ผูGใชGงานไม?ทราบค?าพารามิเตอร5ของการแจกแจงก?อน 
วิธีมาร5คอฟ เชน มอนติคาร5โล มีความเหมาะสมท่ีจะใชG
ประมาณค?าพารามิเตอร5ไดGดีเช?นเดียวกัน 

 
ตารางท่ี 5  ค?าเฉลี่ย (mean) ส?วนเบ่ียงเบนมาตรฐาน (SD) ค?าขอบเขตล?าง (LCI) และขอบเขตบน (UCI) ของช?วง

ความเช่ือมั่น 95 % ค?าสถิติทดสอบที (t-test) และค?าพี (p-value) ท่ีไดGจากวิธีของเบส5 ท่ีมีการแจกแจง
ก?อนเปCนการแจกแจงแบบเบGซGาย 

 

p  n  r  Mean SD LCI UCI t-test p-value 

0.2 

10 
3 0.23394 0.03801 0.23158 0.23630 28.24001 0.00000* 

7 0.21475 0.02320 0.21331 0.21619 20.10398 0.00000* 

30 
10 0.20344 0.01051 0.20278 0.20409 10.33506 0.00000* 

20 0.20204 0.00746 0.20158 0.20250 8.65461 0.00000* 

50 
10 0.20192 0.00798 0.20142 0.20241 7.60902 0.00000* 

30 0.20079 0.00463 0.20051 0.20108 5.42914 0.00000* 

0.5 

10 
3 0.53695 0.06256 0.53307 0.54083 18.67817 0.00000* 

7 0.51761 0.04093 0.51507 0.52015 13.60395 0.00000* 

30 
10 0.50426 0.01952 0.50304 0.50547 6.89520 0.00000* 

20 0.50250 0.01477 0.50158 0.50342 5.35014 0.00000* 

50 
10 0.50302 0.01619 0.50202 0.50403 5.90188 0.00000* 

30 0.50100 0.00894 0.50045 0.50156 3.54610 0.00041* 

0.8 

10 
3 0.79615 0.05325 0.79284 0.79945 -2.28728 0.02239* 

7 0.79881 0.03791 0.79646 0.80117 -0.99002 0.32240 

30 
10 0.80109 0.02019 0.79984 0.80234 1.70654 0.08822 

20 0.80087 0.01402 0.80000 0.80174 1.95400 0.05098 

50 
10 0.80109 0.01538 0.80013 0.80204 2.23787 0.02545* 

30 0.80041 0.00882 0.79987 0.80096 1.48595 0.13761 

หมายเหตุ : * หมายความว?า ปฏิเสธสมมติฐานหลัก ท่ีระดับนัยสําคัญเท?ากับ 0.05 
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ตารางท่ี 6  ค?าเฉลี่ย (mean) ส?วนเบ่ียงเบนมาตรฐาน (SD) ค?าขอบเขตล?าง (LCI) และขอบเขตบน (UCI) ของช?วง
ความเช่ือมั่น 95 % ค?าสถิติทดสอบที (t-test) และค?าพี (p-value) ท่ีไดGจากวิธีมาร5คอฟ เชน มอนติคาร5โล 

 

p  n  r  Mean SD LCI UCI t-test p-value 

0.2 

10 
3 0.20984 0.03559 0.20763 0.21205 8.74123 0.00000* 

7 0.20413 0.02246 0.20273 0.20552 5.81027 0.00000* 

30 
10 0.20092 0.01043 0.20027 0.20157 2.78970 0.00538* 

20 0.20078 0.00742 0.20032 0.20124 3.30777 0.00097* 

50 
10 0.20040 0.00794 0.19991 0.20089 1.59972 0.10998 

30 0.20029 0.00462 0.20000 0.20058 1.98706 0.04719* 

0.5 

10 
3 0.50852 0.06518 0.50447 0.51256 4.13337 0.00004* 

7 0.50430 0.04160 0.50171 0.50688 3.26595 0.00113* 

30 
10 0.50097 0.01960 0.49976 0.50219 1.57193 0.11628 

20 0.50086 0.01481 0.49994 0.50178 1.82831 0.06780 

50 
10 0.50104 0.01623 0.50003 0.50205 2.02917 0.04271* 

30 0.50034 0.00894 0.49978 0.50089 1.19138 0.23379 

0.8 

10 
3 0.79117 0.06102 0.78738 0.79495 -4.57797 0.00001* 

7 0.79661 0.04034 0.79410 0.79911 -2.65932 0.00795* 

30 
10 0.80056 0.02050 0.79929 0.80183 0.86376 0.38793 

20 0.80060 0.01412 0.79972 0.80148 1.34576 0.17869 

50 
10 0.80079 0.01553 0.79983 0.80175 1.61119 0.10745 

30 0.80031 0.00885 0.79976 0.80086 1.09790 0.27251 

หมายเหตุ : * หมายความว?า ปฏิเสธสมมติฐานหลัก ท่ีระดับนัยสําคัญเท?ากับ 0.05 
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ตารางท่ี 7  วิธีการประมาณค?าพารามิเตอร5ท่ีใหGค?าประมาณไม?แตกต?างจากค?าพารามิเตอร5ของประชากร 
 

p  
n  = 10 n  = 30 n  = 50 

r = 3 r = 7 r = 10 r = 20 r = 10 r = 30 

0.2 ML ML ML ML 
ML Bayes2 

MCMC 
ML 

Bayes2 

0.5 ML ML 
ML Bayes1 

MCMC 

ML Bayes1 
Bayes2 
MCMC 

ML 
Bayes2 

ML Bayes1 
Bayes2 
MCMC 

0.8 ML 
ML 

Bayes3 
Bayes3 
MCMC 

Bayes3 
MCMC 

MCMC 
ML Bayes1 

Bayes3 
MCMC 
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