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บทคัดย/อ 
งานวิจัยน้ีมีวัตถุประสงค7เพ่ือเปรียบเทียบประสิทธิภาพของสถิติทดสอบบาร7ตเลต (B) บ็อกซ7 - แอนเดอร7สัน 

(BA) สถิติทดสอบแจ็คไนฟH (J) และสถิติทดสอบท่ีปรับแก� ได�แกJ สถิติทดสอบปรับแก�ของบาร7ตเลต (MB) สถิติทดสอบ
ปรับแก�ของบ็อกซ7 - แอนเดอร7สัน (MBA) และสถิติทดสอบปรับแก�ของแจ็คไนฟH (MJ) ในกรณีการแจกแจงสมมาตร 
ได�แกJ การแจกแจงปรกติ การแจกแจงยูนิฟอร7ม และการแจกแจงลาปลาซ ท่ีขนาดตัวอยJางเทJากัน คือ 10, 30 และ 
60 สําหรับข�อมูลท่ีใช�ในการวิจัยได�จากการจําลองด�วยเทคนิคมอนติคาร7โลและทําซ้ํา 1,000 ครั้ง ในแตJละ
สถานการณ7 เกณฑ7ท่ีใช�เปรียบเทียบประสิทธิภาพของสถิติทดสอบพิจารณาจากความสามารถในการควบคุมการเกิด
ความผิดพลาดแบบท่ี 1 โดยใช�เกณฑ7ของ Bradley และกําลังการทดสอบ ท่ีระดับนัยสําคัญ 0.01 และ 0.05 
ผลการวิจัยพบวJาสถิติทดสอบ MB มีกําลังการทดสอบสูงท่ีสุดเกือบทุกกรณีท่ีมีการแจกแจงปรกติ สําหรับการแจก
แจงยูนิฟอร7ม สถิติทดสอบ MJ มีกําลังการทดสอบสูงท่ีสุดทุกกรณี สําหรับการแจกแจงลาปลาซ สถิติทดสอบ MBA 
และ BA มีกําลังการทดสอบสูงท่ีสุดเกือบทุกกรณีท่ีระดับนัยสําคัญ 0.01 และ 0.05 ตามลําดับ

คําสําคัญ : ความเทJากันของความแปรปรวน; ความนJาจะเป]นของความผิดพลาดแบบท่ี 1; กําลังของการทดสอบ 

Abstract 
The objective of this research is to compare the efficiency of Bartlett (B) test, Box-Andersen 

(BA) test, Jackknife (J) test and three modified tests consists of Modified Bartlett (MB) test, Modified 
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Box-Andersen (MBA) test and Modified Jackknife (MJ) test. The three symmetric distributions: 
Normal, uniform, and Laplace distributions with sample sizes of 10, 30 and 60 are considered. The 
data in this research is simulated through the Monte Carlo technique with 1,000 replications for 
each situation. The criterion employed for comparing the efficiency of test statistics are controlling 
of the probability of type I error according to Bradley criterion and power of a test. The significance 
levels are 0.01 and 0.05. The results are found that MB test shows the highest power of a test in 
almost case with normal distribution. For uniform distribution, MJ test shows the highest power of 
a test all cases. For Laplace distribution, MBA test and BA test show the highest power of a test in 
almost case with 0.01 and 0.05 significance levels, respectively. 
 

Keywords: homogeneity of variance; probability of type I error; power of a test 
 

1. บทนํา 
การอนุมานเชิงสถิติ (statistical inference) 

เก่ียวกับประชากรน้ันมีวัตถุประสงค7หลักท่ีสําคัญ คือ 
การประมาณคJ า  (estimation) และการทดสอบ
สมมติ ฐาน (test of hypothesis) โดย เฉพาะการ
ทดสอบสมมติฐานเพ่ือเปรียบเทียบคJาเฉลี่ยของ
ประชากร ได�แกJ การเปรียบเทียบความแตกตJางของ
คJาเฉลี่ยประชากรมากกวJา 2 กลุJม สถิติทดสอบท่ีนิยม 
คือ สถิติทดสอบเอฟ (F- test) ภายใต�การวิเคราะห7
ความแปรปรวน (analysis of variance, ANOVA) ซ่ึง
จําเป]นต�องตรวจสอบข�อตกลงเบ้ืองต�น (assumption) 
เ ก่ียวกับภาวะความเทJา กันของความแปรปรวน 
(homogeneity of variance) ของประชากรแตJละ
กลุJมกJอนการวิเคราะห7ความแปรปรวน เน่ืองจากหากมี
การฝrาฝsนข�อตกลงเบ้ืองต�นเก่ียวกับภาวะความเทJากัน
ของความแปรปรวนจะทําให�เกิดความคลาดเคลื่อนใน
การสรุปผลและมีผลตJอความเช่ือถือได�ในการอ�างอิงไป
ยังประชากร [1] 

นักสถิติหลายคนได�พยายามคิดค�นและพัฒนา
สถิติทดสอบท่ีใช�ทดสอบความเทJากันของความแปร 
ปรวนหลายกลุJมซ่ึงเป]นอิสระตJอกัน สถิติทดสอบท่ี
ได�รับความนิยมมากท่ีสุด คือ สถิติทดสอบบาร7ตเลต 

(B) ซ่ึงจะให�กําลังการทดสอบสูง ภายใต�การแจกแจง
ปรกติ [2] และจากการศึกษางานวิจัยท่ีเก่ียวข�องพบวJา 
ในปy ค.ศ. 1973 Layard [3] ได�ศึกษาความแกรJงของ
สถิติทดสอบท่ีใช�ทดสอบความเทJา กันของความ
แปรปรวน ในกรณีท่ีมีขนาดตัวอยJาง 10 และ 25 โดย

ศึกษาสถิติทดสอบบาร7ตเลต สถิติทดสอบ L- 2χ สถิติ
ทดสอบบ|อกซ7  สถิติทดสอบแจคไนฟH พบวJาสถิติ
ทดสอบบาร7ตเลตมี กําลังการทดสอบสูงกวJาสถิติ
ทดสอบอ่ืน ๆ เมื่อประชากรมีการแจกแจงปรกติ และ
ในกรณีการแจกแจงยูนิฟอร7ม และการแจกแจงดับเบ้ิล
เอ็กซ7โปเนนเชียล พบวJา สถิติทดสอบแตJละตัวมีกําลัง
ของการทดสอบไมJแตกตJางกัน 

Box และ Andersen (1955) [4] ได�พัฒนาสถิติ
ทดสอบโดยการปรับแก�ของสถิติทดสอบบาร7ตเลต 
ภายใต�ทฤษฎีการเรียงสับเปลี่ยน (permutation 
theory) ข�อมูลของพวกเขาน้ันช้ีให�เห็นวJาสถิติทดสอบ
น้ันเหมาะสมสําหรับการแจกแจงปรกติ (normal 
distribution) การแจกแจงสี่เหลี่ยมผืนผ�า (rectan-
gular distribution) และการแจกแจงดับเบ้ิลเอ็กซ7
โปเนนเชียล (double exponential distribution) 

Gogoi และ Gogoi (2015) [5] ได�เปรียบเทียบ
ความนJาจะเป]นของการเกิดความผิดพลาดแบบท่ี 1 
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และกําลังการทดสอบของสถิติทดสอบ Levene สถิติ
ทดสอบ Bartlett สถิติทดสอบ modified Bartlett 
สถิติทดสอบ Box-Andersen สถิติทดสอบ Jackknife 
และสถิติทดสอบ Lepage ในกรณีท่ีมีขนาดตัวอยJาง
เล็ก พบวJาสถิติทดสอบ Jackknife เป]นสถิติทดสอบท่ีดี
ท่ีสุดเทียบเทJาสถิติทดสอบ Bartlett เมื่อประชากรมี
การแจกแจงปรกติและการแจกแจงโลจิสติก 

ปy พ.ศ. 2557 ดวงพร [6] ได�เปรียบเทียบความ
นJาจะเป]นของการเกิดความผิดพลาดแบบท่ี 1 และ
กําลังการทดสอบของสถิติทดสอบ Levene Modified 
- Levene Bartlett Box - Andersen Jackknife Z -
variance O’Brien แ ล ะ  Overall - Woodward 
Modified Z - variance ซ่ึงใช�ทดสอบความเทJากัน
ของความแปรปรวน พบวJาในกรณีท่ีประชากรมีการ
แจกแจงปรกติ สถิติทดสอบ Bartlett box - Andersen 
และ Z - variance เป]นสถิติทดสอบท่ีดีเพราะไมJวJาจะ
ใช�ขนาดตัวอยJางน�อยหรือมากก็ให�กําลังของการ
ทดสอบมาก และตJอมาปy พ.ศ. 2559 Hatchavanich 
[7] ได�เปรียบเทียบสถิติทดสอบท่ีใช�พารามิเตอร7และ
สถิติทดสอบท่ีไมJใช�พารามิเตอร7 สําหรับทดสอบความ
เทJากันของความแปรปรวน พบวJาสําหรับการแจกแจง
ไคกําลั งสอง สถิติทดสอบ Box - Andersen และ 
Levene เป]นสถิติทดสอบท่ีดีท่ีสุด สําหรับการแจกแจง
ยูนิฟอร7ม และการแจกแจงเอ็กซ7โปเนนเชียล สถิติ
ทดสอบ Jackknife และ Levene เป]นสถิติทดสอบท่ีดี
ท่ีสุด 

ด�วยเหตุผลดังกลJาว ผู�วิจัยจึงได�ศึกษาเปรียบ 
เทียบประสิทธิภาพของสถิติทดสอบความเทJากันของ
ความแปรปรวน 3 สถิติทดสอบ และสถิติทดสอบ
ปรับแก�อีก 3 สถิติทดสอบ รวมท้ังหมด 6 สถิติทดสอบ 
ได�แกJ (1) สถิติทดสอบบาร7ตเลต (B) (2) สถิติทดสอบ 
บ็อกซ7 - แอนเดอร7สัน (BA) (3) สถิติทดสอบแจ็คไนฟH 
(J) (4) ส ถิติทดสอบปรับแก� ของบาร7 ต เลต (MB)         

(5) สถิติทดสอบปรับแก�ของบ็อกซ7 - แอนเดอร7สัน 
(MBA) และ (6) สถิติทดสอบปรับแก�ของแจ็คไนฟH (MJ) 
ซ่ึงผู�วิจัยปรับแก�สถิติทดสอบเหลJาน้ีข้ึนด�วยการปรับแก�
คJากลาง โดยการใช�มัธยฐาน (median) แทนคJาเฉลี่ย 
(mean) ตามแนวความคิดของ Brown และ Forsythe 
(1974) [8] เ พ่ือพัฒนาสถิติทดสอบให�มี กําลั งการ
ทดสอบสูงข้ึน และเป]นท่ีนJาสนใจวJาสถิติทดสอบท่ี
พัฒนาข้ึนมาน้ันจะให�กําลังการทดสอบสูงสุด 

การวิจัยครั้งน้ีมีวัตถุประสงค7เพ่ือเปรียบเทียบ
คJาความนJาจะเป]นของความผิดพลาดแบบท่ี 1 และ
กําลังการทดสอบของสถิติทดสอบบาร7ตเลต (B) สถิติ
ทดสอบบ็อกซ7 - แอนเดอร7สัน (BA) สถิติทดสอบแจ็ค
ไนฟH (J) สถิติทดสอบปรับแก�ของบาร7ตเลต (MB) สถิติ
ทดสอบปรับแก�ของบ็อกซ7 - แอนเดอร7สัน (MBA) และ
สถิติทดสอบปรับแก�ของแจ็คไนฟH (MJ) 
 

2. สถิติท่ีใช�ในงานวิจัย 
งานวิจัยครั้งน้ีศึกษาสถิติท่ีใช�ทดสอบความ

เทJากันของความแปรปรวนของประชากรมากกวJา 2 
กลุJม  โดยมีสมมติฐานวJาง 

0
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2.1 สถิติทดสอบบารRตเลต (Bartlett test, 

B) (Snedecor และ Cochran, 1983) [9] 
ใช�สําหรับทดสอบความเทJากันของความ

แปรปรวนของกลุJมตัวอยJางหลายกลุJม 
สถิติทดสอบบาร7ตเลต (B) คํานวณจาก 
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โดยท่ี 2

i
S  คือ ความแปรปรวนของกลุJมตัวอยJางท่ี i  
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X  คือ ข�อมูลลําดับท่ี j  ในกลุJมตัวอยJางท่ี i  ; 

i
X   คือ คJา เฉลี่ ยของกลุJมตัวอยJาง ท่ี  i  ; k  คือ 
จํานวนประชากร; 

i
n  คือ จํานวนตัวอยJางของกลุJม

ตั วอยJ าง ท่ี  i  ; N  คือ จํานวนตัวอยJ าง ท้ังหมด            
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1,2,...,i k=  (3) เกณฑ7การตัดสินใจ จะปฏิเสธ 
0

H  เมื่อ 
2

1 , 1k
B αχ − −>  โดยท่ี 2

1 , 1kαχ − −  เป]นคJาวิกฤตของการ

แจกแจงไคกําลังสอง องศาอิสระ ( )1k −  ท่ีระดับ
นัยสําคัญ ( )α  
 

3. วิธีการดําเนินการวิจัย 
การวิจัยครั้งน้ีมีข้ันตอนดังน้ี 
3.1 กําหนดจํานวนประชากรเป]น 3 ประชากร 
3.2 กําหนดกลุJมตัวอยJางของประชากร โดย

งานวิจัยน้ีกําหนดกลุJมตัวอยJางมีขนาดเทJากัน คือ 10, 
30 และ 60 

3.3 กําหนดการแจกแจงของประชากร 3 แบบ
ได�แกJ 

3.3.1 การแจกแจงปรกติ (normal distri-
bution) ประกอบด�วยคJาพารามิเตอร7เป]น µ  และ 

2σ  โดยมีฟ� งก7 ชันความหนาแนJนนJ าจะเป]น คือ 

( )
( )2

2

1

2 2

2

1
; ,

2

x

f x e
µ

σµ σ
πσ

− −

= , x−∞ < < ∞ ,  

µ−∞< <∞ ,  2
0σ >  โดยมีคJาเฉลี่ย คือ ( )E X µ=  

และคJาความแปรปรวน คือ ( ) 2
Var X σ=  

3.3.2 การแจกแจงยู นิฟอร7ม (uniform 
distribution) ประกอบด�วยคJาพารามิเตอร7เป]น a

และ b โดยมีฟ�งก7ชันความหนาแนJนนJาจะเป]น ดังน้ี 

( ) 1
; ,f x a b

b a
=

−
, [ ],x a b∈ ,  a b−∞< < <∞ 

โดยมีคJาเฉลี่ย คือ ( ) ( )1

2
E X a b= +  และคJาความ

แปรปรวน คือ  ( ) ( )21

12
Var X b a= −  

3.3.3 การแจกแจงลาปลาซ (Laplace 
distribution) ประกอบด�วยคJาพารามิเตอร7เป]น µ
และ b โดยมีฟ�งก7ชันความหนาแนJนนJาจะเป]น ดังน้ี 

( ) 1
; ,

2

x

bf x b e
b

µ

µ
−

−

= , x−∞< <∞ , µ−∞ < < ∞ , 

b−∞ < < ∞  โดยมีคJาเฉลี่ย คือ ( )E X µ=  และ

คJาความแปรปรวน คือ  ( ) 2
2Var X b=  

3.4 กําหนดความแตกตJางของความแปรปรวน
โดยใช�คJานอนเซนทรัลลิตี้พารามิ เตอร7  ϕ  (non-
centrality parameter) [11] เ ป] น เ ก ณฑ7 วั ด ค ว าม
แตกตJางของความแปรปรวน โดยท่ี 

( )
1/2

2
2 2 2

1

1

/
k

i

i

kϕ σ σ σ
=

= −
  
    
∑  

เมื่อ 2

1
σ  คือ คJาความแปรปรวนของประชากรท่ีมีคJา

ต่ําท่ีสุด; 2

i
σ  คือ คJาความแปรปรวนของประชากรท่ี i  

โดยท่ี 1, 2,...,i k= ; 2σ  คือ คJาเฉลี่ยความแปร 
ปรวนของประชากรท้ัง k  กลุJม 

รายละเอียดระดับความแตกตJางของ
ความแปรปรวนท่ีใช�ในงานวิจัยมีดังน้ี 

 

ระดับความแตกตJางของ
ความแปรปรวน 

ความแปรปรวน
แตJละประชากร ϕ  

มีความแตกตJางกันน�อย 
(0 < ϕ  < 1.5)  

1 : 2 : 4 1.25 

มีความแตกตJางกันปาน
กลาง (1.5 < ϕ  < 3.0)  

1 : 4 : 8 2.87 

มีความแตกตJางกันมาก  
(ϕ  > 3.0)  

1 : 8 : 16 6.13 
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3.5 กําหนดระดับนัยสําคัญ ( )α  2 ระดับ คือ 
0.01 และ 0.05 

3.6 ใช�โปรแกรมอาร7 เวอร7ชัน 3.3.2 ในการ
จําลองและวิเคราะห7ข�อมูล ทดลองซํ้า 1,000 ครั้ง ใน
แตJละสถานการณ7 

3.7 คํานวณหาความนJาจะเป]นของความ
ผิดพลาดแบบท่ี 1 ซ่ึงคํานวณได�จาก [จํานวนครั้งท่ี
ได�ผลการทดสอบปฏิเสธ 

0
H เมื่อ 

0
H เป]นจริง] ÷ 

[จํานวนครั้งท่ีทําซํ้า (1,000ครั้ง)] 

3.8 เปรียบเทียบคJาความนJาจะเป]นชองความ
ผิดพลาดแบบท่ี  1 ตามเกณฑ7ของ Bradley [12] 
สามารถจําแนกตามระดับนัยสําคัญได�ดังน้ี 0.01α =  
ชJวงท่ีกําหนด [ ]0.005, 0.015  และ 0.05α =  ชJวง
ท่ีกําหนด [ ]0.025,0.075  

3.9 คํานวณหากําลังการทดสอบ ซ่ึงคํานวณได�
จาก [จํานวนครั้งท่ีได�ผลการทดสอบปฏิเสธ 

0
H เมื่อ 

0
H เป]นจริง] ÷ [จํานวนครั้งท่ีทําซํ้า (1,000ครั้ง)] 

 
ตารางท่ี 1  ความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ของสถิติทดสอบ B, MB, BA, MBA, J และ MJ เมื่อ

ประชากรมีการแจกแจงปรกติ การแจกแจงยูนิฟอร7ม และการแจกแจงลาปลาซ ท่ีระดับนัยสําคัญ 0.01 
และ 0.05 

 

ระดับ
นัยสําคัญ 

รูปแบบการ
แจกแจง 

ขนาดตัวอยJาง 
สถิติทดสอบ 

B MB BA MBA J MJ 

0.01 

 
ปรกต ิ

 

10 0.010* 0.010* 0.010* 0.012* 0.009* 0.014* 
30 0.015* 0.015* 0.010* 0.011* 0.015* 0.018 
60 0.010* 0.009* 0.009* 0.006* 0.010* 0.011* 

 
ยูนิฟอร7ม 

 

10 0.000 0.000 0.009* 0.017 0.006* 0.008* 
30 0.000 0.000 0.013* 0.021 0.009* 0.010* 
60 0.000 0.000 0.008* 0.016 0.008* 0.009* 

 
ลาปลาซ 

 

10 0.068 0.074 0.008* 0.011* 0.022 0.031 
30 0.127 0.127 0.009* 0.009* 0.027 0.030 
60 0.139 0.137 0.011* 0.010* 0.017 0.019 

0.05 

 
ปรกต ิ

 

10 0.054* 0.058* 0.063* 0.067* 0.046* 0.059* 
30 0.055* 0.053* 0.056* 0.059* 0.052* 0.058* 
60 0.052* 0.054* 0.050* 0.052* 0.052* 0.054* 

 
ยูนิฟอร7ม 

 

10 0.005 0.006 0.047* 0.055* 0.028* 0.036* 
30 0.002 0.002 0.065* 0.074* 0.035* 0.046* 
60 0.001 0.003 0.058* 0.069* 0.044* 0.046* 

 
ลาปลาซ 

 

10 0.221 0.227 0.069* 0.071* 0.089 0.102 
30 0.271 0.265 0.059* 0.058* 0.076 0.083 
60 0.267 0.272 0.045* 0.045* 0.065* 0.067* 

* หมายถึง สามารถควบคุมความคJาจะเป]นของความผิดพลาดแบบท่ี 1 ตามเกณฑ7ของ Bradley ได� 
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3.10 เปรียบเทียบกําลังการทดสอบของสถิติ
ทดสอบท่ีสามารถควบคุมความนJาจะเป]นของความ
ผิดพลาดแบบท่ี 1 ได�ตามเกณฑ7ของ Bradley โดย
กําลังการทดสอบของสถิติทดสอบตัดใดมากสูงท่ีสุดจะ
เป]นสถิติทดสอบท่ีดีท่ีสุด 
 

4. ผลการวิจัย 
ผลการวิจัยครั้งน้ีแบJงเป]น 2 สJวน คือ ความ

นJาจะเป]นของความผิดพลาดแบบท่ี 1 และกําลังการ
ทดสอบ 

4.1 ความน/าจะเป[นของความผิดพลาดแบบ
ท่ี 1 

พิจารณาความสามารถในการควบคุมความ
นJาจะเป]นของความผิดพลาดแบบท่ี 1 ท่ีระดับนัยสําคัญ 
0.01 และ 0.05 ของการแจกแจงปรกติ การแจกแจง  
ยูนิฟอร7มและการแจกแจงลาปลาซ 

4.1.1 ระดับนัยสําคัญ 0.01 
จากตารางท่ี 1 พบวJาเมื่อประชากรมี

การแจกแจงปรกติ สถิติทดสอบ B, MB, MBA และ J 
สามารถควบคุมความนJาจะเป]นของความผิดพลาดแบบ
ท่ี 1 ได�ทุกกรณี สJวนสถิติทดสอบ MJ สามารถควบคุม
ความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได�เกือบทุก
กรณี ยกเว�นขนาดตัวอยJาง 30 สําหรับการแจกแจง    
ยูนิฟอร7ม สถิติทดสอบ BA, J และ MJ สามารถควบคุม
ความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได�ทุกกรณี 
สําหรับการแจกแจงลาปลาซ สถิติทดสอบ BA และ 
MBA สามารถควบคุมความนJาจะเป]นของความ
ผิดพลาดแบบท่ี 1 ได�ทุกกรณี 

4.1.2 ท่ีระดับนัยสําคัญ 0.05 
จากตารางท่ี 1 พบวJาเมื่อประชากรมี

การแจกแจงปรกติ สถิติทดสอบทุกตัว สามารถควบคุม
ความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได�ทุกกรณี 
สําหรับการแจกแจงยูนิฟอร7ม สถิติทดสอบ BA, MBA, 

J และ MJ สามารถควบคุมความนJาจะเป]นของความ
ผิดพลาดแบบท่ี 1 ได�ทุกกรณี สําหรับการแจกแจงลา
ปลาซ สถิติทดสอบ BA และ MBA สามารถควบคุม
ความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได�ทุกกรณี 
สJวนสถิติทดสอบ J และ MJ สามารถควบคุมความ
นJาจะเป]นของความผิดพลาดแบบท่ี 1 ได�เฉพาะกรณี
ขนาดตัวอยJาง 60 เทJาน้ัน 

4.2 กําลังการทดสอบ 
การเปรียบเทียบกําลังการทดสอบของสถิติ

ทดสอบจะเปรียบเทียบเฉพาะสถิติทดสอบท่ีสามารถ
ควบคุมความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได�
เทJาน้ัน โดยพิจารณาท่ีระดับนัยสําคัญ 0.01 และ 0.05 
(ตารางท่ี 2 และ 3) 

จากผลการวิจัยดังตารางท่ี 2 และ 3 ทําให�
ได�สถิติทดสอบท่ีมีกําลังการทดสอบสูงท่ีสุด ซ่ึงแสดงดัง
ตารางท่ี 4 ดังน้ี 

4.2.1 ท่ีระดับนัยสําคัญ 0.01  
จากตารางท่ี 4 พบวJาเมื่อประชากรมี

การแจกแจงปรกติ สถิติทดสอบ MB มี กําลังการ
ทดสอบสูง ท่ีสุดเกือบทุกกรณี ยกเว�นกรณีขนาด
ตัวอยJาง 30 และ 60 เมื่อ ϕ  = 1.25 ขณะท่ีสถิติ
ทดสอบ B มีกําลังการทดสอบสูงท่ีสุดเกือบทุกกรณี 
ยกเว�นกรณีขนาดตัวอยJาง 10 เมื่อ ϕ  = 1.25 และ 
6.13 สJวนสถิติทดสอบ J มีกําลังการทดสอบสูงท่ีสุด 
เมื่อขนาดตัวอยJาง 30 และ ϕ  = 6.13 และเมื่อขนาด
ตัวอยJาง 60 ϕ  = 2.87 และ 6.13 สถิติทดสอบทุกตัว
มีกําลังการทดสอบสูงท่ีสุด สําหรับการแจกแจงยูนิ
ฟอร7ม สถิติทดสอบ MJ มีกําลังการทดสอบสูงท่ีสุดทุก
กรณี ขณะท่ีสถิติทดสอบ BA และ J จะมีกําลังการ
ทดสอบสูงท่ีสุดเทียบเทJาสถิติทดสอบ MJ กรณีขนาด
ตัวอยJาง 30 เมื่อ ϕ  = 2.87 และ 6.13 และกรณีขนาด
ตัวอยJาง 60 ทุกคJา ϕ  สําหรับการแจกแจงลาปลาซ 
สถิติทดสอบ MBA มีกําลังการทดสอบสูงท่ีสุดเกือบทุก 
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ตารางท่ี 2  กําลังการทดสอบของสถิติทดสอบ B, MB, BA, MBA, J และ MJ เมื่อประชากรมีการแจกแจงปรกติ การ
แจกแจงยูนิฟอร7ม และการแจกแจงลาปลาซ ท่ีระดับนัยสําคัญ 0.01 

 

รูปแบบการ
แจกแจง 

ขนาด
ตัวอยJาง 

คJานอนเซนทรัลลิตี้
พารามิเตอร7 (ϕ ) 

สถิติทดสอบ 
B MB BA MBA J MJ 

 
 
 
 

ปรกต ิ

 
10 

1.25 0.177 0.189 0.113 0.122 0.146 0.170 
2.87 0.473 0.473 0.327 0.326 0.402 0.454 
6.13 0.829 0.837 0.605 0.612 0.724 0.762 

 
30 

1.25 0.769 0.765 0.645 0.643 0.715 - 
2.87 0.995 0.995 0.970 0.973 0.987 - 
6.13 1.000 1.000 0.999 0.999 1.000 - 

 
60 

1.25 0.992 0.991 0.975 0.975 0.987 0.987 
2.87 1.000 1.000 1.000 1.000 1.000 1.000 
6.13 1.000 1.000 1.000 1.000 1.000 1.000 

 
 
 
 

ยูนิฟอร7ม 

 
10 

1.25 - - 0.229 - 0.207 0.260 
2.87 - - 0.567 - 0.640 0.720 
6.13 - - 0.857 - 0.924 0.944 

 
30 

1.25 - - 0.969 - 0.986 0.989 
2.87 - - 1.000 - 1.000 1.000 
6.13 - - 1.000 - 1.000 1.000 

 
60 

1.25 - - 1.000 - 1.000 1.000 
2.87 - - 1.000 - 1.000 1.000 
6.13 - - 1.000 - 1.000 1.000 

 
 
 
 

ลาปลาซ 

 
10 

1.25 - - 0.054 0.057 - - 
2.87 - - 0.146 0.153 - - 
6.13 - - 0.328 0.331 - - 

 
30 

1.25 - - 0.250 0.253 - - 
2.87 - - 0.631 0.633 - - 
6.13 - - 0.904 0.904 - - 

 
60 

1.25 - - 0.627 0.624 - - 
2.87 - - 0.954 0.954 - - 
6.13 - - 0.997 0.997 - - 

ตัวหนา หมายถึง สถิติทดสอบท่ีมีกําลังการทดสอบสูงท่ีสุด; - หมายถึง ไมJพิจารณากําลังการทดสอบของสถิติทดสอบ 
เน่ืองจากไมJสามารถควบคุมความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได� 
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ตารางท่ี 3  กําลังการทดสอบของสถิติทดสอบ B, MB, BA, MBA, J และ MJ เมื่อประชากรมีการแจกแจงปรกติ การ
แจกแจงยูนิฟอร7ม และการแจกแจงลาปลาซ ท่ีระดับนัยสําคัญ 0.05 

 

รูปแบบการ
แจกแจง 

ขนาด
ตัวอยJาง 

คJานอนเซนทรัลลิตี้
พารามิเตอร7 (ϕ ) 

สถิติทดสอบ 
B MB BA MBA J MJ 

 
 
 
 

ปรกต ิ

 
10 

1.25 0.393 0.402 0.335 0.337 0.323 0.364 
2.87 0.761 0.763 0.654 0.662 0.658 0.710 
6.13 0.951 0.953 0.884 0.881 0.874 0.893 

 
30 

1.25 0.912 0.911 0.879 0.881 0.891 0.898 
2.87 0.999 0.999 0.999 0.999 0.999 0.999 
6.13 1.000 1.000 1.000 1.000 1.000 1.000 

 
60 

1.25 0.998 0.998 0.995 0.995 0.997 0.997 
2.87 1.000 1.000 1.000 1.000 1.000 1.000 
6.13 1.000 1.000 1.000 1.000 1.000 1.000 

 
 
 
 

ยูนิฟอร7ม 

 
10 

1.25 - - 0.502 0.510 0.453 0.514 
2.87 - - 0.850 0.841 0.869 0.903 
6.13 - - 0.973 0.969 0.979 0.983 

 
30 

1.25 - - 0.994 0.994 0.996 0.996 
2.87 - - 1.000 1.000 1.000 1.000 
6.13 - - 1.000 1.000 1.000 1.000 

 
60 

1.25 - - 1.000 1.000 1.000 1.000 
2.87 - - 1.000 1.000 1.000 1.000 
6.13 - - 1.000 1.000 1.000 1.000 

 
 
 
 

ลาปลาซ 

 
10 

1.25 - - 0.209 0.205 - - 
2.87 - - 0.401 0.401 - - 
6.13 - - 0.662 0.661 - - 

 
30 

1.25 - - 0.543 0.542 - - 
2.87 - - 0.875 0.874 - - 
6.13 - - 0.989 0.988 - - 

 
60 

1.25 - - 0.844 0.844 0.840 0.848 
2.87 - - 0.994 0.994 0.989 0.990 
6.13 - - 1.000 1.000 1.000 1.000 

ตัวหนา หมายถึง สถิติทดสอบท่ีมีกําลังการทดสอบสูงท่ีสุด; - หมายถึง ไมJพิจารณากําลังการทดสอบของสถิติทดสอบ 
เน่ืองจากไมJสามารถควบคุมความนJาจะเป]นของความผิดพลาดแบบท่ี 1 ได� 
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ตารางท่ี 4  สถิติทดสอบท่ีมีกําลังการทดสอบสูงท่ีสุดของการแจกแจงปรกติ การแจกแจงยูนิฟอร7ม และการแจกแจง
ลาปลาซ ท่ีระดับนัยสําคัญ 0.01 และ 0.05 

 

ระดับ
นัยสําคัญ 

รูปแบบ 
การแจกแจง 

ขนาด
ตัวอยJาง 

คJานอนเซนทรัลลิตี้พารามเิตอร7 (ϕ ) 
1.25 2.87 6.13 

 
 
 
 

0.01 

 
ปรกต ิ

10 MB B, MB MB 
30 B B, MB B, MB, J 
60 B B, MB, BA, MBA, J, MJ B, MB, BA, MBA, J, MJ 

 
ยูนิฟอร7ม 

10 MJ MJ MJ 
30 MJ BA, J, MJ BA, J, MJ 
60 BA, J, MJ BA, J, MJ BA, J, MJ 

 
ลาปลาซ 

10 MBA MBA MBA 
30 MBA MBA BA, MBA 
60 BA BA, MBA BA, MBA 

 
 
 
 

0.05 

 
ปรกต ิ

10 MB MB MB 
30 B B, MB, BA, MBA, J, MJ B, MB, BA, MBA, J, MJ 
60 B, MB B, MB, BA, MBA, J, MJ B, MB, BA, MBA, J, MJ 

 
ยูนิฟอร7ม 

10 MJ MJ MJ 
30 J, MJ BA, MBA, J, MJ BA, MBA, J, MJ 
60 BA, MBA, J, MJ BA, MBA, J, MJ BA, MBA, J, MJ 

 
ลาปลาซ 

10 BA BA, MBA BA 
30 BA BA BA 
60 MJ BA, MBA BA, MBA, J, MJ 

 
กรณี ยกเว�นกรณีขนาดตัวอยJาง 60 เมื่อ ϕ  = 1.25 
ขณะท่ีสถิติทดสอบ BA จะมีกําลังการทดสอบสูงท่ีสุด
เทียบเทJาสถิติทดสอบ MBA กรณีขนาดตัวอยJาง 30 
เมื่อ ϕ  = 6.13 และกรณีขนาดตัวอยJาง 60 ทุกคJา ϕ  

4.2.2 ท่ีระดับนัยสําคัญ 0.05 
จากตารางท่ี 4 พบวJาเมื่อประชากรมี

การแจกแจงปรกติ สถิติทดสอบ MB มี กําลังการ
ทดสอบสูง ท่ีสุดเกือบทุกกรณี ยกเว�นกรณีขนาด
ตัวอยJาง 30 เมื่อ ϕ  = 1.25 ขณะท่ีสถิติทดสอบ B มี

กําลังการทดสอบสูงท่ีสุดเกือบทุกกรณี ยกเว�นกรณี
ขนาดตัวอยJาง 10 ทุกคJา ϕ  เมื่อขนาดตัวอยJาง 30 
และ 60 ϕ  = 2.87 และ 6.13 สถิติทดสอบทุกตัวมี
กําลังการทดสอบสูงท่ีสุด สําหรับการแจกแจงยูนิฟอร7ม 
สถิติทดสอบ MJ มีกําลังการทดสอบสูงท่ีสุดทุกกรณี 
ขณะท่ีสถิติทดสอบ J มีกําลังการทดสอบสูงท่ีสุดเกือบ
ทุกกรณี ยกเว�นกรณีขนาดตัวอยJาง 10 ทุกคJา ϕ  สJวน
สถิติทดสอบ BA และ MBA จะมีกําลังการทดสอบสูง
ท่ีสุดเทียบเทJาสถิติทดสอบ MJ และ J กรณีขนาด



ป�ที่ 26 ฉบับที ่1 มกราคม - กุมภาพันธ� 2561                                                              วารสารวิทยาศาสตร�และเทคโนโลยี 

 89

ตัวอยJาง 30 เมื่อ ϕ  = 2.87 และ 6.13 และกรณีขนาด
ตัวอยJาง 60 ทุกคJา ϕ   สําหรับการแจกแจงลาปลาซ 
สถิติทดสอบ BA มีกําลังการทดสอบสูงท่ีสุดทุกกรณี 
ยกเว�นกรณีขนาดตัวอยJาง 60 เมื่อ ϕ  = 1.25 ขณะท่ี
สถิติทดสอบ MBA จะมี กําลังการทดสอบสูงท่ีสุด
เทียบเทJาสถิติทดสอบ BA กรณีขนาดตัวอยJาง 10 เมื่อ 
ϕ  = 2.87 และกรณีขนาดตัวอยJาง 60 เมื่อ ϕ  = 2.87 
และ 6.13 สJวนสถิติทดสอบ MJ มีกําลังการทดสอบสูง
ท่ีสุด เพียงวิธีเดียวเทJาน้ัน กรณีขนาดตัวอยJาง 60 เมื่อ 
ϕ  = 1.25 นอกจากน้ีสถิติทดสอบ MJ J และ MBA จะ
มีกําลังการทดสอบสูงท่ีสุดเทียบเทJาสถิติทดสอบ BA 
กรณีขนาดตัวอยJาง 60 เมื่อ ϕ  = 6.13 
 

5. สรุปผลการวิจัย 
งานวิจัยครั้งน้ีต�องการทดสอบความเทJากันของ

ความแปรปรวนของสามประชากร กรณีท่ีประชากรมี
การแจกแจงปรกติ สถิติทดสอบปรับแก�ของบาร7ตเลต 
(MB) เป]นสถิติทดสอบท่ีดีท่ีสุด เมื่อขนาดตัวอยJางมี
จํานวนไมJมากและทุกระดับอัตราสJวนของความ
แปรปรวน และสถิติทดสอบตัวอ่ืน ๆ เป]นสถิติทดสอบ
ท่ีดีท่ีสุดเทียบเทJาสถิติทดสอบปรับแก�ของบาร7ตเลต 
(MB) เมื่อขนาดตัวอยJางมีจํานวนมากข้ึน สําหรับกรณีท่ี
ประชากรมีการแจกแจงยูนิฟอร7ม สถิติทดสอบปรับแก�
ของแจ็คไนฟH (MJ) เป]นสถิติทดสอบท่ีดีท่ีสุด สําหรับ
กรณีท่ีประชากรมีการแจกแจงลาปลาซ สถิติทดสอบ
ปรับแก� ของ บ็อกซ7  -  แอนเดอร7 สั น  (MBA) ส ถิติ
ทดสอบบ็อกซ7 - แอนเดอร7สัน (BA) เป]นสถิติทดสอบท่ี
ดีท่ีสุด ซ่ึงข้ึนอยูJกับระดับนัยสําคัญ 
 

6. ข�อเสนอแนะ 
งานวิจัยครั้งน้ีสามารถนําไปประยุกต7ใช�ในการ

เลือกสถิติทดสอบท่ีเหมาะสมสําหรับทดสอบภาวะ
ความเทJากันของความแปรปรวนกับประชากรท่ีมีการ

แจกแจงปรกติ ยูนิฟอร7ม และลาปลาซ นอกจากน้ียัง
สามารถนําไปศึกษาตJอเมื่อประชากรมีการแจกแจงใน
รูปแบบอ่ืน ๆ และศึกษาในกรณีท่ีมีคJานอนเซนทรัลลิตี้
มากข้ึน ได�แกJ 7, 8, 9 หรือมากกวJา  
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