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Abstract

In this study, an efficiency comparison of diabetes prediction were determined and tested
against real data obtained from a hospital, and their prediction efficiencies were compared. The
tested classification methods were the following: (1) k-nearest neighbor method using IBk algorithm,
(2) decision tree method using J48 algorithm, (3) artificial neural network method using multilayer
perceptron algorithm, (4) support vector machine method using polynomial kernel, (5) binary
logistic regression method, and (6) Naive Bayes method. The following performance values were

employed: accuracy, mean absolute error (MAE), and mean square error (MSE). The important
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results are as follows. The artificial neural network method showed the best accuracy, MAE, and

MSE at 95.94 %, 0.0491 and 0.0396 respectively. Then the artificial neural network method offered

the best efficiencies in prediction method for diabetes.

Keywords: k-nearest neighbor method; decision tree method; artificial neural network method;

support vector machine method; binary logistic regression method; Naive Bayes method
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A19199 14 waludiuveIniugniednese
azdunluLAaEAINDUIINNIS
Muren1sidulsauiminualeds

nsannegladafiniuu 2 nau

TP rate | FP rate | Precision | Recall |F-measure| Class

0.991 | 0.750 0.950 0.991 0.970 negative

TN rate|FN rate| Precision | Recall |F-measure| Class

0.250 | 0.009 0.667 0.250 0.364 positive

A15197 14 drususineuliifu
15ALUI121U (class = negative) A19RT 1AM
QNABAUTIVIN = 0.991 ABNTIAIURANAIALTS
U3n = 0.750 AIANLLUET = 0.950 ATANNTEAN
= 0.991 UA¥AIANNGIAA = 0.970 dIUAINOY

a0 W

Wulsawmnu (class = positive) dA18ns1A2
gnFBATIaY = 0.250 ANRTIANURAN AR

0.667 ANAINUTLAN

= 0.009 ArANLIUET =
= 0.250 UagA1ANEma = 0.364
M131991 15 Adaya 123 AU AILUY

ansnviunedeyalagneies 116 Au laedidiuiu
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Fayanduwungnin lidulsemuiniiu 114 au
wazdwiudoyandiuungnindulsauiniu 2
A ssuuviwedeyaligndes 7 au Tnefiduiu
Toyaduuninindulsauinu Smaiuiase

v ] ° v P
wiliilulsauinanu 1 au uwagduiuteyad
FruwunAndnliidulsauimu Jamaiuiasauwds

Wulsawmanu 6 au

A15199 15 NAlUAIUVBLURSNTANUAUAUIN
AsviuensulsauInIuse3s

nsanneeladasn 2 ngu

KansaLunnlulsawIIu
aitdu 1Hu
wad | Ty 114 1
wiese | 1u 6 2

3.1.6 I5UNBNLLE

M13199 16 HaludILYeINITATUNaIINNITIUIY

< 1 ac a L3
M UUlsALUININUAIEToUDNLUE

Correctly classified instances| 115 | 91.0569 %
Mean absolute error 0.1325
Mean squared error 0.0877

337 16 Tagandeyadau 123
AW Mureteyagnaesdiuiu 112 au Andy
91.0569 % fiA1ALAAIALARBUALYTAlLRAY
(MAE) 8 0.1325 FsilAAoudnetion wansinad
WuglalndiAssiuafiuriasmeauais uazilan
AuAAIALAADUREsdaads (MSE) fie 0.0877
Fafletosunn WEAIIFILUUTIANGNADA

m131991 3.17 dmSudineuliiidu

15ALUINIU (class = negative) AN T1AIM

203

QNABAUTIVIN = 0.930 AENIIAURANAIALTS
U3n = 0.375 AIANLLUET = 0.973 ATANTEAN
= 0.930 ULarA1IANNNINAE = 0.961 dIUAIRDY
Wulsawmnu (class = positive) dA18ns1Au
ANABAUTIAU = 0.625 A1BNTIANURANAIALTIAY
= 0.070 A1AINLAUET = 0.385 ATAIUTEAN

= 0.625 UagA1ANENG = 0.476

A15199 17 waludiuvesadugnAededsiy
avLdunlunragAInBUIINAIS
Aurenisidulsauinnualeds

Y1anLug

TP rate

0.930

FP rate

0.375

Precision

0.973

Recall

0.930

F-measure

0.961

Class

negative

TN rate

0.625

FN rate

0.070

Precision

0.385

Recall

0.625

F-measure

0.476

Class

positive

A15199 18 HaludIuveuunsNgANUFUAUIN

nsvunensidulsAuI I UsIEIS

Y1anLug
nan1saunnIsdulsAIIU
Tadvfu WJu
wan | Ty 107 8
wiasa | 1oy 3 5

M15199 18 ddoya 123 AU AIUUY

ansavihneteyaldgnies 112 au lagdiduiu

v d'

Joyandwungnililulsaunanu 107 au uay
rurudeyandwungnindulsaiuimaiu 5 au
Iuuuiunedeyaligndes 11 au lneddiuiu

JauaNnIwuninInJulsAL UMY FINaNLNAS

Y

waadulsaumnu 8 au wagdwaudaya 9

Fwunfinliidulsmuvnuy Fananuiasawad
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Wulsawmnu 3 au
3.2 nan1si3euiiisudszansnanlunis
NUEHAYRIITNTTMUNNEGY
nswSeuisuysednsaanlunisg
Pureran1siansann1silulsawunmiu sening

aa a aa

saulnaidesiuniniige Iedulddnduls 35

lassneUszamiiien TBdunesanmnosuusdu
Wnsannesladafniuu 2 nau wazizurdug
TasfiansananAinnugndes AMANuAaIRAREY
duysolladsuazAnunaiairdeuiidsaoaiade

loNanmIs197 19

A157991 19 wansi3euiiisulszansamlunsvueraresisnisduunngulunisiiansannisidu

TSAUNNITUNG 6 TT

mMswSeuiisulszdnsnmlunis | Armugnees AAnuAAIAIAGEY | A1AuAATRLAREY
MMugKa (accuracy) duysaliads (MAE) | Mdsaesiade (MSE)
Feulndifssiuniian 87.80 % 0.1228 0.1212
Wwauldlidndula 93.50 % 0.1137 0.0515
WlassneUszamiiion 95.94 % 0.0491 0.0396
FBEnwesanmesuTTY 93.50 % 0.0650 0.0650
WBnsannesladafnuuy 2 nay 94.31 % 0.0910 0.0400
Wudnug 91.06 % 0.1325 0.0877

A15199 19 WUINITLATIV8UTEEN
WiguilA1ANgNABININanfie 95.94 % a1
ANUARIAMARLALY Tl LAEALARIALAT DY

Y =

fdeansadudosiigniio 0.0491 uay 0.0396

o w

AUEFY wandndinunalnAfoutoiian

fauIslAssNgUsra s useansanlunng

MuneNaniian

4. #3UNaN1533y 8AUTIINANIIY LA

STRIGITHISIE
4.1 #3UNan15IY
N5USEUgUUTEANSAITNANSYITUNY
HavadIsN1ITIUUANGY 6 35 lun1siasanis
L“f;luiimmmﬂulé’maaqﬂﬁdﬁ
4.1.1 WlaswneUssamiiisudainig

QNABINTIAARAD 95.94 %

204

4.1.2 Blassnglsyaifisudaining
ﬂammﬁaué’uymﬁmﬁa LATAIILARIALAT DY
fdsasaadtesiian Ao 0.0491 uay 0.0396
ANAIRU

FahATlaseneUsvamiflouiiussans-
mwsl.uﬂﬁﬁ’mwwaﬂmﬁukﬂmemﬁﬁqm

4.2 8AUTIUNANTTIVY
Nan1sANYINISIUTYULBUUSEENG-
anlunisirunesanisidulsauininy g
#31500131NAIAIUYNF B WUT1ITIATIUNEY
‘Uizm‘wLﬁ&mﬁﬂwﬁw%mwiumiﬁmwwaaﬁqm

FalnaganmaasnuwIdelu [12] Aladnwses

ﬂ’]ie,]Lﬂi’]%ﬁ{jﬁ]ﬁﬁlLa“ﬁlﬁ%@ﬂiiﬂw’m’)’m Tagfuuu

a

nldAnwrAefaLUY Back-propagation, Neural
networks, Radial basis, Function network tha g

flUU Naive Bayes Han1sanwnandliliuingm
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WUU Back-propagation wag Neural Networks 1#
wadmsATmugndenniian fliasonadoaiy
NuiToves vty wavaney [13] idnw1nis
Aasgideyamudssveansdulsaneuiinde
wailalaswisUszamiisnLuunatedusau iy
FuneuiBnisFeudiuuunsdoundu nuinnaie
TnsseUsvamiisnuuunansdusiufuduneu
WnsBeudiuuwnsgaunduinugnasannnd
Seuay 90 wazanunsarnlulguseneunisindula
%@GQJU"JHL‘WBLi?%Uﬂ?i%ﬂwﬂﬁgﬁLLﬁiLéuéljulﬁ
uananisslinadenadosiuanuidoves auu
five] wardans [14] Afnwnsiaseinnudes
voansidutalsamemaiialaseinguseamiiey
wuinmedalassgneUssamiionuuunaisdu
ﬁwﬁ’u%umu%%miﬁauit,LuuLLwﬁé’auﬂé'UL%
JuundeyagUle laun deyasinis Ysedng
Julspvesaundnlunseunds wazilededesiiting
sensilutalsn anramsiassinuIianist
fanugnaesidiudnazannsatluldusenau
n1ssnaulavesfUasifiedrsunisfnudaud
syozusnvealsale
drunisilssuiivulszansnanlu
asyuenansiulsainulagiaisanain
ArAuAaIalAdeuduysalindsuazaiiunain
Wi dsdeady nuiislasneUsyaiiion
ﬁmmmmamLﬂﬁauﬁugiﬁﬁm?{aLLazmmwmm
Lﬂgauﬁﬂé’qaauaﬁaﬁaaﬁqm FeiuazlAsene
Uszamiiteuiiusgdnsawlunsviunenadiiiae
Feannndastuteyalsnlndodilaeliisdumedn-
nntreshuvdukaslaswigussamiiion 910
A1sANYINUINIB AT Ussaiiauiiusyans-

| ad o s

awlunisiruienalannindsdnnesainmas-

wuyTU [15] ualinansetuiunuideves algydl

205

wazAMy [16] wag g33v3 [17] AIMuITin1sauwun
naundivsyansamlunisvitunenainanloeg

WIEULBUIINAIAIILARINLARBUNIAIFD LAY

'
a =

Ao Bauldsnduls Feenatianudululsiiiesnin

TusAdeilddeuaiioasasien As Jayaniswu

U U
(%

Tsauvnu dlddeyadnuiunaneisesuaziiuls
aglunguifeaiuenslinaaenadesiuniining
Dululel

4.3 YpLauDuu

v
o A

Juil
Ju

TsAL UM UINTL Walin1sYinunedusEanSamw

4.3.1 s lalunisaud

Vulieediunilaveani1sfiansuinist

Wty msiiusulsiieated 4 8n

4.3.2 ilelinaasunseunguninawang
Wiudu mrsesAnenisey q Mdumaianisiin
willesdayalunisiuunnguinilouiu 1y 3551
ng) (Base-rule method) 38TAs9918AILLTOVRY
wél@eu (Bayesian belief network method)

4.3.3 viellfdeasurestanisiiasi
Foyaiifanuauysahnntu 19e19eeldsane i
Uszinndu 9 Tag3senulndifeetuniniigadad
daneo3viu KStar way LWL 35dAulddnduladl
dane371u Decision stump, LMT, Random forest,
Random tree Wag REP tree waz ID3 35lAT997
Usvanniiguanunsaivuad1dnsInsiseusuay
Alulusufiazidoauiniundnia e1afivun
$rautugeuninit 1 Juld warenadfiusiuau
spunsaeulfunTu 19U 100,000 50U Lards
FnwesalnaesLutulidanesyiu SMO wagld
flafifuimasiua (Kemel function) wuudy 9 leun
Normalized poly Kernel, Radial basis function

Kernel, Sigmoid Kernel wag Puk
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