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บทคัดย3อ 
งานวิจัยน้ีมีวัตถุประสงค�เพ่ือนําเสนอวิธีการเลือกพารามิเตอร�การปรับสําหรับวิธีการถดถอยแบบลาสโซB โดย

ใชEการตรวจสอบขEอบังคับเบ้ืองตEนของการวิเคราะห�การถดถอย และเปรียบเทียบผลท่ีไดEกับการเลือกพารามิเตอร�
ปรับจาก 2 วิธี ท่ีใชEกันอยBางแพรBหลายสําหรับการถดถอยแบบลาสโซB ไดEแกB วิธีการตรวจสอบไขวE และวิธีการใชE
เกณฑ�ขEอสนเทศของเบส� โดยจําลองขEอมูลใหEครอบคลุมกับเหตุการณ�ท่ีอาจกBอใหEเกิดปKญหาเก่ียวกับขEอบังคับเบ้ืองตEน
ของการถดถอยท้ังหมด 6 กรณี เนEนไปท่ีการเกิดปKญหาฟKงก�ชันการถดถอยไมBเปOนเชิงเสEนและปKญหาคBาความ
แปรปรวนของคBาความคลาดเคลื่อนมีคBาไมBคงท่ี สําหรับเกณฑ�ท่ีใชEวัดประสิทธ์ิภาพของผลท่ีไดEจากการวิเคราะห�การ
ถดถอยดEวยพารามิเตอร�ปรับจากวิธีตBาง ๆ ไดEแกB อัตราความผิดพลาดในการตรวจจับเชิงบวก อัตราความผิดพลาดใน
การตรวจจับเชิงลบ คBาคลาดเคลื่อนจากการพยากรณ� และคBาคลาดเคลื่อนของสัมประสิทธ์ิการถดถอย ผลการศึกษา
การจําลองขEอมูลพบวBาวิธีการตรวจสอบขEอบังคับเบ้ืองตEนของการวิเคราะห�การถดถอยใหEอัตราความผิดพลาดในการ
ตรวจจับเชิงบวกต่ําท่ีสุด วิธีการตรวจสอบไขวEใหEอัตราความผิดพลาดในการตรวจจับเชิงลบต่ํากวBาอีก 2 วิธี 
นอกจากน้ีวิธีการตรวจสอบขEอบังคับเบ้ืองตEนของการวิเคราะห�การถดถอยและวิธีการตรวจสอบไขวE ไมBมีวิธีใดวิธีหน่ึง
ท่ีเหมาะสมกวBาอยBางเดBนชัดกวBากัน เมื่อพิจารณาจากคBาคลาดเคลื่อนของการพยากรณ�และสัมประสิทธ์ิการถดถอย 
จากการวิเคราะห�กับขEอมูลจริง โดยใชEขEอมูลไมโครอะเรย�ในโรคอัลไซเมอร� ยังพบอีกวBาวิธีการตรวจสอบขEอบังคับ
เบ้ืองตEนของการวิเคราะห�การถดถอยมีความเหมาะสมมากกวBาอีก 2 วิธี 

 

คําสําคัญ : ขEอมูลท่ีมีมิติสูง; การถดถอยแบบลาสโซB; พารามิเตอร�การปรับ; การตรวจสอบขEอบังคับเบ้ืองตEนของการ
วิเคราะห�การถดถอย; การตรวจสอบไขวE; เกณฑ�ขEอสนเทศของเบส� 

 

Abstract 
This research is aimed to propose a method to select a tuning parameter for lasso regression 

by using regression diagnostics. Here we compare the results with the two popular approaches in 
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lasso tuning parameter selection including cross-validation and Bayesian Information Criteria. 
Simulation studies in 6 cases emphasizing on violation of the linearity and homoscedasticity 
assumptions were carried out. The performance of three methods are compared in terms of false 
positive rate, false negative rate, prediction error, and estimation error. Our simulation studies show 
that regression diagnostics approach yields the lowest false positive rates while cross-validation 
method provides the lower false negative rates. In addition, regression diagnostics and cross-
validation methods are comparable in terms of prediction error and estimation error. For the real 
data analysis, we applied all three methods with the Alzheimer's disease microarray data set. The 
results show that regression diagnostics is the most appropriate methods.  

 

Keywords: high-dimensional data; lasso regression; tuning parameter; regression diagnostics; cross-
validation; Bayesian information criteria 

 
1. บทนํา 

การวิเคราะห�การถดถอยเชิงเสEนเปOนกระบวน-
การทางสถิติท่ีใชEในการวิเคราะห�ขEอมูล เพ่ือหาความ 
สัมพันธ�ของตัวแปร 2 ประเภท คือ ตัวแปรอิสระและ
ตัวแปรตาม นอกจากน้ียังสามารถใชEพยากรณ�คBาของ
ตัวแปรตามเมื่อทราบคBาความสัมพันธ�ของขEอมูลท่ีหาไดE
จากการประมาณคBาสัมประสทิธ์ิการถดถอยของตัวแปร
อิสระแตBละตัวดEวยวิธีกําลังสองนEอยสุด (ordinary 
least squares method) การวิเคราะห�น้ีมีขEอจํากัด
อยูBหลายประการ และขEอจํากัดท่ีสําคัญประการหน่ึง 
คือ สามารถวิเคราะห�ไดEกับขEอมูลท่ีมีขนาดตัวอยBาง
มากกวBาจํานวนตัวแปรอิสระเทBาน้ัน หากขEอมูลท่ีนํามา
วิเคราะห�มีขนาดตัวอยBางนEอยกวBาจํานวนตัวแปรอิสระ 
จะเรียกขEอมูลประเภทน้ีวBาขEอมูลท่ีมีมิติสูง และจะไมB
สามารถประมาณคBาสัมประสิทธ์ิการถดถอยไดEดEวยวิธี
กําลังสองนEอยสุด นอกจากน้ียังอาจเกิดปKญหาตัวแปร
อิสระมีความสัมพันธ�กันเองสูง ซ่ึงจะสBงผลใหEการ
พยากรณ�เกิดความผิดพลาดสูง และปKญหาในการแปร
ผลลัพธ�ของตัวแบบท่ีไดEอีกดEวย [1] 

การวิเคราะห�ขEอมูลท่ีมีมิติสูงจะนิยมใชE วิธี 
penalized regression ซ่ึ ง เ ปO น วิ ธี ท่ี เ พ่ิ ม  penalty 

term เขEาไปในสมการท่ีใชEประมาณคBาสัมประสิทธ์ิการ
ถดถอย ซ่ึงจะอยูBในรูปของการดําเนินการทางคณิต-
ศาสตร�ตBอคBาสัมประสิทธ์ิการถดถอยและถูกถBวง
นํ้าหนักโดยคBาพารามิเตอร�ท่ีเรียกวBาพารามิเตอร�การ
ปรับ (tuning parameter) วิธี penalized regression 
ท่ีเปOนท่ีรูE จักและนิยมใชEกันอยBางแพรBหลาย คือ วิธี 
least absolute shrinkage and selection 
operator หรือลาสโซB ท่ีเสนอโดย Tibshirani [2] เพ่ือ
คัดเลือกตัวแปรอิสระเขEาสูBตัวแบบและประมาณคBา
สัมประสิทธ์ิการถดถอยในคราวเดียวกัน โดยการบีบคBา
สัมประสิทธ์ิบางตัวใหEเปOนศูนย� [1,2] 

การวิเคราะห�การถดถอยลาสโซBน้ัน การหา
คB าพารามิ เ ตอร� การปรับ  ( tuning parameter) ท่ี
เหมาะสมเปOนอีกหน่ึงประเด็นสําคัญท่ีตEองคํานึงถึง 
เ น่ืองจากอาจสBงผลในเรื่องของการพยากรณ�ไดE  
โดยท่ัวไปการหาคBาพารามิเตอร�การปรับจะนิยมใชE
วิธีการตรวจสอบไขวE (cross-validation, CV) เพ่ือลด
ความผิดพลาดจากการทํานาย นอกจากน้ียังมีการ 
ศึกษาท่ีพบวBาวิธีเกณฑ�ขEอสนเทศของเบส� (Bayesian 
information criterion, BIC) เปOนอีกหน่ึงวิ ธี ท่ี ใชE ใน
การประมาณคBาพารามเิตอร�การปรบัไดEอยBางมีประสิทธิ 
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ภาพเชBนกัน [5] 
การทบทวนวรรณกรรมท่ีผBานมายังไมBพบวBามี

การตรวจสอบขEอบังคับเบ้ืองตEนของการวิเคราะห�การ
ถดถอยท้ัง 4 ขEอ ไดEแกB (1) การตรวจสอบฟKงก�ชันการ
ถดถอยเชิงเสEน (2) การตรวจสอบความแปรปรวนของ
คBาความคลาดเคลื่อนมีคBาคงท่ี (3) การตรวจสอบคBา
ความคลาดเคลื่อนมีการแจกแจงปกติ และ (4) การ
ตรวจสอบคBาความคลาดเคลื่อนเปOนอิสระตBอกัน 
หลังจากการวิเคราะห�การถดถอยดEวยวิธีลาสโซB ผูEวิจัย
จึงสนใจศึกษาเก่ียวกับประเด็นน้ี โดยวิธีการท่ีผูEวิจัย
เสนอวิธีหาคBาพารามิเตอร�การปรับเพ่ือหลีกเลี่ยงการ
เกิดการละเมิดขEอบังคับเบ้ืองตEน คือ การพิจารณาจาก
การตรวจสอบขEอบังคับเบ้ืองตEนท้ัง 4 ขEอ เปOนหลัก โดย
เลือกชBวงของคBาพารามิเตอร�การปรับท่ีกBอใหEเกิดการ
ละเมิดขEอบังคับเบ้ืองตEนของการวิเคราะห�การถดถอย
นEอยท่ีสุด 
 

2. วิธีการวิจัย 
2.1 การตรวจสอบเง่ือนไขของการวิเคราะห(

การถดถอย 
การวิเคราะห�การถดถอยเปOนวิธีทางสถิติท่ี

ใชEในการศึกษาความสัมพันธ�ระหวBาง 2 ตัวแปร หรือ
มากกวBา 2 ตัวแปร โดยจะพิจารณาการพยากรณ�ตัว
แปรท่ีสนใจ ซ่ึงเรียกวBาตัวแปรตาม (dependent 
variable) จากตัวแปรอีกตัวหน่ึง หรือตัวแปรอีกกลุBม
หน่ึง หรือ ท่ี เรียกวBาตัวแปรอิสระ ( independent 
variable) โดยมีตัวแบบการถดถอยอยูBในรูป [4] 

�� = ����� + �����+. . . +�
��
 + ��; � = 1,2, … , � (1) 
เมื่อ �� และ �� แทนคBาสังเกตท่ี � ของตัวแปรตามและ
ตัวแปรอิสระตามลําดับ เมื่อ �� = ���, ���, … , ��
 โดย
ท่ี ��  เปOนคBามาตรฐาน (standardize) และ �� เปOนคBา
ศูนย�กลาง (centering); �� แทนคBาสัมประสิทธ์ิการ
ถดถอยของตัวแบบเมื่อ  � = 1,2, … , �; �� แทนคBาความ 

คลาดเคลื่อน โดย ��
 ���~ �(0, ����) 

โ ด ย ท่ั ว ไ ป ก า ร ห า คB า ป ร ะ ม า ณ ข อ ง
สัมประสิทธ์ิการถดถอยจะหาไดEจากวิธีกําลังสองนEอย
สุด หาไดEจาก 

� = argmin
&

'� − ∑ ����

�*� '�              (2) 

ซ่ึงจะมีการตรวจสอบเง่ือนไขท้ังหมด 4 ขEอ 
ไดEแกB 

(1) การตรวจสอบฟKงก�ชันการถดถอย
เชิงเสEน ทําไดEโดยพิจารณาจากแผนภาพการกระจาย
ระหวBางตัวแปรอิสระและตัวแปรตามเพ่ือดูแนวโนEม
ของขEอมูลเปOนเสEนตรงหรือไมB หรือพิจารณาจาก
แผนภาพการกระจายระหวBางคBาเศษเหลือ (residual) 
และคBาพยากรณ� (fitted value) วBาเปOนไปอยBางสุBม
หรือไมB หากมีการเพ่ิมข้ึนหรือลดลงอยBางมีรูปแบบ 
แสดงวBาฟKงก�ชันการถดถอยไมBเปOนเชิงเสEน [4] 

(2) การตรวจสอบความแปรปรวนของ
คBาความคลาดเคลื่อนมีคBาคงท่ี ทําไดEโดยพิจารณาจาก
แผนภาพการกระจายระหวBางคBาเศษเหลือและคBา
พยากรณ�วBาเปOนไปอยBางสุBมหรือไมB หากมีลักษณะเปOน
รูปคลEายลําโพง แสดงวBาความแปรปรวนของคBาความ
คลาดเคลื่อนมีคBาไมBคงท่ี หรือทดสอบ ไดEแกB Brown-
Forsythe test, Breusch-Pagan test เปOนตEน [4-6] 

(3) การตรวจสอบคBาความคลาดเคลื่อน
เปOนอิสระตBอกัน ในกรณีท่ีเก็บรวบรวมขEอมูลตามลําดับ
เวลา ทําไดEโดยพิจารณาจากแผนภาพการกระจาย
ระหวBางคBาเศษเหลือและเวลาวBาเปOนไปอยBางสุBมหรือมี
การเพ่ิมข้ึนหรือลดลงในลักษณะวัฏจักร หากเห็น
ความสัมพันธ�ระหวBางคBาสBวนเหลือกับเวลามีลักษณะ
เพ่ิมข้ึนและลดลงเปOนวัฏจักร แสดงวBาเกิดปKญหาคBา
ความคลาดเคลื่อนไมBเปOนอิสระตBอกัน หรือทดสอบ 
ไดEแกB Runs test, Durbin-Watson test เปOนตEน [4-6] 

(4) การตรวจสอบคBาความคลาดเคลื่อน
มีการแจกแจงปกติ ทําไดEโดยพิจารณาจากแผนภาพ
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การกระจายระหวBางคBาเศษเหลือและคBาคาดหวังของ
คBาสBวนเหลือโดยมีขEอสมมติวBา ถEาการแจกแจงของคBา
ความคลาดเคลื่อนมีการแจกแจงปกติแลEว กราฟจะเปOน
ลักษณะเสEนตรง หรือทดสอบ ไดEแกB  Kolmogorov-
mirnov test, Shapiro-wilk test, Lilliefors test 
เปOนตEน [4-6] 

2 . 2  ก า ร ถ ด ถ อ ย แ บ บ ล า ส โ ซ3  ( least 
absolute shrinkage and selection operator, 
Lasso)        

วิธีลาสโซBถูกเสนอโดย Tibshirani [2] ซ่ึง
พัฒนาข้ึนเพ่ือใชEในการวิเคราะห�การถดถอยสําหรับ
ขEอมูลท่ีมีมิติสูง (� > �) โดยการบีบใหEคBาสัมประสิทธ์ิ 
�� สBวนใหญBเปOนศูนย� และ �� บางสBวนไมBเทBากับศูนย� 
(sparse estimator) ดังน้ันวิธีน้ีจะสามารถเลือกตัว
แปรเขEาสูBตัวแบบและประมาณคBาสัมประสิทธ์ิ �� ไดEใน
คราวเดียวกัน ซ่ึงจะสามารถหาคBาประมาณ �� ไดEดังน้ี 
[1,2] 

� = argmin
&

'� − ∑ ����

�*� '� + , ∑ -��-


�*�      (3) 

อยBางไรก็ตาม การวิเคราะห�การถดถอย
ดEวยวิธีน้ียังมีขEอจํากัดอีกเล็กนEอย น่ันคือ วิธีลาสโซB
สามารถเลือกตัวแปรเขEาสูBตัวแบบไดEมากท่ีสุดเทBากับ
จํานวนของคBาสังเกต � ตัว และหากตัวแปรอิสระมี
ความสัมพันธ�กันสูง วิธีลาสโซBมีแนวโนEมท่ีจะเลือกตัว
แปรเพียงตัวเดียวจากกลุBมตัวแปรน้ัน ๆ ดังน้ันหาก
ขEอมูลท่ีนํามาวิเคราะห�มีจํานวนตัวแปรอิสระมากกวBา
ขนาดตัวอยBางมาก ๆ  หรือตัวแประอิสระมีความสัมพันธ�
กันเองสูง ตัวแบบท่ีไดEจากการวิเคราะห�ดEวยวิธีลาสโซBก็
อาจไมBมีความเหมาะสม [4] 

วิธีการเลือกพารามิเตอร�การปรับสําหรับ
การถดถอยลาสโซBท่ีใชEกันแพรBหลายมี 2 วิธี คือ วิธีการ
ตรวจสอบไขวE และวิธีเกณฑ�ขEอสนเทศของเบส� ดังน้ี 

(1 )  วิ ธีการตรวจสอบไขวE  (cross-
validation, CV) เปOนวิธีท่ีนิยมใชEกันโดยท่ัวไปในการ

หาคBาพารามิเตอร�การปรับ โดยการแบBงกลุBมของชุด
ขEอมูลออกเปOนกลุBมยBอย . จากน้ันนําขEอมูลเพียง 
. − 1 กลุBม มาทํานายกลุBมท่ีเหลืออีก 1 กลุBม ทําเชBนน้ี
ไป . ครั้ง แลEวพิจารณาคBาความผิดพลาดในการ
ทํานาย โดยท่ัวไปแลEวจะนิยมใชE . = 10 มีข้ันตอนใน
การคํานวณดังน้ี [7,8] 

(1.1) กําหนด , ใหEเปOนตัวประมาณ
แบบจุดมีคBาตBางกันไป จะไดE , ท่ีเปOนไปไดEเปOนเซตท่ี
ป ร ะ ก อ บ ไ ป ดE ว ย  ,  ท้ั ง ห ม ด  /  ตั ว  ดั ง น้ี  Λ =
1,�, … , ,23 

(1.2) แบBงกลุBมของขEอมูลท้ังหมด � ชุด 
ออกเปOน . กลุBม กลุBมละเทBา ๆ กัน 

(1.3) สําหรับ . = 1,2, … , 4 ทํานาย
ดังน้ี 

ครั้งท่ี . ใชEขEอมูลจํานวน 4 − 1 ชุด คือ 
ชุดท่ี 1 ถึงชุดท่ี 4 ใด ๆ ท่ีไมBใชBชุดท่ี .  

(ก ) ใ น แ ตB ล ะ  ,5 ; 6 = 1,2, … , / 
ประมาณคBาพารามิเตอร� 7��85 ในขEอมูลจํานวน . − 1 

ชุดท่ีเลือกมา เมื่อไดEคBาประมาณ 7��85 แลEว นําไปหาคBา
พยากรณ� 7�9�85 ของขEอมูลชุดท่ี .  

(ข) คํานวณหาคBาความผิดพลาดจาก 
:;(,5) = ∑ (�� − 7�9�85)��<�*�              (4) 
( 1 . 4 )  ใ น แ ตB ล ะ  ,5 ; 6 = 1,2, … , / 

คํานวณคBาความผิดพลาดเฉลี่ยของ ,5 จากท้ังหมด . 

ครั้ง ดังนี  
=>(,5) = �

� ∑ :;(,5)?;*�                  (5)  
(1.5) ตัว ,5 ท่ีมีคBา =>(,5) นEอยท่ีสุด 

จะเปOนพารามิเตอร�การปรับท่ีเหมาะสมท่ีสุด 
( 2)  วิ ธี เ กณฑ� ขE อสน เทศของ เ บส�  

(Bayesian information criterion, BIC) 
(2.1) กําหนด , ใหEเปOนตัวประมาณ

แบบจุดมีคBาตBางกันไป จะไดE , ท่ีเปOนไปไดEเปOนเซ็ตท่ี
ป ร ะ ก อ บ ไ ป ดE ว ย  ,  ท้ั ง ห ม ด  /  ตั ว  ดั ง น้ี  Λ =
1,�, … , ,23  
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(2.2) ใ น แ ตB ล ะ  ,5 ;  6 = 1,2, … , / 
ประมาณคBาพารามิเตอร� 7��85 และประมาณคBา BIC 
จากขEอมูลท้ังหมด โดยคํานวณจาก [2] 

@�=5 = logC�D5�E + |G5| × IJK �
� × =� (6) 

เมื่อ �D5� = GGL5 �⁄ ; =� = log log �; G5 คือ เซต 7��85 ท่ี
ไมBเทBากับ 0 

(2.3) ตัว ,5 ท่ีมีคBา @�=5 นEอยท่ีสุด จะ
เปOนพารามิเตอร�การปรับท่ีเหมาะสมท่ีสุด 

2.3 วิธีการหาพารามิ เตอร(การปรับโดย
พิจารณาจากการตรวจสอบข�อบังคับเ บ้ืองต�น 
(regression diagnostics, RD) 

งานวิจัยน้ีนําเสนอการใชEการตรวจสอบ
ขEอบังคับเบ้ืองตEนของการวิเคราะห�การถดถอยในการ
เลือกพารามิเตอร�ปรับ ซ่ึงมีรายละเอียดข้ันตอน ดังน้ี 

2.3.1 กําหนด , ใหEเปOนตัวประมาณแบบ
จุดมีคB าตBางกันไป จะไดE  , ท่ี เปOนไปไดE เปOนเซตท่ี
ป ร ะ ก อ บ ไ ป ดE ว ย  ,  ท้ั ง ห ม ด  /  ตั ว  ดั ง น้ี  Λ =
1,�, … , ,23 

2.3.2 ในแตBละ ,6 ; 6 = 1,2, … , / วิเคราะห�
การถดถอยลาสโซB 

2 . 3 . 3  ใ น แ ตB ล ะ  ,5  ;  6 = 1,2, … , / 
ตรวจสอบขEอบังคับเบ้ืองตEนของการถดถอย โดยมี
เกณฑ�ในการตัดสินใจดังน้ี (1) การตรวจสอบฟKงก�ชัน
การถดถอยเชิงเสEน พิจารณาจาก residuals plot และ
คBาสหสัมพันธ�ระหวBางคBาเศษเหลือและคBาพยากรณ� (N) 
(2) การตรวจสอบความแปรปรวนของคB าความ
คลาดเคลื่อนมีคBาคงท่ี ใชE Breusch-Pagan test      (3) 
การตรวจสอบคBาความคลาดเคลื่อนเปOนอิสระตBอกัน ใชE 
Runs  test แ ล ะ  ( 4 )  ก า ร ต ร ว จ ส อ บ คB า ค ว า ม
คลาดเคลื่อนมีการแจกแจงปกติ ใชE Shapiro-wilk test 
ท่ีระดับนัยสําคัญ 0.05 

2.3.4 ตัว ,5 ท่ีไมBปฏิเสธสมมติฐานหลักของ
การตรวจสอบความแปรปรวนของคBาความคลาด 

เคลื่อนมีคBาคงท่ี การตรวจสอบคBาความคลาดเคลื่อน
เปOนอิสระตBอกัน การตรวจสอบคBาความคลาดเคลื่อนมี
การแจกแจงปกติ และมีคBาสหสัมพันธ�ระหวBางคBาเศษ
เหลือและคBาพยากรณ� (N) นEอยท่ีสุดจะเปOนพารา-
มิเตอร�การปรับท่ีเหมาะสมท่ีสุด 

 
3. ผลวิจัยจากการจําลองข�อมูล 

จําลองขEอมูลแบบตัดขวาง (cross-sectional 
data) ใหEมีสถานการณ�ท่ีกBอใหEเ กิดปKญหาเก่ียวกับ
เง่ือนไขการถดถอย โดยเนEนไปท่ีการเกิดปKญหาฟKงก�ชัน
การถดถอยไมB เปO น เ ชิ ง เสEนและปKญหาคB าความ
แปรปรวนของคBาความคลาดเคลื่อนมีคBาไมBคงท่ี โดย
กําหนดขนาดตัวอยBาง (�) เทBากับ 100 และจํานวนตัว
แปรอิสระ (�) เทBากับ 1,000 

3.1 กรณีท่ี 1 : Normal ใหE �� = ���� + �� 

เมื่อ ��  ���~  �(0,1),  �� = O1.5 ; � = 1, . . ,25
  0  ;  อ่ืนๆ               และ 

��  ���~  �C0, �
E โดยท่ี �� = ���, ���, … , ��
 สําหรับ � =
1,2, … , � ; � = 1,2, … , � 

สําหรับกรณีท่ี 2-4 เปOนการจําลองขEอมูลใหE
เกิดปKญหาคBาความแปรปรวนของคBาความคลาดเคลื่อน
มีคB าไมBคง ท่ี  โดยอEางอิงการจําลองขEอมูลมาจาก 
Dezeure และคณะ [9] ดังน้ี 

3.2 กรณีท่ี 2 : Non-constant variance 
(equal correlation) ใหE �� = ���� + ��  เมื่อ
 ��  ���~  �(0,1),  
�� = O1.5 ; � = 1, . . ,25

  0  ;  อ่ืนๆ               และ  ��  ~ �C0, Σ
E; Σ�,; =
O 0.8 ; � ≠ .
   1   ;  อ่ืนๆ     โดยท่ี  �� = ���, ���, … , ��
 สําหรับ � =

1,2, … , � ; � = 1,2, … , � 

3.3 กรณีท่ี 3 : Non-constant variance 
(toeplitz) ใหE �� = ���� + �� เมื่อ ��  ���~  �(0,1), �� =
O1.5 ; � = 1, . . ,25

  0  ;  อ่ืนๆ               และ ��  ~  �C0, Σ
E โดยท่ี  Σ�,; =
0.9|�V;|, �� = ���, ���, … , ��
 สําหรับ � =
1,2, … , � ; � = 1,2, … , � 
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3.4 กรณีท่ี 4 : Non-constant variance 
(exponential decay) ใหE  �� = ���� + ��  เมือ่

 ��  ���~  �(0,1), �� = O1.5 ; � = 1, . . ,25
  0  ;  อ่ืนๆ              และ 

��  ~ �C0, Σ
E โดยท่ี (ΣV�)�,; = 0.4|�V;|/Y, �� =
���, ���, … , ��
 สําหรับ � = 1,2, … , � ; � = 1,2, … , � 

3.5 กรณีท่ี 5 : Errors in predictors ใหE 
�� = Z��� + �� เมื่อ ��  ���~  �(0,1), �� = O1.5 ; � = 1, . . ,25

  0  ;  อื่นๆ                

และ  �� = Z� + [� โดยท่ี  Z�  ���~ �C0, �
E,
[�  ���~  �C0, �
E, �� = ���, ���, … , ��
; Z� = Z��, Z��, 
… , Z�
 และ  [� = [��, [��, … , [�
 สําหรับ � =
1,2, … , � ; � = 1,2, … , � 

3.6 กรณีท่ี 6 : Latent-variable model  
ใหE  �� = 1.5Z� + 1.5Z� + 1.5Z\ + ��   เมื่อ  
 ��  ���~  �(0,1), �� = ]�^�(5.5 − �)Z�11�_�`3 +
]�^�(15.5 − �)Z�11��_�_�`3 + Z\11��_�_�Y3 + [�  โดย
ท่ี Z�, Z�, Z\ ���~  �(0,1), [� ���~  �(0,1),    �� =
��� , ��� , … , ���;  Z� = Z��, Z��, … , Z��;  Z� =
Z��, Z��, … , Z��;  Z\ = Z�\, Z�\, … , Z�\ และ  [� =
[�� , [�� , … , [�� สําหรับ � = 1,2, … , � ; � = 1,2, … , � 

เปรียบเทียบประสิทธิภาพของคBาพารามิเตอร�
การปรับท่ีไดEจาก 3 วิธี คือ CV, BIC และ RD โดยดูถึง 
4 เง่ือนไข ดังน้ี 

(1)  อัตราความผิดพลาดในการตรวจจับ
เชิงบวก (false positive rate, FPR) 

abc = ∑ 11def` g�� &e*`3

�*�

∑ 11def`3

�*�

 

(2) อัตราความผิดพลาดในการตรวจจับ
เปOนลบ (false negative rate, FNR) 

a�c = ∑ 11de*` g�� &ef`3

�*�

∑ 11de*`3

�*�

 

(3) คBาความผิดพลาดในการพยากรณ� 
(prediction error, PE) 

bL = h(�� − �9�)�
�

�*�
 

(4) คBาความผิดพลาดของคBาสัมประสิทธ์ิ
การถดถอย (estimation error, EE) 

@L = h-�� − ��-



�*�
 

 
ตารางท่ี 1  คBามัธยฐานและคBาความคลาดเคลื่อน

มาตรฐานของคBาพารามิเตอร�การปรับ
สําหรับขEอมูลจําลอง 6 กรณี 

 

 CV BIC RD 
กรณีที่ 1 170.6 (3.507) 1.000 (0.000) 244.7 (5.606) 
กรณีที่ 2 862.9 (9.004) 1.000 (0.000) 7.004 (0.657) 
กรณีที่ 3 25.71 (0.419) 27.97 (0.523) 30.47 (0.639) 
กรณีที่ 4 80.33 (1.109) 107.9 (2.209) 75.67 (2.201) 
กรณีที่ 5 194.0 (3.492) 1.000 (0.000) 218.3 (3.846) 
กรณีที่ 6 40.71 (0.515) 112.6 (3.261) 116.1 (3.410) 

 
จากตารางท่ี 1 พบวBาคBาพารามิเตอร�การปรับ

จากวิธี BIC ในขEอมูลจําลองกรณีท่ี 1, 2 และ 5 จะไดE
คBาพารามิเตอร�การปรับเทBากับ 1 เสมอ ทําใหEมีคBา
สัมประสิทธ์ิการถดถอยท่ีไมBเทBากับศูนย�มีจํานวนเทBากับ
จํานวนขนาดตัวอยBาง จึงจะไมBพิจารณาประสิทธิภาพ
ของการหาคBาพารามิเตอร�การปรับดEวยวิธีน้ี ในกรณีท่ีท่ี 
1, 2 และ 5 
 
ตารางท่ี 2  คBามัธยฐานและคBาความคลาดเคลื่อน

มาตรฐานของอัตราความผิดพลาดในการ
ตรวจจับเชิงบวก (FPR) สําหรับขEอมูล
จําลอง 6 กรณี 

 

 CV BIC RD 
กรณีท่ี 1‡ 0.444 (0.020) - 0.333 (0.034) 
กรณีท่ี 2‡ 0.850 (0.008) - 0.780 (0.004) 
กรณีท่ี 3* 0.074 (0.007) 0.038 (0.005) 0.000 (0.018) 
กรณีท่ี 4* 0.839 (0.013) 0.500 (0.044) 0.889 (0.017) 
กรณีท่ี 5‡ 0.720 (0.024) - 0.683 (0.030) 
กรณีท่ี 6* 0.250 (0.012) 0.000 (0.013) 0.000 (0.019) 

ตัวหนา คือ วิธีท่ีเหมาะสมท่ีสุด; * มีความแตกตBางทางสถิติ ท่ีระดับ
นัยสําคัญ 0.05 (Friedman rank est); ‡ มีความแตกตBางทางสถิติ 
ท่ีระดับนัยสําคัญ 0.05 (Wilcoxon rank sum test) 
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จากตารางท่ี 2 พบวBาขEอมูลจําลองทุกกรณี
ยกเวEนกรณีท่ี 4 การหาคBาพารามิเตอร�การปรับดEวยวิธี 
RD มีความเหมาะสมมากท่ีสุด ในขณะท่ีขEอมูลจําลอง
กรณีท่ี 4 การหาคBาพารามิเตอร�การปรบัดEวยวิธี BIC จะ
มีความเหมาะสมมากท่ีสุด 
 
ตารางท่ี 3  คBามัธยฐานและคBาความคลาดเคลื่อน

มาตรฐานของอัตราความผิดพลาดในการ
ตรวจจับเชิงลบ (FNR) สําหรับขEอมูล
จําลอง 6 กรณี 

 

 CV BIC RD 
 กรณีท่ี 1‡ 0.020 (<0.01) - 0.023 (<0.01) 
 กรณีท่ี 2‡ 0.020 (<0.01) - 0.005 (<0.01) 
 กรณีท่ี 3 0 0 0 

 กรณีท่ี 4 0.024 (<0.01) 0.024 (<0.001) 0.024 (0.001) 
 กรณีท่ี 5‡ 0.023 (<0.01) - 0.024 (<0.01) 

 กรณีท่ี 6* 0.011 (<0.01) 0.024 (<0.001) 0.023 (<0.01) 
ตัวหนา คือ วิธีท่ีเหมาะสมท่ีสุด; * มีความแตกตBางทางสถิติ ท่ีระดับ
นัยสําคัญ 0.05 (Friedman rank est); ‡ มีความแตกตBางทางสถิติ 
ท่ีระดับนัยสําคัญ 0.05 (Wilcoxon rank sum test) 

 
ตารางท่ี 4  คBามัธยฐานและคBาความคลาดเคลื่อน

มาตรฐานของคBาความผิดพลาดในการ
พยากรณ� (PE) สําหรับขEอมูลจําลอง 6 
กรณี 

 

 CV BIC RD 
กรณีท่ี 1‡ 5190 (103.1) - 5503  (96.31) 

กรณีท่ี 2‡ 9155  (173.8) - 4.661 (0.880) 
กรณีท่ี 3* 159.5 (4.347) 165.7 (4.855) 178.5  (5.391) 

กรณีท่ี 4* 998.7  (20.29) 1031  (23.64) 1011 (21.02) 
กรณีท่ี 5‡ 5871 (103.7) - 5860  (102.5) 
กรณีท่ี 6* 340.9 (9.297) 722.6 (22.88) 762.8 (20.54) 

ตัวหนา คือ วิธีท่ีเหมาะสมท่ีสุด; * มีความแตกตBางทางสถิติ ท่ีระดับ
นัยสําคัญ 0.05 (Friedman rank est); ‡ มีความแตกตBางทางสถิติ 
ท่ีระดับนัยสําคัญ 0.05 (Wilcoxon rank sum test) 

 

จากตารางท่ี 3 พบวBาในขEอมูลจําลองกรณีท่ี 1, 
5, และ 6 การหาคBาพารามิเตอร�การปรับดEวยวิธี CV  
จะมีความเหมาะสมมากท่ีสุด ในขณะท่ีขEอมูลจําลอง
กรณีท่ี 2 การหาคBาพารามิเตอร�การปรับดEวย RD จะมี
ความเหมาะสมมากท่ีสดุ แตBขEอมูลจําลองกรณีท่ี 3 และ 
4 สามารถใชEการหาคBาพารามิเตอร�การปรับไดEท้ัง 3 วิธี 
เน่ืองจาก FNR ไมBมีความแตกตBางกันอยBางมีนัยสําคัญ
ทางสถิติ 

จากตารางท่ี 4 พบวBาขEอมูลจําลองกรณีท่ี 1, 3, 
4 และ 6 วิธีการหาคBาพารามิเตอร�การปรับท่ีเหมาะสม
ท่ีสุดคือวิธี CV ในขณะท่ีขEอมูลจําลองกรณีท่ี 2 และ 4 
ท่ีการหาคBาพารามิเตอร�การปรับดEวย RD จะมีความ
เหมาะสมมากท่ีสุด 
 
ตารางท่ี 5  คBามัธยฐานและคBาความคลาดเคลื่อน

มาตรฐานของคB าความผิดพลาดคBา
สัมประสิทธ์ิการถดถอย (EE) สําหรับ
ขEอมูลจําลอง 6 กรณี 

 

 CV BIC RD 
กรณีท่ี 1‡ 36.23 (0.195) - 37.19  (0.076) 

กรณีท่ี 2‡ 54.36 (0.513) - 44.41 (0.811) 
กรณีท่ี 3* 7.598 (0.195) 7.659 (0.197) 7.800  (0.205) 
กรณีท่ี 4* 37.67 (0.036) 37.44 (0.027) 37.75  (0.047) 

กรณีท่ี 5‡ 37.87 (0.109) - 37.60 (0.067) 
กรณีท่ี 6* 37.07 (0.065) 37.43 (0.037) 37.46  (0.029) 

ตัวหนา คือ วิธีท่ีเหมาะสมท่ีสุด; * มีความแตกตBางทางสถิติ ท่ีระดับ
นัยสําคัญ 0.05 (Friedman rank est); ‡ มีความแตกตBางทางสถิติ 
ท่ีระดับนัยสําคัญ 0.05 (Wilcoxon rank sum test) 

 
จากตารางท่ี 5 พบวBาในขEอมูลจําลองกรณีท่ี 1, 3 และ 
6 การหาคBาพารามิเตอร�การปรับดEวยวิธี CV จะมีความ
เหมาะสมมากท่ีสุด ในขณะท่ีขEอมูลจําลองกรณีท่ี 2 
และ 5 การหาคBาพารามิเตอร�การปรับท่ีเหมาะสมท่ีสุด
คือ RD และสําหรับขEอมูลจําลองกรณีท่ี 4 การหา
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คBาพารามิ เตอร�การปรับดEวยวิ ธี  B IC จะมีความ
เหมาะสมมากท่ีสุด 

 

4. การปรับใช�กับข�อมูลจริง : การวิเคราะห(
ข�อมูลไมโครอะเรย(ในโรคอัลไซเมอร( 

ขEอมูลงานวิจัยของ Blalock และคณะ [10] ซ่ึง
ประกอบไปดEวยขEอมูลจากผูEป�วยท่ีไดEรับวินิจฉัยวBาเปOน
โรคอัลไซเมอร�ระยะแรก (incipient Alzheimer’s 
disease) จํานวน 31 ราย โดยนําเน้ือสมองจากการ
ชันสูตรศพของผูEป�วยมาสกัดการแสดงออกของยีนใน
สมองสBวนฮิปโปแคมปKสซ่ึงเปOนตัวแปรอิสระในขEอมูลชุด
น้ี สําหรับตัวแปรตามในการศึกษาน้ี ผูEวิจัยใชEคะแนน
จากการทดสอบสภาพสมองอยBางยBอ (mini mental ห
status examination, MMSE) ซ่ึงเปOนคะแนนตั้งแตB 2 
(most severe : หนักท่ีสุด) ถึง 30 (normal : ปกติ) 
[11] ในการวิเคราะห�น้ี ผูEวิจัยไดEใชEการแสดงออกของ
ยีน จํานวน 3,413 ตําแหนBง จากท้ังหมด 9,921 
ตํ าแหนB ง  ท่ีผB านการ คัดกรองดEวยการวิ เคราะห�

สหสัมพันธ� (correlation analysis) โดย Pearson’s 

test วB ายีนตัวดั งกลBาวมีความสัมพันธ� กับคะแนน 
MMSE และคะแนนของโปรตีนลําเลียงสารสูB เซลล�
ประสาท (neurofibrillary tangle, NFT) ซ่ึงมีความ
เก่ียวขEองกับคะแนน MMSE [10] 

ผลจากการวิเคราะห�การถดถอยลาสโซBโดยใชE
วิธีการหาพารามิเตอร�การปรบัท้ัง 3 วิธี น่ันคือ CV, BIC 
และ RD ไดEคBาพารามิเตอร�การปรับเทBากับ 132.8409, 
1 และ 18.4825 ตามลําดับ ในกรณีท่ีใชEวิธี BIC ไมB
นํามาพิจารณาเพราะคBาสัมประสิทธ์ิการถดถอยท่ีไมB
เทBากับศูนย�มี จํานวนเทBากับจํานวนขนาดตัวอยBาง 
สําหรับวิธี CV และ RD ไดEจํานวนสัมประสิทธ์ิการ
ถดถอยท่ีไมBเทBากับศูนย�เทBากับ 5 และ 25 ตําแหนBง 
ตามลําดับ 

เมื่อวิเคราะห�การถดถอยลาสโซBดEวยวิธี RD พบ  

วBาคBา N ท่ีเทBากับ 0.7085 ทําใหEไดEคBาพารามิเตอร�การ
ปรับท่ีเหมาะสมท่ีสุด ซ่ึงเทBากับ 18.4825 สBงผลใหEมียีน
ในตัวแบบการถดถอยท้ังหมด 25 ตําแหนBง โดยมี
รายงานวBายีนดังกลBาวเก่ียวขEองกับการเกิดโรคอัลไซ
เมอร� ในคนจํานวน 13 ตํ าแหนB ง  ดั งตาราง ท่ี  6 
นอกจากน้ียังพบอีกวBายีนท้ัง 5 ตําแหนBงในตัวแบบการ
ถดถอยลาสโซBดEวยวิธี CV อยูBในตัวแบบการถดถอยลาส
โซBดEวยวิธี RD เชBนกัน (ตัวหนาในตารางท่ี 6) ท้ังน้ียีน 2 
ใน 5 ตําแหนBงจากวิธี CV มีรายงานวBาเก่ียวขEองกับการ
เกิดโรคอัลไซเมอร�ในคน 

สําหรับการปรับใชE กับขEอมูลงานวิจัยของ 
Blalock และคณะ พบวBาการหาพารามิเตอร�การปรับ
ดEวยวิธี RD ใหEผลการวิเคราะห�ท่ีดีกวBา เน่ืองจากวิธี RD 
มียีนในตัวแบบท่ีมีรายงานวBาเก่ียวขEองกับโรคอัลไซ
เมอร�ในคนจํานวน 13 ตําแหนBง ตามรายการอEางอิงใน
ตารางท่ี 6 ในขณะท่ีวิธี CV นํายีนตัวดังกลBาวเขEามาใน
ตัวแบบเพียง 2 ตําแหนBง ท้ังน้ียีนในตัวแบบ RD อีก 12 
ตําแหนBง ท่ียังไมBมีรายงานวBามีความเก่ียวขEองกับการ
เกิดโรคอัลไซเมอร�ในคนน้ันไมBไดEหมายความวBายีน
เหลBาน้ีจะไมBมีความสัมพันธ�กับการเกิดโรคอัลไซเมอร� 
หากแตBตEองอาศัยผูEเช่ียวชาญทางดEานการแพทย�ในการ
ตรวจสอบและสรุปผลตBอไป 
  

5. สรุปและอภิปรายผล 
งานวิจัยช้ินน้ีนําเสนอวิธีการคัดเลือกพารา-

มิเตอร�การปรับสําหรับการถดถอยแบบลาสโซBดEวย
วิธีการตรวจสอบขEอบังคับเบ้ืองตEนของการถดถอย 
(RD) และเปรียบเทียบวิธีการหาคBาพารามิเตอร�การ
ปรับสําหรับการถดถอยแบบลาสโซBดEวยวิธี CV, BIC 
และ RD โดยวิเคราะห�ขEอมูลจําลองท้ังหมด 6 กรณี 
และเปรียบเทียบประสิทธิภาพของพารามิเตอร�การ
ปรับโดยอัตราความผิดพลาดในการตรวจจับเชิงบวก 
อัตราความผิดพลาดในการตรวจจับเชิงลบ คBาความ
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ผิดพลาดในการพยากรณ� และคBาความผิดพลาดคBา
สัมประสิทธ์ิการถดถอย 

การวิจัยพบวBาวิธี BIC ไมBเหมาะสมในการหา
คBาพารามิเตอร�การปรับสําหรับการวิเคราะห�การ

ถดถอยลาสโซB เน่ืองจากไดEคBาพารามิเตอร�การปรับ
เทBากับ 1 ในหลายกรณี ทําใหEเลือกพารามิเตอร�เขEาตัว
แบบเทBากับจํานวนตัวอยBางตามขEอจํากัดของการ
ถดถอยแบบลาสโซB 

 
ตารางท่ี 6  รายช่ือยีนท่ีมีคBาสัมประสิทธ์ิการถดถอยท่ีไมBเทBากับศูนย� จากการหาคBาพารามิเตอร�การปรับดEวยวิธี RD 
 

ลําดับ ช่ือยีน โครโมโซม ตําแหนBง รายการอEางอิง 
1  CASP8AP2 6   6q15   
2  CCDC59 12   12q21.31  
3  CHD2 15   15q26     Shen, Ji, Yuan et al. [11] 
4  CLDN10 13   13q31-q34  
5  CNAP1, NCAPD2 12   12p13.3   Li et al. [12] 
6  CREB3 9   9p13.3  
7  CSNK1A1 5   5q32  
8  GNA14 9   9q21.2   Lazarczyk et al. [13] 
9  GRM6 5   5q35   
10  HOMER-3 19   19p13.11   Kyratzi and Efthimiopoulos [14] 
11  IFNGR2 21   21q22.11    Wilcock and Griffin [15] 
12  KIAA0749 12   12q13.12   Schneider et al. [16] 
13  MAB21L2 4   4q31.3  
14  MGC2840, ALG8 11   11q14.1  
15  MYO1F 19   19p13.3-p13.2   Orre et al. [17] 
16  OR7E2P 11   11q14.2  
17  PER2 2   2q37.3   Ma, Jiang, and Zhang [18] 
18  PRPF4B 6   6p25.2   Wong [19] 
19  RI58, IFIT5 10   10q23.31   Soler-López et al. [20] 
20  RSU1 10   10p13  
21  SSBP1 7   7q34   Wu et al. [21] 
22  SEPT6 X   Xq24   Hu et al. [22] 
23  TIX1 20   20q12  
24  TPD52 8   8q21   Yokoyama et al. [23] 
25  TUBG2 17   17q21    

ตัวหนา คือ ยีนท่ีพบในตัวแบบการถดถอยลาสโซBท้ังวิธี CV และ RD
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จากท่ีไดEจากการจําลองขEอมูล พบวBาเมื่อ
พิจารณาเกณฑ�อัตราความผิดพลาดในการตรวจจับเชิง
บวกแลEว วิธี RD เปOนวิธีท่ีเหมาะสมในการหาคBาพารา-
มิเตอร�การปรับสําหรับการถดถอยแบบลาสโซBท่ีสุด 
ในขณะท่ีเกณฑ�อัตราความผิดพลาดในการตรวจจับเชิง
ลบ คBาความผิดพลาดในการพยากรณ� และคBาความ
ผิดพลาดคBาสัมประสิทธ์ิการถดถอยพบวBาวิธี CV และ
วิธี RD ไมBมีวิธีใดวิธีหน่ึงท่ีเหมาะสมกวBาอยBางเดBนชัด 

ผลจากการปรับใชEการวิเคราะห�การถดถอยลาส
โซBโดยใชEวิธีการหาพารามิเตอร�การปรับท้ัง 3 วิธีกับ
ขEอมูลไมโครอะเรย�ในโรคอัลไซเมอร�ของ Blalock และ
คณะ [10] พบวBาไดEผลลัพธ�ในทางเดียวกับการวิเคราะห�
ขEอมูลจําลอง น่ันคือ วิธี BIC เปOนวิธีท่ีไมBเหมาะสมใน
การหาคBาพารามิเตอร�การปรับสาํหรับการวิเคราะห�การ
ถดถอยลาสโซB เน่ืองจากไดEคBาพารามิเตอร�การปรับ
เทBากับ 1 รวมถึงวิธี RD เปOนวิธีท่ีเหมาะสมกวBาวิธี CV 
เน่ืองจากพบยีนท่ีเก่ียวขEองกับการเกิดโรคอัลไซเมอร�ใน
คนมากกวBา 

อน่ึง ดEวยเทคโนโลยีทางดEานวิทยาศาสตร�ชีว-
การแพทย�ท่ีกEาวหนEา สBงผลใหEขEอมูลท่ีมีมิติสูงมีมากข้ึน
เน่ืองจากสามารถสกัดขEอมูลจากตําแหนBงของยีนหรือดี
เอ็นเอท่ีละเอียดข้ึน โดยสBวนใหญBผูE วิจัยทางวิทยา-
ศาสตร�ชีวการแพทย�ไดEใหEความสําคัญกับอัตราความ
ผิดพลาดในการตรวจจับเชิงบวกเปOนอยBางมาก ท้ังน้ี
เพราะหากมีความผิดพลาดในการตรวจจับเชิงบวก
เกิดข้ึน น่ันหมายความวBายีนท่ีไมBเก่ียวขEองกับโรคจริง
น้ันถูกระบุวBามีความสัมพันธ�กับโรคน้ัน ๆ ซ่ึงผูEป�วยท่ีมี
ยีนดังกลBาวอาจไดEรับการรักษาท่ีไมBเหมาะสมและสBงผล
กระทบท่ีรEายแรงตBอผูEป�วยก็เปOนไดE ดังน้ันอัตราความ
ผิดพลาดเชิงบวกจึงสBงผลกระทบท่ีรEายแรงกวBาอัตรา
ความผิดพลาดเชิงลบ ซ่ึงหากพิจารณาถึงอัตราความ
ผิดพลาดเชิงบวก จะเห็นไดEชัดเจนวBาวิธี RD น้ันใหEคBา
อัตราความผิดพลาดเชิงบวกท่ีต่ํากวBาอีกสองวิธี จึงเปOน

วิธีท่ีนBาสนใจอีกวิธีหน่ึงในการเลือกพารามิเตอร�ปรับ
สําหรับการถดถอยลาสโซB 
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