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บทคดัย่อ 
การวิจยัครั$ งนี$ มีวตัถุประสงค์เพื'อพฒันาและเปรียบเทียบวิธีการประมาณค่าพารามิเตอร์ ( ρ ) ของตวั

แบบอตัตสหสมัพนัธ์อนัดบัที'หนึ'ง เมื'อขอ้มูลมีค่าสูญหาย ดว้ยวธีิการประมาณ 3 วธีิคือ วธีิกาํลงัสองนอ้ยที'สุดแบบ
ค่าเฉลี'ยเวียนเกิด  (RM) วิธีกาํลงัสองนอ้ยที'สุดแบบมธัยฐานเวียนเกิด (RMD) และวิธีกาํลงัสองนอ้ยที'สุดแบบ 
มธัยฐานเวยีนเกิดปรับปรุง (IRMD) ร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 และ 10 ขนาดตวัอยา่ง 4 ระดบั คือ 25, 
50, 100 และ 250 ในการวจิยัครั$ งนี$ ใชว้ธีิการจาํลองแบบมอนติคาร์โล และทาํการทดลองซํ$ า ๆ กนั 10,000 ครั$ งใน
แต่ละสถานการณ์ เพื'อคาํนวณค่าเอนเอียงสัมบูรณ์ ( Bias ) และค่าความคลาดเคลื'อนกาํลงัสองเฉลี'ย (MSE) 
ผลการวจิยัสรุปไดด้งันี$  

สาํหรับทุกระดบัของขนาดตวัอยา่ง และทุกระดบัของร้อยละของค่าสูญหาย วิธี RM ใหค่้า Bias  และ 

MSE ตํ'าที'สุด เมื'อค่า ρ  มีค่านอ้ย (≈ 0.1 ถึง 0.4) วธีิ RMD ใหค่้า Bias  และ MSE ตํ'าที'สุด เมื'อค่า ρ  มีค่า 

ปานกลาง (≈ 0.5 ถึง 0.7)  และ วธีิ IRMD ใหค่้า Bias  และ MSE ตํ'าที'สุด เมื'อค่า ρ  มีค่ามาก (≈ 0.8 ถึง 0.9) 
 
คาํสําคญั: การประมาณค่าพารามิเตอร์ ตวัแบบอตัตสหสมัพนัธ์อนัดบัที'หนึ'ง ค่ามธัยฐานเวยีนเกิด ค่าสูญหาย   
 

Abstract 
 The objective of this research is to develop and to compare the parameter ( ρ ) estimation methods in 
first-order autoregressive model with missing values. The methods are recursive mean OLS method (RM), 
recursive median OLS method (RMD), and improved recursive median OLS method (IRMD). The percentages 
of missing values are 5% and 10%. The sample sizes are 25, 50, 100, and 250. This research uses the Monte 
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Carlo simulation method. The experiment was repeated 10,000 times for each condition to calculate the absolute 
of bias ( Bias ) and the mean squared error (MSE). Results of the research are as follows: 

For all sample sizes and all percentages of missing values, the Bias  and the MSE of an RM method 

are the lowest when ρ  is small (≈ 0.1 to 0.4). The Bias  and the MSE of an RMD method are the lowest 

when ρ  is moderate (≈ 0.5 to 0.7). Finally, the Bias  and the MSE of an IRMD method are the lowest when 

ρ  is large (≈ 0.8 to 0.9).     
 
Keywords: Parameter Estimation, First-Order Autoregressive Model, Recursive Median, Missing Values 
 

1. บทนํา  
การพยากรณ์อนุกรมเวลา (Time series 

forecasting) เป็นวธีิการพยากรณ์วธีิหนึ'งที'นิยมใชก้นั
มาก วิธีนี$ จะใชข้อ้มูลในอดีต โดยจะศึกษาถึงลกัษณะ
การเปลี'ยนแปลงของขอ้มูลเมื'อเวลาเปลี'ยนไปว่ามี
ลกัษณะเช่นไร และทาํการกาํหนดรูปแบบของการ
แปรเปลี'ยนที'เหมาะสมที'สุดสาํหรับขอ้มูลนั$น โดยจะ
อยู่ในรูปของความสัมพันธ์กับเวลา การพยากรณ์
อนุกรมเวลามีอยูด่ว้ยกนัหลายวิธี เช่น เทคนิคการทาํ
ใหเ้รียบ (Smoothing techniques) การกรองแบบปรับ
ได ้(Adaptive filtering) วธีิอนุกรมเวลาแบบคลาสสิค 
(Classical time series methods) และวธีิอนุกรมเวลา
แบบบอกซ์-เจนกินส์ (Box-Jenkins methods) เป็นตน้ 

นอกเหนือจากการเลือกใชว้ิธีการพยากรณ์ที'
เหมาะสม และการกาํหนดตวัแบบอนุกรมเวลาแลว้ 
วิธีการประมาณค่าพารามิเตอร์ของตวัแบบอนุกรม
เวลาก็เป็นอีกปัจจยัหนึ' งที'ส่งผลถึงความแม่นยาํและ
เชื'อถือไดข้องค่าพยากรณ์ [1] วิธีการประมาณ
ค่าพารามิเตอร์ของตวัแบบอนุกรมเวลามีอยูห่ลายวิธี 
เช่น วิธีกาํลงัสองนอ้ยที'สุด (Ordinary least squares 
method: OLS) วธีิการประมาณความควรจะเป็นสูงสุด 
(Maximum likelihood estimation method: MLE) 
เป็นตน้ โดยแต่ละวิธีการจะมีหลกัการในการหาตวั

ประมาณค่าแตกต่างกันไป อีกทั$ งยงัให้ผลลัพธ์ที'
แตกต่างกนัออกไปด้วย ซึ' งวิธีการประมาณ
ค่าพารามิเตอร์นั$ นได้มีผูศึ้กษาจากอดีตถึงปัจจุบัน 
ภายใตข้อ้สมมติเบื$องตน้ที'แตกต่างกนัออกไป อาทิ 
ในปี ค.ศ. 1999 โซ และชิน [2] ไดพ้ฒันาวธีิกาํลงัสอง
นอ้ยที'สุดแบบค่าเฉลี'ยเวียนเกิด (Recursive Mean 
OLS method) สาํหรับตวัแบบอตัตสหสมัพนัธ์อนัดบั
ที'หนึ'ง (First-order autoregressive Model: AR(1)) ใน
ปี ค.ศ. 2000 วาวกสั [3] ไดพ้ฒันาวธีิการประมาณจี
เอม็เอม็ (Generalized method of moment method) 
สาํหรับตวัแบบ AR(1) ในปี ค.ศ. 2004 สอาด [4] ได้
ปรับปรุงวิธีการประมาณจีเอม็เอม็ของวาวกสั โดยใช้
แนวคิดของโซและชิน [2] 

เมื'อเลือกวิธีการประมาณค่าพารามิเตอร์ที'
เหมาะสมแล้ว ข้อมูลในอดีตก็เป็นอีกปัจจัยหนึ' งที'
ส่งผลถึงความถูกตอ้งแม่นยาํและความเชื'อถือไดข้อง
ค่าพยากรณ์ เนื'องจากการวิเคราะห์อนุกรมเวลาจะ
อาศยัขอ้มูลในอดีตที'ผา่นมา แต่ผูว้เิคราะห์อาจประสบ
ปัญหาเกี' ยวกับข้อมูล เช่น ข้อมูลบางค่าสูญหาย 
(Missing values) ทาํให้ผลการวิเคราะห์และการ
พยากรณ์คลาดเคลื'อน หรืออาจนาํไปสู่การตดัสินใจ
หรือวางแผนที'ผิดพลาดได้ ดังนั$ นผู ้วิจัยจึงพัฒนา
วิ ธี ก า รประม าณ ค่ าพ า ร า มิ เ ตอ ร์ ขอ งตัว แบบ 



วารสารวทิยาศาสตร์และเทคโนโลย ีปีที� 17 ฉบับที� 4 ต.ค.-ธ.ค. 52  

 31 

อตัตสหสมัพนัธ์อนัดบัที'หนึ'ง (AR(1)) เมื'อขอ้มูลมีค่า
สูญหาย ซึ' งวิธีการที'พฒันาขึ$นใหม่มี 2 วิธี ไดแ้ก่ วิธี
กาํลงัสองนอ้ยที'สุดแบบมธัยฐานเวียนเกิด (Recursive 
median OLS method) และวิธีกาํลงัสองนอ้ยที'สุด
แบบมธัยฐานเวียนเกิดปรับปรุง (Improved recursive 
median OLS method) นอกจากนั$นจะเปรียบเทียบ
ประสิทธิภาพของวิธีการที'พฒันาขึ$นใหม่กบัวิธีกาํลงั
สองนอ้ยที'สุดแบบค่าเฉลี'ยเวยีนเกิด (Recursive mean 
OLS method) ซึ' งเสนอโดยโซ และชิน [2] 

ข้อมูลอนุกรมเวลาที' ศึกษาในครั$ งนี$ เป็น
อนุกรมเวลาตัวแบบอัตตสหสัมพนัธ์อันดับที'หนึ' ง 
AR(1) เมื'อขอ้มูลมีค่าสูญหาย จากนั$นทาํการ
เปรียบเทียบประสิทธิภาพของทุกวิธีดว้ยค่าเอนเอียง
สมับูรณ์ ( Bias ) และค่าคลาดเคลื'อนกาํลงัสองเฉลี'ย 
(Mean square error: MSE) ของตวัประมาณ
พารามิเตอร์ 
 

2. ขอบเขตของการวจิยั 
2.1 อนุกรมเวลา { }

t
Y  เป็นอนุกรมเวลาตวั

แบบอตัตสหสัมพนัธ์อนัดบัที'หนึ' ง AR(1) เขียนตวั
แบบไดด้งันี$  [5] 

 1( )
t t t

Y Y aµ ρ µ−− = − +  
ในที'นี$กาํหนดค่าเฉลี'ยของอนุกรมเวลา ( µ ) เท่ากบั 0 

2.2 กาํหนดค่าพารามิเตอร์ ( ρ ) ของตวัแบบ 
9 ระดบั คือ 0.1 ถึง 0.9 เพิ'มขึ$นครั$ งละ 0.1 

2.3 การแจกแจงของความคลาดเคลื'อนสุ่ม 

t
a  มีการแจกแจงแบบปกติ (Normal distribution) 
โดยมีฟังกช์นัความหนาแน่นของความน่าจะเป็น 

2

2

1 1
( ) exp( ( ) )

22
a

aa

f a a µ
σσ π

= − −  

ในที'นี$กาํหนดให ้ a
µ = 0  และ 

a
σ = 1   

 2.4 ขนาดตวัอยา่ง (n) ที'ใชใ้นการศึกษา มี 4 
ระดบั คือ 25, 50, 100 และ 250 
 2.5 ร้อยละของค่าสูญหาย (p) เท่ากบั ร้อยละ 
5 และ 10 และตาํแหน่งของค่าสูญหายเป็นไปอยา่งสุ่ม 
ซึ'งอยูร่ะหวา่งเวลาที' t = 2 ถึง t = n-1 
 2.6 โปรแกรมที'ใชใ้นการวจิยัครั$ งนี$ทั$งหมด
เขียนดว้ยโปรแกรม R เวอร์ชนั 2.8.0 ซึ' งทาํการ
ทดลองซํ$ า 10,000 ครั$ งในแต่ละสถานการณ์ของการ
ทดลอง 
 

3. วธีิดาํเนินการวจิยั 
ในการวจิยัครั$ งนี$ มีวธีิดาํเนินการวจิยัดงันี$  
3.1 จาํลองค่าความคลาดเคลื�อนสุ่ม 

t
a  

การสร้างการแจกแจงของความคลาดเคลื'อน
สุ่มที'ตอ้งการศึกษา มีการแจกแจงแบบปกติ มีค่าเฉลี'ย
เท่ากบั 0 และความแปรปรวนเท่ากบั 1  

3.2 จําลองข้อมูลอนุกรมเวลา AR(1) ที�มีค่า
สูญหาย 

สร้าง 0Y  ให้มีการแจกแจงแบบปกติ ซึ' งมี

ค่าเฉลี'ยเท่ากบั 0 และความแปรปรวนเท่ากบั 
2

21

a
σ

ρ−
 

= 
2

1

1 ρ−
 และสร้าง 

t
a  ; t = 1, 2, …, n ใหมี้การแจก

แจงแบบปกติ ซึ' งมีค่าเฉลี'ยเท่ากบั 0 และความ
แปรปรวนเท่ากบั 1 จากนั$นสร้าง t

Y ; t = 1, 2, …, n 
ใหมี้รูปแบบความสมัพนัธ์คือ 

1t t t
Y Y aρ −= +  

 เมื'อสร้างขอ้มูลอนุกรมเวลา AR(1) แลว้ 
ต่อไปจะทาํการสร้างขอ้มูลอนุกรมเวลา AR(1) ที'มีค่า
สูญหาย โดยสุ่มเลือกตาํแหน่งของค่าสูญหายระหวา่ง
เวลาที' t = 2 ถึง t = n-1 จากนั$นบนัทึกค่า t

Y  ใน
คาบเวลานั$นใหเ้ป็นค่าสูญหาย 
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3.3 ประมาณค่าสูญหาย 
สมมติวา่ 

T
Y  เป็นค่าสูญหาย ประมาณค่า 

T
Y ดว้ย 1 2 1 1( | , ,..., )

T T T
E Y Y Y Y Y− −=  [6] นั'นคือ 

ค่าประมาณของ T
Y  คือ 1T

Y −     
3.4 ประมาณค่าพารามิเตอร์ของข้อมูล

อนุกรมเวลาทั[ง 3 วธีิ 
3.4.1 วิ ธี กํ า ลั ง สอง น้อยที� สุ ด แบบ

ค่าเฉลี�ยเวยีนเกดิ  โซ และชิน [2] ไดพ้ฒันาวธีิกาํลงั
สองน้อยที'สุดแบบค่าเฉลี'ยเวียนเกิด โดยมีหลกัการ
เช่นเดียวกบัวิธีกาํลงัสองนอ้ยที'สุด คือการทาํให้ผล
รวมค่ากําลังสองของความคลาดเคลื'อนภายใต้
พารามิเตอร์ของตวัแบบมีค่าตํ'าที'สุด แต่วิธีกาํลงัสอง
น้อยที'สุดแบบค่าเฉลี'ยเวียนเกิดจะประมาณค่าเฉลี'ย
ของอนุกรมเวลา ( µ ) ดว้ยค่าเฉลี'ยแบบเวียนเกิด 
(Recursive mean: 

t
Y ) แทนค่าเฉลี'ยเลขคณิต 

(Arithmetic mean: Y ) ตวัประมาณกาํลงัสองนอ้ย
ที'สุดแบบค่าเฉลี'ยเวยีนเกิด คือ  

1 1 1

2

2

1 1

2

( )( )

ˆ

( )

n

t t t t

t

RM n

t t

t

Y Y Y Y

Y Y

ρ
− − −

=

− −
=

− −

=

−

∑

∑
 

โดยที' 1

t

i

i

t

Y

Y
t

==
∑

 

3.4.2 วิธีกําลังสองน้อยที�สุดแบบมัธย-
ฐานเวียนเกิด ผูว้ิจยัไดพ้ฒันาวิธีกาํลงัสองน้อยที'สุด
แบบมยัฐานเวียนเกิด โดยใชแ้นวคิดของโซ และชิน 
[2] กล่าวคือ วิธีนี$ มีหลกัการเช่นเดียวกบัวิธีกาํลงัสอง
นอ้ยที'สุด และประมาณค่าเฉลี'ยของอนุกรมเวลา ( µ ) 
ดว้ยค่ามธัยฐานเวียนเกิด (Recursive median: 

t
Y� ) 

แทนค่าเฉลี'ยเลขคณิต (Arithmetic mean: Y ) ตวั
ประมาณกาํลงัสองน้อยที'สุดแบบมธัยฐานเวียนเกิด 
คือ 

1 1

2

2

1 1

2

( )( )

ˆ

( )

n

t t t t

t

RMD n

t t

t

Y Y Y Y

Y Y

ρ
− −

=

− −
=

− −

=

−

∑

∑

� �

�

 

โดยที' 
1 2{ , ,..., }

t t
Y median Y Y Y=�  

3.4.3 วิธีกําลังสองน้อยที� สุดแบบมัย
ฐานเวียนเกิดปรับปรุง ผูว้ิจัยมีแนวคิดที'ปรับปรุง
ประสิทธิภาพของวธีิกาํลงัสองนอ้ยที'สุดแบบมธัยฐาน
เวยีนเกิด โดยนาํค่ามธัยฐานเวยีนเกิด 

t
Y�  มาหาค่าเฉลี'ย

แบบเวียนเกิดอีกครั$ งหนึ' ง ซึ' งตวัประมาณกาํลงัสอง
นอ้ยที'สุดแบบมธัยฐานเวยีนเกิดปรับปรุง คือ 
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3.5 คํานวณค่าเอนเอียงสัมบูรณ์และค่า

คลาด เคลื� อนกํ าลั งสอง เฉลี� ยของตั วประมาณ
พารามเิตอร์ แล้วทาํการเปรียบเทยีบ 
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K

ρ    แทน ตวัประมาณค่าพารามิเตอร์ 
   K แทน วิธีการประมาณค่าพารามิเตอร์ 

ซึ' งในที'นี$ คือ RM, RMD และ IRMD 
   M แทน จาํนวนรอบของการทาํซํ$ า  
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4. ผลการวจิยั 
ในการนาํเสนอผลการวิจยัเพื'อความสะดวก

จะใชส้ญัลกัษณ์ต่าง ๆ แทนความหมาย ดงันี$  
RM หมายถึง วิ ธี กําลังสองน้อย ที' สุ ด

แบบค่าเฉลี'ยเวยีนเกิด 
RMD หมายถึง วิ ธี กําลังสองน้อย ที' สุ ด

แบบมธัยฐานเวยีนเกิด 
IRMD หมายถึง วิ ธี กําลังสองน้อย ที' สุ ด

แบบมัธยฐานเวียนเ กิด
ปรับปรุง 

Bias  หมายถึง ค่าเอนเอียงสมับูรณ์ 
MSE หมายถึง ค่าคลาดเคลื'อนกาํลงัสอง

เฉลี'ย 
*  หมายถึง วิธีการประมาณค่าพารา -

มิเตอร์ที'ให้ค่า Bias  ต ํ'า
ที' สุ ด  ห รื อ ค่ า  MSE ตํ' า
ที'สุด 

ผลการเปรียบเทียบประสิทธิภาพของวิธีการ
ประมาณค่าพารามิเตอร์ ทั$ง 3 วธีิ นาํเสนอดงัตารางที' 
1-2 ในที'นี$ จะพิจารณาค่าเอนเอียงสัมบูรณ์ และค่า
คลาดเคลื'อนกาํลงัสองเฉลี'ย ดงันี$  

4.1 ค่าเอนเอยีงสัมบูรณ์ 
ผลการเปรียบเทียบค่าเอนเอียงสัมบูรณ์ 

จาํแนกตามขนาดตวัอยา่ง สรุปรายละเอียดไดด้งันี$  
เมื'อขนาดตวัอยา่งเท่ากบั 25  
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าเท่ากบั 0.1 และ 0.2 
วิธี RM ให้ค่า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
ตั$งแต่ 0.3 ถึง 0.5 วธีิ RMD ใหค่้า Bias ตํ'าที'สุด และ
กรณีที'ค่า ρ  มีค่าตั$งแต่ 0.6 ถึง 0.9 วิธี IRMD ให้ค่า 
Bias ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.3 วธีิ 
RM ให้ค่า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
เท่ากบั 0.4  และ 0.5 วธีิ RMD ใหค่้า Bias ตํ'าที'สุด 
และกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.6 ถึง 0.9 วิธี IRMD ให้
ค่า Bias ตํ'าที'สุด 

เมื'อขนาดตวัอยา่งเท่ากบั 50 
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.3 วธีิ 
RM ใหค่้า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าตั$งแต่ 
0.4 ถึง 0.6 วธีิ RMD ใหค่้า Bias ตํ'าที'สุด และกรณีที'
ค่า ρ  มีค่าตั$งแต่ 0.7 ถึง 0.9 วิธี IRMD ใหค่้า Bias

ตํ'าที'สุด 
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.5 วธีิ 
RM ให้ค่า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
เท่ากบั 0.6 และ 0.7 วิธี RMD ใหค่้า Bias ตํ'าที'สุด 
และกรณีที'ค่า ρ  มีค่าเท่ากบั 0.8 และ 0.9 วิธี IRMD 
ใหค่้า Bias ตํ'าที'สุด 

เมื'อขนาดตวัอยา่งเท่ากบั 100  
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.5 วธีิ 
RM ให้ค่า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
เท่ากบั 0.6 และ 0.7 วิธี RMD ใหค่้า Bias ตํ'าที'สุด 
และกรณีที'ค่า ρ  มีค่าเท่ากบั 0.8 และ 0.9 วิธี IRMD 
ใหค่้า Bias ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.6 วธีิ 
RM ให้ค่า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
เท่ากบั 0.7 และ 0.8 วิธี RMD ใหค่้า Bias ตํ'าที'สุด 
และกรณีที'ค่า ρ  มีค่าเท่ากบั 0.9 วิธี IRMD ให้ค่า 
Bias ตํ'าที'สุด 
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เมื'อขนาดตวัอยา่งเท่ากบั 250  
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.6 วธีิ 
RM ใหค่้า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าตั$งแต่ 
0.7 ถึง 0.9 วธีิ RMD ใหค่้า Bias ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.7 วธีิ 
RM ให้ค่า Bias ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
เท่ากบั 0.8 และ 0.9 วธีิ RMD ใหค่้า Bias ตํ'าที'สุด 

4.2 ค่าคลาดเคลื�อนกาํลงัสองเฉลี�ย 
ผลการเปรียบเทียบค่าคลาดเคลื'อนกาํลงัสอง

เฉลี'ย จาํแนกตามขนาดตวัอย่าง สรุปรายละเอียดได้
ดงันี$  

เมื'อขนาดตวัอยา่งเท่ากบั 25  
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าเท่ากบั 0.1 วธีิ RM 
ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าตั$งแต่ 0.2 
ถึง 0.5 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และกรณีที'ค่า ρ  
มีค่าตั$งแต่ 0.6 ถึง 0.9 วธีิ IRMD ใหค่้า MSE ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าเท่ากบั 0.1 และ 0.2 
วิธี RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่า
ตั$งแต่ 0.3 ถึง 0.5 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และ
กรณีที'ค่า ρ  มีค่าตั$งแต่ 0.6 ถึง 0.9 วิธี IRMD ให้ค่า 
MSE ตํ'าที'สุด 

เมื'อขนาดตวัอยา่งเท่ากบั 50 
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.3 วธีิ 
RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าตั$งแต่ 
0.4 ถึง 0.7 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และกรณีที'
ค่า ρ  มีค่าเท่ากบั 0.8 และ 0.9 วธีิ IRMD ใหค่้า MSE 
ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.5 วธีิ 
RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าตั$งแต่ 
0.6 ถึง 0.8 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และกรณีที'
ค่า ρ  มีค่าเท่ากบั 0.9 วธีิ IRMD ใหค่้า MSE ตํ'าที'สุด 

เมื'อขนาดตวัอยา่งเท่ากบั 100  
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.6 วธีิ 
RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าเท่ากบั 
0.7 และ 0.8 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และกรณีที'
ค่า ρ  มีค่าเท่ากบั 0.9 วธีิ IRMD ใหค่้า MSE ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.6 วธีิ 
RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าเท่ากบั 
0.7 และ 0.8 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และกรณีที'
ค่า ρ  มีค่าเท่ากบั 0.9 วธีิ IRMD ใหค่้า MSE ตํ'าที'สุด 

เมื'อขนาดตวัอยา่งเท่ากบั 250  
เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 5 

สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.6 วธีิ 
RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าเท่ากบั 
0.7 และ 0.8 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด และกรณีที'
ค่า ρ  มีค่าเท่ากบั 0.9 วธีิ IRMD ใหค่้า MSE ตํ'าที'สุด 

เมื'อร้อยละของค่าสูญหาย เท่ากบั ร้อยละ 10 
สรุปไดด้งันี$  ในกรณีที'ค่า ρ  มีค่าตั$งแต่ 0.1 ถึง 0.8 วธีิ 
RM ใหค่้า MSE ตํ'าที'สุด ส่วนกรณีที'ค่า ρ มีค่าเท่ากบั 
0.9 วธีิ RMD ใหค่้า MSE ตํ'าที'สุด  

5. สรุปผลการวจิยั 
ผลการวิจยัครั$ งนี$  เมื'อพิจารณาโดยรวมสรุป

ไดด้งันี$  
วธีิกําลงัสองน้อยที�สุดแบบค่าเฉลี�ยเวยีนเกิด 

(วธีิ RM) ใหค่้า Bias  และ MSE ตํ'าที'สุด เมื'อค่า ρ  

มีค่านอ้ย (≈ 0.1 ถึง 0.4)  
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วิธีกําลังสองน้อยที�สุดแบบมัยฐานเวียนเกิด 
(วธีิ RMD) ใหค่้า Bias  และ MSE ตํ'าที'สุด เมื'อค่า 

ρ  มีค่าปานกลาง (≈ 0.5 ถึง 0.7) 
วิธีกําลังสองน้อยที�สุดแบบมัยฐานเวียนเกิด

ปรับปรุง (วิธี IRMD) ใหค่้า Bias  และ MSE ตํ'า

ที'สุด เมื'อค่า ρ  มีค่ามาก (≈ 0.8 ถึง 0.9) 
 

6. ข้อเสนอแนะ  
จากผลการวิจัยพบว่าวิ ธีการประมาณ

ค่าพารามิเตอร์ที'ใหค่้า Bias  และ MSE ตํ'าที'สุดจะ
ขึ$นอยู่กบัระดบัของพารามิเตอร์ แต่ในทางปฏิบติัเรา
จะไม่ทราบค่าพารามิเตอร์ ก่อนทาํการประมาณ
ค่าพารามิเตอร์ได ้ดงันั$นเพื'อให้สามารถเลือกวิธีการ

ประมาณค่าพารามิเตอร์ที'เหมาะสมได้ ควรทาํการ
ประมาณค่าพารา มิ เตอ ร์ เ บื$ อ งต้น  (Preliminary 
Estimation or Initial Estimation) ซึ' งจะทาํใหท้ราบ
ค่าประมาณพารามิเตอร์เบื$องต้น จากนั$ นสามารถ
เลือกใช้วิ ธีการประมาณค่าพารามิเตอร์ได้อย่าง
เหมาะสมและมีประสิทธิภาพในสถานการณ์ต่าง ๆ 
ต่อไปได ้ ซึ' งสูตรในการประมาณค่าพารามิเตอร์
เบื$องตน้โดยวธีิกาํลงัสองนอ้ยที'สุด  มีดงันี$  
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ตารางที� 1 ค่าความเอนเอียงสัมบูรณ์ ( Bias ) และค่าคลาดเคลื'อนกาํลงัสองเฉลี'ย (MSE) ของตวัประมาณ
ค่าพารามิเตอร์ของตวัแบบ AR(1)  เมื�อร้อยละของค่าสูญหาย (p) เท่ากบัร้อยละ 5 

n ρ  
Bias  MSE 

RM RMD IRMD RM RMD IRMD 
25 0.1 0.0210* 0.0444 0.1354 0.0415* 0.0423 0.0653 

0.2 0.0075* 0.0270 0.1164 0.0401 0.0397* 0.0579 
0.3 0.0143 0.0002* 0.0899 0.0396 0.0384* 0.0501 
0.4 0.0261 0.0158* 0.0726 0.0386 0.0373* 0.0441 
0.5 0.0437 0.0368* 0.0490 0.0371 0.0358* 0.0373 
0.6 0.0621 0.0588 0.0226* 0.0354 0.0346 0.0302* 
0.7 0.0764 0.0759 0.0011* 0.0351 0.0350 0.0266* 
0.8 0.0969 0.0978 0.0283* 0.0365 0.0366 0.0238* 
0.9 0.1157 0.1191 0.0572* 0.0372 0.0385 0.0225* 

50 0.1 0.0261* 0.0445 0.1009 0.0206* 0.0219 0.0355 
0.2 0.0164* 0.0315 0.0906 0.0196* 0.0203 0.0325 

 0.3 0.0030* 0.0155 0.0773 0.0187* 0.0188 0.0285 
0.4 0.0086 0.0011* 0.0648 0.0173 0.0173* 0.0248 
0.5 0.0180 0.0110* 0.0526 0.0165 0.0164* 0.0214 
0.6 0.0279 0.0231* 0.0402 0.0152 0.0150* 0.0176 
0.7 0.0368 0.0335 0.0282* 0.0137 0.0137* 0.0139 
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ตารางที� 1 ค่าความเอนเอียงสัมบูรณ์ ( Bias ) และค่าคลาดเคลื'อนกาํลงัสองเฉลี'ย (MSE) ของตวัประมาณ
ค่าพารามิเตอร์ของตวัแบบ AR(1)  เมื�อร้อยละของค่าสูญหาย (p) เท่ากบัร้อยละ 5 (ต่อ) 

n ρ  
Bias  MSE 

RM RMD IRMD RM RMD IRMD 
 0.8 0.0479 0.0462 0.0114* 0.0124 0.0124 0.0100* 

0.9 0.0600 0.0594 0.0087* 0.0118 0.0120 0.0071* 
100 0.1 0.0386* 0.0515 0.0945 0.0115* 0.0128 0.0216 

0.2 0.0278* 0.0389 0.0833 0.0105* 0.0114 0.0191 
0.3 0.0171* 0.0259 0.0712 0.0094* 0.0097 0.0161 
0.4 0.0061* 0.0136 0.0614 0.0084* 0.0087 0.0140 
0.5 0.0009* 0.0051 0.0529 0.0076* 0.0077 0.0119 
0.6 0.0083 0.0041* 0.0439 0.0068* 0.0068 0.0096 
0.7 0.0155 0.0122* 0.0331 0.0058 0.0058* 0.0073 
0.8 0.0231 0.0208 0.0206* 0.0051 0.0051* 0.0051 
0.9 0.0289 0.0275 0.0066* 0.0038 0.0038 0.0027* 

250 0.1 0.0380* 0.0453 0.0720 0.0055* 0.0061 0.0101 
0.2 0.0291* 0.0350 0.0625 0.0046* 0.0051 0.0085 
0.3 0.0206* 0.0256 0.0539 0.0040* 0.0043 0.0073 
0.4 0.0131* 0.0173 0.0462 0.0035* 0.0037 0.0062 
0.5 0.0067* 0.0103 0.0395 0.0031* 0.0032 0.0052 
0.6 0.0023* 0.0051 0.0343 0.0025* 0.0026 0.0042 
0.7 0.0043 0.0021* 0.0265 0.0021 0.0021* 0.0031 
0.8 0.0077 0.0060* 0.0200 0.0016 0.0016* 0.0021 
0.9 0.0115 0.0103* 0.0106 0.0011 0.0011 0.0011* 

 
ตารางที� 2 ค่าความเอนเอียงสัมบูรณ์ ( Bias ) และค่าคลาดเคลื'อนกาํลงัสองเฉลี'ย (MSE) ของตวัประมาณ
ค่าพารามิเตอร์ของตวัแบบ AR(1)  เมื�อร้อยละของค่าสูญหาย (p) เท่ากบัร้อยละ 10 

n ρ  
Bias  MSE 

RM RMD IRMD RM RMD IRMD 
25 0.1 0.0508* 0.0747 0.1648 0.0437* 0.0458 0.0739 

0.2 0.0320* 0.0517 0.1413 0.0421* 0.0430 0.0649 
0.3 0.0091* 0.0237 0.1131 0.0385 0.0378* 0.0529 
0.4 0.0099 0.0009* 0.0880 0.0360 0.0350* 0.0449 
0.5 0.0298 0.0232* 0.0606 0.0348 0.0339* 0.0367 
0.6 0.0507 0.0474 0.0334* 0.0346 0.0338 0.0313* 
0.7 0.0722 0.0706 0.0053* 0.0340 0.0332 0.0256* 
0.8 0.0879 0.0897 0.0201* 0.0328 0.0332 0.0216* 
0.9 0.1139 0.1175 0.0554* 0.0361 0.0373 0.0215* 
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ตารางที� 2 ค่าความเอนเอียงสัมบูรณ์ ( Bias ) และค่าคลาดเคลื'อนกาํลงัสองเฉลี'ย (MSE) ของตวัประมาณ
ค่าพารามิเตอร์ของตวัแบบ AR(1)  เมื�อร้อยละของค่าสูญหาย (p) เท่ากบัร้อยละ 10 (ต่อ) 

n ρ  
Bias  MSE 

RM RMD IRMD RM RMD IRMD 
50 0.1 0.0748* 0.0938 0.1503 0.0264* 0.0297 0.0484 

0.2 0.0535* 0.0700 0.1302 0.0221* 0.0239 0.0407 
0.3 0.0323* 0.0456 0.1073 0.0198* 0.0208 0.0343 
0.4 0.0142* 0.0246 0.0886 0.0174* 0.0178 0.0282 
0.5 0.0006* 0.0078 0.0733 0.0156* 0.0157 0.0233 
0.6 0.0168 0.0112* 0.0524 0.0141 0.0141* 0.0180 
0.7 0.0291 0.0255* 0.0358 0.0127 0.0125* 0.0136 
0.8 0.0432 0.0418 0.0164* 0.0118 0.0118* 0.0098 
0.9 0.0563 0.0558 0.0053* 0.0112 0.0113 0.0069* 

100 0.1 0.0782* 0.0914 0.1348 0.0163* 0.0187 0.0312 
0.2 0.0590* 0.0702 0.1152 0.0131* 0.0146 0.0252 
0.3 0.0426* 0.0519 0.0982 0.0106* 0.0115 0.0205 
0.4 0.0280* 0.0353 0.0832 0.0090* 0.0095 0.0169 
0.5 0.0125* 0.0186 0.0660 0.0077* 0.0079 0.0132 
0.6 0.0005* 0.0051 0.0519 0.0066* 0.0067 0.0103 
0.7 0.0102 0.0068* 0.0391 0.0055 0.0055* 0.0075 
0.8 0.0206 0.0183* 0.0223 0.0047 0.0047* 0.0049 
0.9 0.0280 0.0266 0.0076* 0.0036 0.0036 0.0026* 

250 0.1 0.0810* 0.0884 0.1152 0.0106* 0.0119 0.0183 
0.2 0.0634* 0.0695 0.0966 0.0078* 0.0087 0.0140 
0.3 0.0472* 0.0526 0.0810 0.0058* 0.0064 0.0109 
0.4 0.0334* 0.0380 0.0670 0.0044* 0.0047 0.0084 
0.5 0.0211* 0.0248 0.0538 0.0033* 0.0034 0.0063 
0.6 0.0113* 0.0142 0.0432 0.0026* 0.0027 0.0048 
0.7 0.0022* 0.0045 0.0326 0.0020* 0.0020 0.0034 

 0.8 0.0046 0.0028* 0.0232 0.0015* 0.0015 0.0022 
0.9 0.0100 0.0088* 0.0120 0.0010 0.0010* 0.0010 
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