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บทคัดย่อ 
งานวิจัยนี้มีวัตถุประสงค์เพื่อเปรียบเทียบประสิทธิภาพวิธีการแปลงข้อมูลจากข้อมูลที่มีการแจกแจงแกมมา

ให้มีการแจกแจงปรกติ 4 วิธี คือ วิธีการแปลงแบบบ็อกซ์-ค็อกซ์ วิธีการแปลงแบบกำลัง วิธีการแปลงแบบรากที่สี่ 
และวิธีการแปลงแบบเลขชี้กำลังของ Manly โดยศึกษาจากข้อมูลจำลองที่มีการแจกแจงแกมมามีพารามิเตอรส์เกล 
( )  1 และ 2 พารามิเตอร์รูปร่าง ( )  1, 3, 5, 10, 20, 50 และขนาดตัวอย่าง (n) ที่ศึกษา คือ 5, 10, 20, 30, 
50, 100 กำหนดจำนวนครั้งการทำซ้ำในแต่ละสถานการณ์ 1,000 ครั้ง โดยเกณฑ์การเปรียบเทียบประสิทธิภาพ
พิจารณาจากร้อยละการยอมรับสมมติฐานหลักที่ว่าข้อมูลที่แปลงแล้วมีการแจกแจงปรกติ โดยใช้สถิติทดสอบแอน
เดอร์สัน-ดาร์ลิง ที่ระดับนัยสำคัญ 0.05 ถ้าวิธีใดมีค่าร้อยละการยอมรับสมมติฐานหลักสูงสุด แสดงว่าวิธีนั ้นมี
ประสิทธิภาพดีที่สุด ผลการศึกษาพบว่าวิธีการแปลงแบบบ็อกซ์ -ค็อกซ์และวิธีการแปลงแบบกำลังส่วนใหญ่ให้
ประสิทธิภาพในเกือบทุกสถานการณ์ นอกจากนี้วิธีการแปลงแบบเลขชี้กำลังของ Manly ให้ประสิทธิภาพสูงสุดใน
กรณีตัวอย่างขนาดเล็ก (n = 5, 10) แต่เมื่อขนาดตัวอย่างเพิ่มขึ้นพบว่าประสิทธิภาพการแปลงของวิธีการแปลงแบบ
เลขช้ีกำลังของ Manly จะมีแนวโน้มลดลง 

คำสำคัญ : การแปลงข้อมูล; วิธีการแปลงแบบบ็อกซ์-ค็อกซ์; วิธีการแปลงแบบกำลัง; วิธีการแปลงแบบรากที่สี่;  
วิธีการแปลงแบบเลขช้ีกำลังของ Manly 
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Abstract 
The objective of this research was to compare the efficiency of data transformation methods 

from Gamma distributed data to normally distributed data for four methods: Box-Cox 
transformation, power transformation, fourth root transformation, and exponential transformation 
of Manly methods. The simulation data generated from Gamma distribution with scale parameter 
( )  was equal to 1 and 2, shape parameter ( )  was equal to 1, 3, 5, 10, 20, 50 and the sample 
size (n) of this study was equal to 5, 10, 20, 30, 50, and 100. Each situation was repeated 1,000 
times. The criterion of efficiency comparison based on the acceptance percentage of a null 
hypothesis that the transformed data were normally distributed by using the Anderson-Darling test 
at the significance level 0.05. If the transformation method has a highest acceptance percentage of 
the null hypothesis, it means that this method is the most efficient method. According to this 
research, it was found that Box-Cox transformation and power transformation methods are the 
most efficient method for almost situations. In addition, exponential transformation of Manly 
method is the most efficient method for a small sample size (n = 5, 10). However, the efficiency of 
exponential transformation of Manly method tended to be decreased when the sample size 
increased. 
 

Keywords: data transformation; Box-Cox transformation method; power transformation method; 
fourth root transformation method; exponential transformation of Manly method 

 
1. บทนำ 

การทำงานวิจัยสาขาต่าง ๆ ผู้วิจัยส่วนใหญ่จะ
นำเอาวิธีการทางสถิติมาใช้เพื ่อวิเคราะห์หาข้อสรุป
สำหรับงานวิจัยนั้น ๆ ซึ่งระเบียบวิธีทางสถิติแบบอิง
พารามิเตอร์มักนิยมใช้กัน เนื่องจากมีประสิทธิภาพดี 
แต่ส่วนใหญ่จะมีข้อสมมติเบื้องต้นที่สำคัญ คือ ตัวอย่าง
สุ ่มต้องมาจากประชากรที่มีการแจกแจงปรกติ เช่น 
การวิเคราะห์ความแปรปรวน แต่ความเป็นจริงข้อมูลที่
ผ ู ้ว ิจัยนำมาวิเคราะห์อาจไม่ได้มีการแจกแจงปรกติ 
ดังนั้นการใช้วิธีการแปลงข้อมูลจะช่วยให้ข้อมูลมีการ
แจกแจงปรกติ หรือมีการแจกแจงเข้าใกล้การแจกแจง
ปรกติมากท่ีสุด 

การแปลงข้อมูลเป็นการปรับเปลี ่ยนค่าของ
ข้อมูลด้วยวิธีการทางคณิตศาสตร์ ซึ่งมีอยู่ด้วยกันหลาย

วิธี ได้แก่ วิธีการแปลงแบบลอการิทึม (logarithm 
transformation) วิธีการแปลงแบบรากท่ีสอง (square 
root transformation) วิธีการแปลงแบบเลขชี ้กำลัง 
(exponential transformation) ว ิธ ีการแปลงแบบ
การกลับเศษส่วน (reciprocal transformation) วิธี 
การแปลงแบบกำลัง (power transformation) วิธีการ
แปลงแบบบ็อกซ์-ค็อกซ์ (Box-Cox transformation) 
เป็นต้น งานวิจัยที่เกี่ยวข้องกับการศึกษาประสิทธิภาพ
ของวิธีการแปลงข้อมูลจากข้อมูลที่มีการแจกแจงแบบ
ต่าง ๆ ให้มีการแจกแจงปรกติส่วนใหญ่ใช้เกณฑ์ในการ
เปรียบเทียบประสิทธิภาพโดยพิจารณาจากร้อยละการ
ยอมรับสมมติฐานหลัก ดังงานวิจัยต่อไปนี้ การศึกษา
ของ Krataithong [1] พบว่าสำหรับการแจกแจงเบ้ขวา 
วิธีการแปลงข้อมูลที่มีประสิทธิภาพดีที่สดุ ได้แก่ วิธีการ
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แปลงแบบกำลัง กรณีที ่เลขกำลังมีค่ าน้อยกว่า 1 
รองลงมา คือ วิธีการแปลงแบบการกลับเศษส่วน วิธี 
การแปลงแบบลอการิทึม และวิธีการแปลงแบบรากที่
สอง ตามลำดับ ต่อมา Ngamjarus [2] ได้ศึกษาหาวิธี 
การแปลงข้อมูลที่สามารถแปลงข้อมูลที่มีการแจกแจง
แบบเลขชี้กำลัง การแจกแจงแกมมา การแจกแจงไค
กำลังสอง การแจกแจงไวบูล และการแจกแจงล็อกนอร์
มอลให้มีการแจกแจงปรกติ โดยพิจารณาวิธีการแปลง
ข้อมูลทั้งหมด 4 วิธี คือ วิธีการแปลงแบบกำลัง วิธีการ
แปลงแบบบ็อกซ์-ค็อกซ์ วิธีการแปลงข้อมูลลอการิทึม 
และวิธีการแปลงข้อมูลรากที่สี่ ผลการวิจัยพบว่าการ
แปลงข้อมูลที่มีการแจกแจงแบบเลขชี้กำลัง การแจก
แจงแกมมา การแจกแจงไคกำลังสอง และการแจกแจง
ไวบูล วิธีการแปลงข้อมูลที่เหมาะสมที่สุด คือ วิธีการ
แปลงแบบบ็อกซ์-ค็อกซ์ สำหรับการแจกแจงล็อกนอร์
มอล ว ิธ ีท ี ่ เหมาะสมที ่ส ุด ค ือ ว ิธ ีการแปลงแบบ
ลอการ ิท ึม ต ่อมา Kerdsawang [3] ได ้ศ ึกษาและ
เปรียบเทียบวิธีการแปลงข้อมูลให้มีการแจกแจงปรกติ 
โดยพิจารณาวิธีการแปลงข้อมูลทั ้งหมด 4 วิธี คือ 
วิธีการแปลงแบบบ็อกซ์-ค็อกซ์ วิธีการแปลงแบบดัด 
แปลงของบ็อกซ์-ค็อกซ์ วิธีการแปลงแบบเลขชี้กําลัง
ของ Manly (exponential transformation of Manly) 
และวิธีการแปลงแบบกําลังแบบใหม่ของ In-Kwon-
Yeo สรุปด้ว่ากรณีที่ข้อมูลมีค่าบวกและค่าลบ สําหรับ
การแจกแจงแบบเบ้ขวาและการแจกแจงแบบเบ้ซ้าย ที่
ความเบ้ระดับต่ำ วิธีการแปลงแบบดัดแปลงของบ็อกซ์-
ค็อกซ์ให้ร้อยละการยอมรับสมมติฐานหลักสูงที่สุดเป็น
ส่วนใหญ่ ส่วนที่ความเบ้ระดับสูงขึ้น วิธีการแปลงแบบ
เลขช้ีกําลังให้ร้อยละการยอมรับสมมติฐานหลักสูงที่สุด
เป็นส่วนใหญ่ ส่วนกรณีที่ข้อมูลมีค่าบวก สําหรับการ
แจกแจงแบบเบ้ขวา ในทุกระดับความเบ้ วิธีการแปลง
แบบบ็อกซ์-ค็อกซ์ให้ร้อยละการยอมรับสมมติฐานหลัก
สูงที่สุดเป็นส่วนใหญ่ สําหรับการแจกแจงแบบเบ้ซ้าย

ในทุกระดับความเบ้ วิธีการแปลงแบบเลขชี้กําลังให้
ร้อยละการยอมรับสมมติฐานหลักสูงที่สุดเป็นส่วนใหญ่ 
ต ่อมาในป ี  พ.ศ. 2554 Paiboolworachat [4] ได้
เปรียบเทียบประสิทธิภาพระหว่างวิธีการแปลงแบบ 
บ็อกซ์-ค็อกซ์และวิธีการแปลงแบบกำลังแบบใหม่
ภายใต้การแจกแจงแบบเลขชี้กำลัง ผลการวิจัยพบว่า 
วิธีการแปลงแบบบ็อกซ์-ค็อกซ์ เมื่อเลขกำลังของการ
แปลงมีค่าอยู่ระหว่าง 0 ถึง 1 จะมีร้อยละการยอมรับ
สมมติฐานหลักมากที่สุด เมื่อเลขกำลังของการแปลง
เท่ากับ 1 พบว่าวิธีการแปลงแบบบ็อกซ์-ค็อกซ์และ
วิธีการแปลงแบบกำลังแบบใหม่จะมีร้อยละการยอมรับ
สมมติฐานหลักเท่ากัน เมื ่อเลขกำลังของการแปลง
มากกว่า 1 พบว่าวิธีการแปลงแบบกำลังแบบใหม่จะมี
ร้อยละการยอมรับสมมติฐานหลักมากที่สุด ซึ ่งในปี
เด ียวกัน Chortirat [5] ได้ศ ึกษาและเปรียบเท ียบ
ประสิทธิภาพวิธีการแปลงข้อมูล 4 วิธี คือ วิธีการแปลง
แบบฟังก ์ช ันความคลาดเคล ื ่อน (error function 
transformation) ว ิ ธ ีการแปลงแบบ dual power 
(dual power transformation) วิธีการแปลงแบบเลข
ช้ีกำลังของ Manly และวิธีการแปลงแบบบ็อกซ์-ค็อกซ์ 
ภายใต้ข้อมูลที ่ม ีการแจกแจงแบบไวบูล พบว่าใน
ตัวอย่างขนาดเล็กและขนาดกลาง วิธีการแปลงข้อมูล
แบบเลขช้ีกำลังของ Manly มีประสิทธิภาพดีที่สุด และ
ในตัวอย่างขนาดใหญ่ วิธีการแปลงแบบบ็อกซ์-ค็อกซม์ี
ประส ิทธ ิภาพดีท ี ่สุด นอกจากนี ้ในปี พ.ศ. 2560 
Kaewprasert และคณะ [6] ได้เปรียบเทียบประสิทธิ 
ภาพวิธีการแปลงข้อมูลของการแจกแจงแบบเลขช้ี
กำลังนัยท่ัวไปที่ขนาดตัวอย่างและพารามิเตอร์แตกต่าง
กัน 3 วิธี คือ วิธีการแปลงแบบบ็อกซ์-ค็อกซ์ วิธีการ
แปลงแบบรากที่สาม และวิธีการแปลงแบบรากที่สี่ใน
กรณีที่สามารถแปลงข้อมูลเข้าใกล้การแจกแจงปรกติ
มากที่สุด ผลการวิจัยพบว่าวิธีการแปลงแบบรากที่สี่ให้
ร้อยละการยอมรับสมมติฐานหลักมากที่สุด   
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ส่วนใหญ่การวิเคราะห์ข้อมูลทางสถิติแบบอิง
พารามิเตอร์นั ้น มีข้อสมมติเบื ้องต้นที ่สำคัญ คือ 
ตัวอย่างสุ่มต้องมาจากประชากรที่มีการแจกแจงปรกติ 
ผู้วิจัยจำเป็นต้องทราบรูปแบบการแจกแจงของข้อมูล
ชุดนั้น ๆ โดยทดสอบการแจกแจงของข้อมูลก่อนนำมา
วิเคราะห์ ซึ่งตัวสถิติทดสอบมีอยู่หลายวิธี ได้แก่ ตัว
สถิติทดสอบแอนเดอร์สัน-ดาร์ลิง (Anderson-Darling 
statistic) ตัวสถิตทดสอบชาพิโร-วิลก์ (Shapiro-Wilk 
statistic) เป็นต้น การศึกษาของ Channarong [7] ได้
เปรียบเทียบการทดสอบการแจกแจงปรกติด้วยตัวสถิติ
ทดสอบ 4 วิธี คือ ตัวสถิติทดสอบ Q ตัวสถิติทดสอบ D 
ตัวสถิติทดสอบคอลโมโกรอฟ-สมีร์นอฟแบบ two 
stage delta-corrected และตัวสถิติทดสอบแอนเดอร์
สัน-ดาร์ลิง โดยแบ่งการศึกษาเป็น 2 ส่วน คือ ส่วนที่ 1 
เปร ียบเท ียบความสามารถในการควบค ุมความ
ผิดพลาดแบบที่ 1 ส่วนที ่ 2 เปรียบเทียบกำลังการ
ทดสอบ ผลการศึกษาในส่วนท่ี 1 พบว่าตัวสถิติทดสอบ
แอนเดอร์สัน-ดาร์ลิงเป็นตัวสถิติทดสอบที่สามารถ
ควบคุมความผิดพลาดแบบที่ 1 ได้ดีที่สุด ที่ทุกระดับ
นัยสําคัญและทุกขนาดตัวอย่าง ส่วนผลการศึกษาใน
ส่วนที่ 2 พบว่าเมื ่อกลุ่มตัวอย่างขนาดเล็ก ตัวสถิติ
ทดสอบ D และตัวสถิติทดสอบแอนเดอร์สัน-ดาร์ลิง มี
กำลังการทดสอบสูงใกล้เคียงกัน สําหรับตัวอย่างขนาด
กลางและขนาดใหญ่ ตัวสถิติทดสอบ Q มีกำลังการ
ทดสอบสูงที่สุด ต่อมา Pinthongpan [8] ศึกษาความ 
สามารถในการควบคุมความผิดพลาดแบบที่  1 และ
เปรียบเทียบกำลังการทดสอบของสถิติทดสอบ 5 วิธี
ได ้แก ่  สถ ิต ิทดสอบของเบต้าโดยใช ้พ ื ้นฐานการ
วิเคราะห์การถดถอยเชิงพหุ สถิติทดสอบแอนเดอร์สัน
ดาร์ลิงที่ปรับปรุงตามอัตราส่วนภาวะน่าจะเป็นสถิติ
ทดสอบแอนเดอร์สัน-ดาร์ลิง สถิติทดสอบชาพิโร-วิลก์ 
และสถิต ิทดสอบของชาพิโร -ฟรานเซ ีย (Shapiro-
Francia statistic) พบว่าสถิติทดสอบแอนเดอร์สัน-

ดาร์ลิงที่ปรับปรุงตามอัตราส่วนภาวะน่าจะเป็นและ
สถิติทดสอบแอนเดอร์สัน-ดาร์ลิ สามารถควบคุมความ
ผิดพลาดแบบที่ 1 ในทุกขนาดตัวอย่าง ขณะที่สถิติ
ทดสอบชาฟิโร-ฟรานเซียไม่สามารถควบคุมความ
ผิดพลาดแบบที่ 1 ในทุกขนาดตัวอย่าง สำหรับกำลัง
การทดสอบพบว่าส่วนใหญ่สถิติทดสอบแอนเดอร์สัน-
ดาร์ลิงที่ปรับปรุงตามอัตราส่วนภาวะน่าจะเป็น มีกำลัง
การทดสอบสูงที่สุด รองลงมาสถิติทดสอบแอนเดอร์
สัน-ดาร์ลิง ส่วนสถิติทดสอบของเบต้าโดยใช้พื้นฐาน
การวิเคราะห์การถดถอยเชิงพหุ และสถิติทดสอบ
ชาพิโร-วิลก์มีกำลังการทดสอบที่ไม่แตกต่างกัน 

งานวิจัยท่ีเกี่ยวข้องซึ่งกล่าวมาข้างต้น ส่วนใหญ่
จะศึกษาวิธีการแปลงข้อมูลในการแจกแจงที่เบ้ซ้าย เบ้
ขวา หรือการแจกแจงอื่น ๆ ที่หลากหลาย แต่ไม่ได้
ศึกษากรณีพารามิเตอร์แตกต่างกันท่ีหลากหลายในการ
แจกแจงหนึ่ง ๆ เพื่อดูผลลัพธ์ว่าค่าพารามิเตอร์ที่แตก 
ต่างกันมีผลกับประสิทธิภาพของวิธีการแปลงแต่ละวิธี
หรือไม่ ดังนั้นในงานวิจัยนี้จึงสนใจศึกษาข้อมูลที่มีการ
แจกแจงแกมมาเท่านั้นโดยศึกษาค่าพารามิเตอร์สเกล
และพารามิเตอร์รูปร่างที่แตกต่างกันตั้งแต่ค่าน้อยไป
จนถึงมาก เนื่องจากบ่อยครั้งพบว่าในงานวิจัยข้อมูลที่
เก็บรวบรวมมาได้อาจมีการแจกแจงแกมมาแต่ผู้วิจัยมี
ความจำเป็นต้องแปลงข้อมูลก่อนเพื่อให้สอดคล้องกับ
ข้อสมมติเบื้องต้นจึงจะนำข้อมูลนั้นไปวิเคราะห์สถิติที่
ต ้องการได้ เช่น ข้อมูลเกี ่ยวกับอายุการใช้งานของ
อุปกรณ์อิเล็กทรอนิกส์ในกระบวนการควบคุมคุณภาพ 
ซึ่งผู ้วิจัยอาจมีความจำเป็นต้องใช้ข้อมูลดังกล่าวไป
สร้างแผนภูมิควบคุมคุณภาพซึ่งข้อสมมติเบื้องต้นของ
การสร้างแผนภูมิดังกล่าวส่วนใหญ่มักสร้างมาจาก
พื ้นฐานที ่ว ่าข้อมูลต้องมีการแจกแจงปรกติ ได้แก่ 
แผนภูมิควบคุมชิวฮาร์ท แผนภูมิควบค่าเฉลี่ยเคลื่อนที่
ถ่วงน้ำหนักแบบเลขชี้กำลัง [9] เป็นต้น ดังนั้นจึงต้องมี
การแปลงข้อมูลก่อนจะนำไปสร้างแผนภูมิควบคุม
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คุณภาพดังกล่าวข้างต้นนี้ได้ ซึ่งในการวิจัยครั้งนี้ผู้วิจัย
จึงสนใจศึกษาเปรียบเทียบประสิทธิภาพวิธีการแปลง
ข้อมูลสำหรับข้อมูลที ่ม ีการแจกแจงแกมมาโดยมี
พารามิเตอร์สเกลแตกต่างกัน 2 ระดับ และพารามิเตอร์
รูปร่างของการแจกแจงแตกต่างกันตั้งแต่ค่าน้อยไป
จนถึงค่ามากทั้งหมด 4 วิธี คือ วิธีการแปลงแบบบ็อกซ์-
ค็อกซ์ วิธีการแปลงแบบกำลัง วิธีการแปลงแบบรากที่สี่ 
และวิธีการแปลงแบบเลขชี้กำลังของ Manly โดยใช้
สถิติทดสอบแอนเดอร์สัน-ดาร์ลิงสำหรับทดสอบภาวะ
สารูปดี เพื่อศึกษาวิธีการแปลงข้อมูลวิธีใดมีประสิทธิ  
ภาพมากกว ่ าก ันในสถานการณ ์ท ี ่ แตกต ่ า งกัน 
นอกจากนี้งานวิจัยนี้ยังได้จำลองข้อมูลเพื่อศึกษาและ
สรุปผลการวิจัยเพื่อหาค่าเลขกำลังของการแปลงที่
เหมาะสมที่สุดสำหรับวิธีการแปลงแบบบ็อกซ์ -ค็อกซ์ 
วิธีการแปลงแบบกำลัง และวิธีการแปลงแบบเลขช้ี
กำลังของ Manly โดยศึกษาค่าเลขกำลังของการแปลง
มีค่าเท่ากับ -1 ถึง 1 ด้วยอัตราการเพิ่มขึ ้นทีละ 0.1 
สำหรับสถานการณ์ต่าง ๆ เพื่อเป็นแนวทางในการเลือก
วิธีการแปลงข้อมูลพร้อมทั้งการเลือกใช้ค่าเลขกำลังที่
เหมาะสมที่สุดสำหรับข้อมูลที่มีการแจกแจงแกมมาใน
สถานการณ์ที่แตกต่างกันได้อย่างมีประสิทธิภาพให้แก่
ผู้วิจัยที่สนใจศึกษาข้อมูลในงานวิจัยด้านต่าง ๆ ต่อไป 
 

2. วิธีการวิจัย  
การศึกษาเปรียบเทียบประสิทธิภาพวิธีการ

แปลงข้อมูลสำหรับข้อมูลที ่มีการแจกแจงแกมมาที่
ขนาดตัวอย่างและพารามิเตอร์แตกต่างกันด้วยการ
แปลงข้อมูล 4 วิธี คือ วิธีการแปลงแบบบ็อกซ์-ค็อกซ์ 
(Box-Cox transformation, BC) ว ิธ ีการแปลงแบบ
รากที ่ส ี ่  (fourth root transformation, FR) วิธ ีการ
แปลงแบบกำลัง (power transformation, PT) และ
วิธีการแปลงแบบเลขช้ีกำลังของ Manly (exponential 
transformation of Manly, ET) มีขั้นตอนการวิจัยดังนี ้

2.1 จำลองข้อมูลด้วยโปรแกรม SAS เวอร์ช่ัน 
9.4 ให้มีการแจกแจงแกมมาตามขนาดตัวอย่างและ
ค่าพารามิเตอร์ที่กำหนด ดังนี ้

2.1.1 กำหนดค่าพารามิเตอร์สเกล ( )  
เท่ากับ 1 และ 2 และค่าพารามิเตอร์รูปร่าง ( )  
เท่ากับ 1, 3, 5, 10, 20 และ 50 

2.1.2 กำหนดขนาดตัวอย่าง (n) เท่ากับ 5, 
10, 20, 30, 50 และ 100 

2.2 กำหนดกำลังของวิธีการแปลงข้อมูล (p) 
สำหรับวิธีการแปลงแบบบ็อกซ์-ค็อกซ์ วิธีการแปลง
แบบกำลัง และวิธ ีการแปลงแบบเลขชี ้กำล ังของ 
Manly มีค่าเท่ากับ -1 ถึง 1 ด้วยอัตราเพิ่มขึ้นทีละ 0.1 

2.3 นำข้อมูลที่จำลองในแต่ละสถานการณ์ใน
ข้อ 2.1 มาแปลงข้อมูลด้วยการแปลงข้อมูลทั้ง 4 วิธี 
ดังนี้  

2.3.1 วิธีการแปลงข้อมูลแบบบ็อกซ์-ค็อกซ์
เป็นวิธีการแปลงข้อมูลโดยใช้เลขยกกำลังอีกรูปแบบ
หนึ่งที่ได้ปรับปรุงโดยความร่วมมือของนักสถิติ จอร์จ 
บ็อกซ์ และ เซอร์ เดวิด ร็อกบี ค็อกซ์ ในปี ค.ศ. 1964 
มีรูปแบบการแปลง [5] ดังนี ้

10

( 1)
 ; 0, 0

( )

log ( ) ; 0, 0

p

BC

x
p x

y x p

x p x

 −
 

= 
 = 

 (1) 

เมื ่อ ( )BCy x  คือ ข้อมูลหลังการแปลงด้วยวิธ ีการ

แปลงแบบบ็อกซ์-ค็อกซ์; x   คือ ข้อมูลก่อนการแปลง; 

p  คือ กำลังของการแปลง  
2.3.2 วิธีการแปลงข้อมูลแบบรากที่สี่เป็น

วิธีการแปลงข้อมูลโดยการยกกำลังด้วยเศษหนึ่งส่วนสี่ 
มีรูปแบบการแปลง [6] ดังนี ้

1

4( )FRy x x=                                  (2) 

เมื ่อ ( )FRy x  คือ ข้อมูลหลังการแปลงด้วยวิธีการ

แปลงแบบรากท่ีสี่; x  คือ ข้อมูลก่อนการแปลง 
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2.3.3 วิธีการแปลงข้อมูลแบบกำลังเป็นการ

แปลงข้อมูลโดยการยกกำลังด้วย p  มีร ูปแบบการ

แปลง [1] ดังนี ้

( ) p

PTy x x=                                  (3) 

เมื ่อ ( )PTy x  คือ ข้อมูลหลังการแปลงด้วยวิธีการ

แปลงแบบกำลัง; x  คือ ข้อมูลก่อนการแปลง; p  คือ 

กำลังของการแปลงข้อมูล 

2.3.4 วิธีการแปลงข้อมูลแบบเลขชี้กำลัง

ของ Manly เป็นวิธีการเเปลงข้อมูลที่สามารถใช้ได้กับ
ข้อมูลที่มีทั้งค่าบวกเเละค่าลบ มีรูปแบบการแปลง [5] 

ดังนี ้

( )
[exp( ) 1] / ; 0

; 0
ET

px p p
y x

x p

− 
= 

=
 (4) 

เมื ่อ ( )ETy x  คือ ข้อมูลหลังการแปลงด้วยวิธีการ

แปลงแบบเลขชี้กำลังของ Manly; x  คือ ข้อมูลก่อน

การแปลง; p  คือ กำลังของการแปลงข้อมูล  
2.4 นำข้อมูลหลังการแปลงมาทดสอบการแจก

แจงปรกติ โดยใช้การทดสอบแอนเดอร์สัน-ดาร์ลิง ที่
ระดับนัยสำคัญ 0.05 โดยสมมติฐานการทดสอบ คือ  

0H : ข้อมูลมีการแจกแจงปรกติ 

1H : ข้อมูลไม่มีการแจกแจงปรกติ 

ตัวสถิติทดสอบ [10,11] คือ 

*

2

4 25
1AD AD

n n

 
= + − 

 
         (5) 

เมื่อ ( ) ( )1

1

1
2 1 ln ln 1

n

i n i

i

AD n i z z
n

+ −

=

 = − − − + −   (6) 

โดย ( ) ( ) ( )1 2, ,..., nX X X  แทนข้อมูลที่เรียงลำดับจาก

น้อยไปมาก n  แทนขนาดตัวอย่าง ( )i

i

x x
z

s


− 
=  

 
  

โดย ( )ix   แทนค่าสถิติอันดับที่  ;    1,  2,  3, ,  i i n=   ; 

( ).  แทนฟังก์ชันการแจกแจงความน่าจะเป็นสะสม

ของการแจกแจงปรกติมาตรฐาน; x  เป็นค่าเฉลี่ยเลข

คณิตของข้อมูลตัวอย่าง; s  เป็นค่าเบี่ยงเบนมาตรฐาน

ของข้อมูลตัวอย่าง 

จะปฏิเสธสมมติฐานหลัก เมื่อค่า *AD  ที่

คำนวณได้ตามสมการ (5) มีค่ามากกว่า 0.751 ซึ่งเป็น

ค่าวิกฤติ ณ ระดับนัยสำคัญที่กำหนด 

2.5 ทำซ้ำขั ้นตอนที่ 2.1 ถึง 2.4 เป็นจำนวน 

1,000 ครั้ง 

2.6 คำนวณหาร้อยละการยอมรับสมมติฐาน 

0H  ให ้ A  คือ จำนวนครั้งการยอมรับสมมติฐาน 0H  

ร้อยละการยอมรับ 
0 100

1,000

A
H =   (7) 

2.7 นำร้อยละการยอมรับสมมติฐาน 
0H  ที่ได้

จากการแปลงข้อมูลทุกวิธีมาเปรียบเทียบกันในแต่ละ

สถานการณ์ 

2.8 สรุปผลการวิจัยในแต่ละสถานการณ์ 
 

3. ผลการวิจัย 
งานวิจัยได้เปรียบเทียบประสิทธิภาพวิธีการ

แปลงข้อมูล สำหรับข้อมูลที่มีการแจกแจงแกมมา โดย

ศึกษาวิธีการแปลงข้อมูล 4 วิธี คือ วิธีการแปลงแบบ 

บ็อกซ์-ค็อกซ์ (วิธี BC) วิธีการแปลงแบบรากที่สี ่ (วิธี 

FR) วิธีการแปลงแบบกำลัง (วิธี PT) วิธีการแปลงแบบ

เลขชี้กำลังของ Manly (วิธี ET) โดยจำลองข้อมูลที่มี

การแจกแจงแกมมา ด้วยค่าพารามิเตอร์รูปร่าง ( )  

1, 3, 5, 10, 20 และ 50 และค่าพารามิเตอร ์สเกล 

( )  1, 2 ภายใต้ขนาดตัวอย่างที่ศึกษา ได้แก่ 5, 10, 

20, 30, 50 และ 100 กำหนดจำนวนครั้งท่ีทำซ้ำแต่ละ

สถานการณ์ 1,000 ครั้ง และเปรียบเทียบประสิทธิภาพ

ด้วยค่าร้อยละการยอมรับสมมติฐานหลักที่ว่าข้อมูลที่

แปลงแล้วมีการแจกแจงปรกติ ผลการวิจัยแสดงใน

ตารางที่ 1 ถึง 2 และรูปที ่1 ถึง 2  
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Table 1 Percentages of acceptance a null hypothesis for Gamma distribution data with 1 =  and 
different values of   

 

  Sample sizes (n) 
Data transformation methods 

FR method PT method BC method ET method 

1 

5 
10 
20 
30 
50 
100 

95.4 
94 

93.2 
94.1 
93.2 
91.3 

95.8 (p=0.3)* 
95.2 (p=0.3)* 
94.4 (p=0.3)* 
95.9 (p=0.3)* 
94.6 (p=0.3)* 
94.3 (p=0.3)* 

95.8 (p=0.3)* 
95.2 (p=0.3)* 
94.4 (p=0.3)* 
95.9 (p=0.3)* 
94.6 (p=0.3)* 
94.3 (p=0.3)* 

94.6 (p=-0.7) 
90.6 (p=-0.9) 
83.7 (p=-0.8) 
73.4 (p=-0.8) 
49.8 (p=-0.8) 
7.9 (p=-0.8) 

3 

5 
10 
20 
30 
50 
100 

96 
94.7 
95.1 
94.9 
94.3 
93.8 

96 (p=0.4) 
95.3 (p=0.4) 
95.6 (p=0.3) 
95.7 (p=0.4)* 
94.8 (p=0.3)* 
94.8 (p=0.3)* 

96 (p=0.4) 
95.3 (p=0.4) 
95.6 (p=0.3) 
95.7 (p=0.4* 
94.8 (p=0.3)* 
94.8 (p=0.3)* 

96.5 (p=-0.3)* 
96.2 (p=-0.3)* 
95.9 (p=-0.2)* 
94.7 (p=-0.2) 
91.7 (p=-0.2) 
83.4 (p=-0.2) 

5 

5 
10 
20 
30 
50 
100 

95.4 
95.2 
96.1 
95 

94.8 
93.4 

95.5 (p=0.4) 
95.1 (p=0.4, 0.5) 

96.2 (p=0.3)* 
95.3 (p=0.4)* 
95   (p=0.3)* 
94.8 (p=0.4)* 

95.5 (p=0.4) 
95.1 (p=0.4, 0.5) 

96.2 (p=0.3)* 
95.3 (p=0.4)* 
95   (p=0.3)* 
94.8 (p=0.4)* 

95.8 (p=-0.1)* 
95.8 (p=-0.2)* 

95.9 (p=-0.1, -0.2) 
94.4 (p=-0.1) 
92.5 (p=-0.1) 
86.7 (p=-0.1) 

10 

5 
10 
20 
30 
50 
100 

95.1 
95.9 
95.4 
94.8 
94.9 
94.5 

95.4 (p=0.7)* 
95.8 (p=0.2) 
95.5 (p=0.3)* 
95.3 (p=0.4)* 
95.5 (p=0.4)* 
94.8 (p=0.3)* 

95.4 (p=0.7)* 
95.8 (p=0.2) 
95.5 (p=0.3)* 
95.3 (p=0.4)* 
95.5 (p=0.4)* 
94.8 (p=0.3)* 

95.1 (p=-0.1) 
96 (p=-0.1)* 
95.3 (p=-0.1) 
94.1 (p=-0.1) 
92.1 (p=-0.1) 
89.3 (p=-0.1) 

20 

5 
10 
20 
30 
50 
100 

95.3 
95.7 
95.3 
95.3 
94.5 
94.2 

95.5 (p=0.4, 0.5)* 
95.9 (p=0.4, 0.5)* 

95.4 (p=0.2)* 
95.4 (p=0.3)* 
95.1 (p=0.4)* 
94.3 (p=0.3)* 

95.5 (p=0.4, 0.5)* 
95.9 (p=0.4, 0.5)* 

95.4 (p=0.2)* 
95.4 (p=0.3)* 
95.1 (p=0.4)* 
94.3 (p=0.3)* 

94.7 (p=0) 
93.9 (p=0) 
92.1 (p=0) 
90.2 (p=0) 
86.1 (p=0) 
74.4 (p=0) 

50 

5 
10 
20 
30 
50 
100 

94.7 
95.2 
95.2 
94.6 
94.6 
94.4 

94.9 (p=0.7, 0.9)* 
95.6 (p=0.5, 0.6)* 

95.4 (p=0.4)* 
94.7 (p=0.3)* 
95.2 (p=0.6)* 
94.7 (p=0.3)* 

94.9 (p=0.7, 0.9)* 
95.6 (p=0.5, 0.6)* 

95.4 (p=0.4)* 
94.7 (p=0.3)* 
95.2 (p=0.6)* 
94.7 (p=0.3)* 

94.8 (p=0) 
94.6 (p=0) 
93.1 (p=0) 
92.6 (p=0) 
92.8 (p=0) 
88.8 (p=0) 

* is the method that gave the highest percentage of acceptance a null hypothesis for each situation. 
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Figure 1 Percentages of acceptance a null hypothesis for Gamma distribution data with 1 =  and 
different values of   

 
เมื ่อพิจารณาตารางที่ 1 คือ เมื ่อข้อมูลมีการ

แจกแจงแกมมาด้วยพารามิเตอร์สเกล ( )  เท่ากับ 1 
และพาราม ิ เตอร ์ร ูปร ่าง  ( )  แตกต ่างก ัน โดย
พิจารณาจากค่าร้อยละการยอมรับสมมติฐานหลัก 
พบว่าส่วนใหญ่วิธีการแปลงแบบบ็อกซ์ -ค็อกซ์และ
วิธีการแปลงแบบกำลัง มีแนวโน้มเป็นวิธีการแปลงที่มี
ประสิทธิภาพดีที่สุดเกือบทุกสถานการณ์ ยกเว้นกรณี 
  เท ่าก ับ 3 และ n เท ่าก ับ 5, 10, 20, กรณี   

เท่ากับ 5 และ n เท่ากับ 5, 10 และกรณี   เท่ากับ 
10 และ n เท่ากับ 10 วิธีการแปลงแบบเลขช้ีกำลังของ 
Manly จะเป็นวิธีการแปลงท่ีมีประสิทธิภาพดีที่สุด โดย
ค่า p ส่วนใหญ่ที่มีประสิทธิภาพดีสำหรับวิธีการแปลง
แบบบ็อกซ์-ค็อกซ์และวิธีการแปลงแบบกำลัง เท่ากับ 
0.3, 0.4, 0.5 และค่า p ส่วนใหญ่ที่มีประสิทธิภาพดี
สำหรับวิธีการแปลงแบบเลขช้ีกำลังของ Manly เท่ากับ 
-0.8, -0.2, -0.1 และ 0 และจากรูปที่ 1 จะเห็นได้ว่า
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วิธีการแปลงแบบเลขชี้กำลังของ Manly มีแนวโน้มให้
ค่าร้อยละการยอมรับสมมติฐานหลักลดลง เมื่อขนาด
ตัวอย่างเพิ ่มขึ ้น แต่วิธีการแปลงแบบแบบ บ็อกซ์-
ค็อกซ์ วิธีการแปลงแบบกำลัง และวิธีการแปลงแบบ
รากที่สี่มีแนวโน้มให้ค่าร้อยละการยอมรับสมมติฐาน
หลักมีแนวโน้มคงเดิม แต่จะลดลงเล็กน้อยเมื ่อ n 
เท่ากับ 50 และ 100 

เมื ่อพิจารณาตารางที่ 2 คือ เมื ่อข้อมูลมีการ
แจกแจงแกมมาด้วยพารามิเตอร์สเกล ( )  เท่ากับ 2 

และพาราม ิ เตอร ์ร ูปร ่าง  ( )  แตกต ่างก ัน โดย
พิจารณาจากค่าร้อยละการยอมรับสมมติฐานหลัก 
พบว่าส่วนใหญ่วิธีการแปลงแบบบ็อกซ์ -ค็อกซ์และ
วิธีการแปลงแบบกำลัง มีแนวโน้มเป็นวิธีการแปลงที่มี
ประสิทธิภาพดีที่สุดเกือบทุกสถานการณ์  ยกเว้นกรณี 
  เท ่าก ับ 3 และ n เท ่าก ับ 5, 10, 20, กรณี   
เท่ากับ 5 และ n เท่ากับ 5, 10 วิธีการแปลงแบบเลขช้ี
กำลังของ Manly จะเป็นวิธีการแปลงท่ีมีประสิทธิภาพ
ดีที่สุด และกรณี   เท่ากับ 20 และ n เท่ากับ 20 วิธี

 

  
  

  
  

  
 

Figure 2 Percentages of acceptance a null hypothesis for Gamma distribution data with 2 =  and 
different values of   
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Table 2 Percentages of acceptance a null hypothesis for Gamma distribution data with 2 =  and 
different values of   

 

  Sample sizes (n) 
Data transformation methods 

FR method PT method BC method ET method 

1 

5 
10 
20 
30 
50 
100 

95.7 
94.9 
93.6 
94.6 
94.3 
92.1 

95.9 (p=0.3)* 
95 (p=0.3)* 

94.4 (p=0.3)* 
95.9 (p=0.3)* 
94.5 (p=0.3)* 
94.3 (p=0.3)* 

95.9 (p=0.3)* 
95 (p=0.3)* 

94.4 (p=0.3)* 
95.9 (p=0.3)* 
94.5 (p=0.3)* 
94.3 (p=0.3)* 

94.7 (p=-0.4) 
90.6 (p=-0.4) 
83.5 (p=-0.4) 
73.1 (p=-0.4) 
50.2 (p=-0.4) 

8 (p=-0.4) 

3 

5 
10 
20 
30 
50 
100 

96 
94.6 
95.1 
94.9 
94.3 
93.8 

95.9 (p=0.5) 
95.1 (p=0.4) 
95.5 (p=0.3) 

95.6 (p=0.3, 0.4)* 
94.8 (p=0.3)* 
94.9 (p=0.3)* 

95.9 (p=0.5) 
95.1 (p=0.4) 
95.5 (p=0.3) 

95.6 (p=0.3, 0.4)* 
94.8 (p=0.3)* 
94.9 (p=0.3)* 

96.3 (p=-0.1)* 
95.7 (p=-0.1)* 
95.8 (p=-0.1)* 
94.7 (p=-0.1) 
91.7 (p=-0.1) 
83.5 (p=-0.1) 

5 

5 
10 
20 
30 
50 
100 

95.4 
95.2 
96.2* 
95.1 
94.8 
93.4 

95.6 (p=0.4)* 
95.1 (p=0.4, 0.5) 

96.2 (p=0.3)* 
95.2 (p=0.4)* 
94.9 (p=0.3)* 
94.8 (p=0.4)* 

95.6 (p=0.4)* 
95.1 (p=0.4, 0.5) 

96.2 (p=0.3)* 
95.2 (p=0.4)* 
94.9 (p=0.3)* 
94.8 (p=0.4)* 

95.6 (p=-0.1)* 
95.8 (p=-0.1)* 
95.9 (p=-0.1) 
93.5 (p=-0.1) 
88.9 (p=-0.1) 
80.8 (p=-0.1) 

10 

5 
10 
20 
30 
50 
100 

95.2 
95.8* 
95.4 
94.7 
94.9 
94.7 

95.5 (p=0.7)* 
95.8 (p=0.2)* 
95.5 (p=0.3)* 
95.3 (p=0.5)* 
95.5 (p=0.4)* 
94.8 (p=0.3)* 

95.5 (p=0.7)* 
95.8 (p=0.2)* 
95.5 (p=0.3)* 
95.3 (p=0.5)* 
95.5 (p=0.4)* 
94.8 (p=0.3)* 

94.9 (p=0) 
92.8 (p=0) 
89.5 (p=0) 
83.2 (p=0) 
75 (p=0) 

50.2 (p=0) 

20 

5 
10 
20 
30 
50 
100 

95.4 
95.7 
95.3* 
95.3 
94.4 
94.1 

95.5 (p=0.4, 0.5)* 
95.9 (p=0.4, 0.5)* 

95.2 (p=0.2) 
95.4 (p=0.3)* 
95.1 (p=0.4)* 
94.3 (p=0.3)* 

95.5 (p=0.4, 0.5)* 
95.9 (p=0.4, 0.5)* 

95.2 (p=0.2) 
95.4 (p=0.3)* 
95.1 (p=0.4)* 
94.3 (p=0.3)* 

94.6 (p=0) 
93.9 (p=0) 
92.1 (p=0) 
90.2 (p=0) 
86.1 (p=0) 
74.4 (p=0) 

50 

5 
10 
20 
30 
50 
100 

94.7 
95.2 
95.2 
94.6 
94.6 
94.3 

94.9 (p=0.6, 0.7, 0.9)* 
95.6 (p=0.5, 0.6)* 
95.4 (p=0.3, 0.4)* 

94.7 (p=0.3)* 
95.2 (p=0.6)* 
94.7 (p=0.3)* 

94.9 (p=0.6, 0.7, 0.9)* 
95.6 (p=0.5, 0.6)* 
95.4 (p=0.3, 0.4)* 

94.7 (p=0.3)* 
95.2 (p=0.6)* 
94.7 (p=0.3)* 

94.8 (p=0) 
94.6 (p=0) 
93.1 (p=0) 
92.5 (p=0) 
92.8 (p=0) 
88.8 (p=0) 

* is the method that gave the highest percentage of acceptance a null hypothesis for each situation. 
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การแปลงแบบรากที่สี่จะเป็นวิธีการแปลงที่มีประสิทธิ 
ภาพดีที ่ส ุด โดยค่า p ส่วนใหญ่ที ่มีประสิทธิภาพดี
สำหรับวิธีการแปลงแบบบ็อกซ์-ค็อกซ์และวิธีการแปลง
แบบกำลัง คือ p เท่ากับ 0.3, 0.4 และ 0.5 และค่า p 
ส่วนใหญ่ที่มีประสิทธิภาพดีสำหรับวิธีการแปลงแบบ
เลขช้ีกำลังของ Manly คือ p เท่ากับ -0.4, -0.1 และ 0  
และจากรูปที่ 2 จะเห็นได้ว่าวิธีการแปลงแบบเลขช้ี
กำลังของ Manly มีแนวโน้มให้ค่าร้อยละการยอมรับ
สมมติฐานหลักลดลงเมื่อขนาดตัวอย่างเพิ ่มขึ ้น แต่
วิธีการแปลงแบบแบบบ็อกซ์-ค็อกซ์ วิธีการแปลงแบบ
กำลัง และวิธีการแปลงแบบรากที่สี่มีแนวโน้มให้ค่า 
ร้อยละการยอมรับสมมติฐานหลักมีแนวโน้มคงเดิม แต่
จะลดลงเล็กน้อยเมื่อ n เท่ากับ 50 และ 100 

เมื่อพิจารณาตารางที่ 1 และ 2 พบว่าค่าร้อย
ละการยอมรับสมมติฐานหลักที่ว่าข้อมูลที่แปลงแล้ว มี
การแจกแจงปรกติในท้ังสองตาราง ส่วนใหญ่ให้ผลลัพธ์
ใกล้เคียงกันในเกือบทุกสถานการณ์ กล่าวคือ ผลลัพธ์
เป็นไปในทิศทางเดียวกัน 
 

4. สรุป  
งานวิจัยนี้ใช้เกณฑ์การเปรียบเทียบประสิทธิ  

ภาพ คือ ค่าร้อยละการยอมรับสมมติฐานหลักที่ว่า
ข้อมูลที่แปลงแล้วมีการแจกแจงปรกติ โดยใช้สถิติ
ทดสอบแอนเดอร์สัน-ดาร์ลิง ที่ระดับนัยสำคัญ 0.05 
นั่นคือ วิธีการแปลงที่มีประสิทธิภาพจะพิจารณาจาก
ข้อมูลที ่ศ ึกษาซึ ่งเดิมมีการแจกแจงแกมมา พบว่า 
วิธีการแปลงข้อมูลที่ทำให้ข้อมูลมีการแจกแจงปรกติ
หรือเข้าใกล้การแจกแจงปรกติมากที ่ส ุดในแต่ละ
สถานการณ์สามารถสรุปได้ดังตารางที ่3 และ 4 

กรณีที่ n มีขนาดใหญ่ (n ≥ 30) จากทั้งตาราง
ที่ 3 และ 4 จะพบว่าวิธีการแปลงแบบบ็อก-ค็อกซ์และ
วิธีการแปลงแบบกำลังมีประสิทธิภาพดีในทุกระดับของ
  และ   โดยส่วนใหญ่ p ที่เหมาะสมเท่ากับ 0.3 

และในกรณีที่ n มีขนาดเล็ก (n < 30) จากตารางที่ 3 
และ 4 จะพบว ่าท ี ่ระด ับ  = 1, 10, 20 และ 50 
วิธีการแปลงแบบบ็อก-ค็อกซ์และวิธีการแปลงแบบ
กำลังส่วนใหญ่จะยังคงมีประสิทธิภาพดีในทุกระดับของ 
  ยกเว้นที่  = 3, 5 พบว่าวิธีการแปลงแบบเลขช้ี
กำลังของ Manly จะมีประสิทธิภาพดีกว่า โดย p ที่
เหมาะสมสำหรับวิธีการแปลงแบบเลขชี ้กำลังของ 
Manly สว่นใหญ่เท่ากับ -0.1 

เมื ่อพิจารณาการแจกแจงแกมมาด้วยพารา 
มิเตอร์สเกล ( )  เท่ากับ 1 และ 2 ทุกระดับพารา 
มิเตอร์รูปร่าง ( )  พบว่า   ที่แตกต่างกันไม่มีผลต่อ
ประสิทธิภาพของวิธีการแปลงข้อมูลแต่ละวิธีที่ศึกษาใน
ครั้งนี้ เนื่องจากให้ผลลัพธ์ค่อนข้างคล้ายกัน 
 

5. วิจารณ์ 
ผลการเปรียบเทียบประสิทธิภาพวิธีการแปลง

ข้อมูลทั้ง 4 วิธี พบว่าวิธีการแปลงแบบบ็อกซ์-ค็อกซ์ 
และวิธีการแปลงแบบกำลังมีแนวโน้มให้ร้อยละของการ
แปลงข้อมูลได้สำเร็จเกือบทุกสถานการณ์ เมื่อเลขกำลัง
ของการแปลงข้อมูล (p) ส่วนใหญ่มีค่าเท่ากับ 0.3, 0.4 
ซึ ่งสอดคล้องกับงานวิจัยของ Paiboolworachat [4] 
และ Chortirat [5] ส่วนวิธีการแปลงแบบรากที่สี่ เมื่อ 
n เพิ ่มขึ ้นจะให้ร้อยละของการแปลงข้อมูลได้สำเร็จ
ลดลง ซึ ่งสอดคล้องกับงานวิจัยของ  Kaewprasert 
และคณะ [6] นอกจากนี ้วิธีการแปลงแบบกำลัง ให้  
ร้อยละของการแปลงข้อมูลได้สำเรจ็มาก เมื่อ n เพิ่มขึ้น 
และ p เท่ากับ 0.3, 0.4, 0.5, 0.6 ซึ ่งสอดคล้องกับ
งานวิจัยของ Krataithong [1] และวิธีการแปลงแบบ
เลขช้ีกำลังของ Manly จะให้ร้อยละของการแปลง
ข้อมูลได้สำเร็จมาก เมื่อ p เท่ากับ -0.1, -0.2, -0.3 แต่
เมื่อ n มีขนาดเพิ่มขึ้นจะให้ร้อยละของการแปลงข้อมูล
ได ้สำ เร ็จลดลง ซ ึ ่ งสอดคล ้องก ับงานว ิจ ัยของ 
Kerdsawang [3]  
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Table 3 The best data transformation method for gamma distribution data with 1 =  and different 
values of   

 

Shape 
parameters

( )  

Sample sizes (n) 

5 10 20 30 50 100 

1 BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) 

3 ET (-0.3) ET (-0.3) ET (-0.2) BC, PT (0.4) BC, PT (0.3) BC, PT (0.3) 

5 ET (-0.1) ET (-0.2) BC, PT (0.3) BC, PT (0.4) BC, PT (0.3) BC, PT (0.4) 

10 BC, PT (0.7) ET (-0.1) BC, PT (0.3) BC, PT (0.4) BC, PT (0.4) BC, PT (0.3) 

20 BC, PT (0.4, 0.5) BC, PT (0.4, 0.5) BC, PT (0.2) BC, PT (0.3) BC, PT (0.4) BC, PT (0.3) 

50 BC, PT (0.7, 0.9) BC, PT (0.5, 0.6) BC, PT (0.4) BC, PT (0.3) BC, PT (0.6) BC, PT (0.3) 
The values in parenthesis are the suitable power of transformation (p) for each method. 

 
Table 4 The best data transformation method for Gamma distribution data with 2 =  and 

different values of   
 

Shape 
parameters

( )  

Sample sizes (n) 

5 10 20 30 50 100 

1 BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) BC, PT (0.3) 
3 ET (-0.1) ET (-0.1) ET (-0.1) BC, PT (0.3, 0.4) BC, PT (0.3) BC, PT (0.3) 

5 ET (-0.1) BC, PT (0.4) ET (-0.1) FR, BC, PT (0.3) BC, PT (0.4) BC, PT (0.3) BC, PT (0.4) 

10 BC, PT (0.7) FR, BC, PT (0.2) BC, PT (0.3) BC, PT (0.5) BC, PT (0.4) BC, PT (0.3) 

20 BC, PT (0.4, 0.5) BC, PT (0.4, 0.5) FR BC, PT (0.3) BC, PT (0.4) BC, PT (0.3) 

50 BC, PT (0.6, 0.7, 0.9) BC, PT (0.5, 0.6) BC, PT (0.3, 0.4) BC, PT (0.3) BC, PT (0.6) BC, PT (0.3) 
The values in parenthesis are the suitable power of transformation (p) for each method. 

 
6. ข้อเสนอแนะ 

ผู้ที่สนใจศึกษาการแก้ปัญหาข้อมูลที่ไม่มีการ
แจกแจงปรกติด้วยวิธีการแปลงข้อมูลอาจศึกษาวิธีการ
แปลงแบบอื่น ๆ เพื่อเปรียบเทียบประสิทธิภาพกับ
วิธีการแปลงแบบกำลังและแบบบ็อกซ์-ค็อกซ์ที ่ ให้   
ร ้อยละการยอมร ับท ี ่ส ูง  เช ่น ว ิธ ีการแปลงแบบ 
Aranda-Ordaz [12] หรือผู ้ที ่สนใจอาจศึกษากรณีที่
ข้อมูลมีการแจกแจงแบบอ่ืน ๆ ได้แก่ การแจกแจงแบบ 

ลอจิสติก (logistic distribution) [13] การแจกแจงล็
อกนอร์มอล (Lognormal distribution) [13] เป็นต้น 
นอกจากนี้วิธีการแปลงข้อมูลทั้ง 4 วิธี ที่ได้ศึกษาครั้งนี้
พบว่าวิธีการแปลงแบบรากท่ีสี่มีแนวโน้มให้ผลไม่ค่อยดี
นัก แต่วิธีคำนวณไม่ซับซ้อน ส่วนวิธีการแปลงแบบ 
บ็อกซ์-ค็อกซ์และวิธีการแปลงแบบเลขชี ้กำลังของ 
Manly มีการคำนวณที่ซับซ้อนกว่าแต่ให้ผลที่ค่อนข้าง
ดี โดยวิธีการแปลงแบบเลขช้ีกำลังของ Manly ให้ผลที่
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ดีในตัวอย่างขนาดเล็ก ส่วนวิธีการแปลงแบบกำลังนั้นมี
ว ิธ ีคำนวณที ่ไม่ซ ับซ้อนอีกทั ้งยั งให้ผลที ่ด ี ในการ
พิจารณาการเลือกใช้วิธีการแปลงข้อมูลนั้น ผู ้สนใจ
ศึกษาควรเลือกใช้วิธีการที่ไม่ซับซ้อน ตรงกับลักษณะ
ของข้อมูลที่ต้องการและให้ผลที่ดี เช่น กรณีที่ข้อมูลมี
ขนาดเล็กควรใช้ว ิธ ีการแปลงแบบเลขชี ้กำลังของ 
Manly หรือกรณีที ่ข้อมูลมีขนาดใหญ่ควรใช้วิธีการ
แปลงแบบบ็อกซ-์ค็อกซ์จึงจะได้ผลดีสุด 
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